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Preface

This volume contains the papers accepted for presentation at the workshops
hosted by the 17th International Conference on Image Analysis and Processing
(ICIAP 2013), held in Naples, Italy, September 9–13, 2013, in the magnificent
Castel dell’Ovo, (www.iciap2013-naples.org), organized by the CVPR Lab of the
University of Naples Parthenope (cvprlab.uniparthneope.it).

The International Conference on Image Analysis and Processing (ICIAP)
is an established biennial scientific meeting promoted by the Italian Group of
Researchers in Pattern Recognition (GIRPR), which is the Italian IAPRMember
Society, and covers topics related to theoretical and experimental areas of image
analysis and pattern recognition with emphasis on different applications. ICIAP
2013 was endorsed by the International Association for Pattern Recognition
(IAPR), the IEEE Computer Society’s Technical Committee on Pattern Analysis
and Machine Intelligence (TCPAMI), and the IEEE Computational Intelligence
Society (CIS).

ICIAP 2013 hosted a range of workshops focusing on topics of interest to the
pattern recognition, image analysis, and computer vision communities, explor-
ing emergent research directions or spotlight cross-disciplinary links with related
fields and/or application areas. Five individual workshops were selected to com-
plement ICIAP 2013 in Naples, three one-day and two half-day workshops. The
topics addressed constituted a good mix between novel current trends in com-
puter vision and the fundamentals of image analysis and pattern recongniton.

– ACVR 2013, the First International Workshop on Assistive Computer Vision
and Robotics.

– EAHSP 2013, the International Workshop on Emerging Aspects on Hand-
written Signature Processing.

– MM4CH 2013, the 2nd International Workshop on Multimedia for Cultural
Heritage.

– PR PS BB 2013, the 2nd International Workshop on Pattern Recognition in
Proteomics, Structural Biology, and Bioinformatics.

– SBA 2013, the International Workshop on Social Behaviour Analysis.

The ACVR 2013 workshop was aimed to give an overview of the state of the art
of perception and interaction methodologies involved in this area with special
attention to aspects related to computer vision and robotics. Assistive technolo-
gies provide a set of advanced tools that can improve the quality of life not only
for disabled people, patients, and elderly, but also for healthy people struggling
with everyday actions. After a period of slow but steady progress, this scien-
tific area seems to be mature for new research and application breakthroughs.
The rapid progress in the development of integrated micro-mechatronic tools has
boosted this process. However, many problems remain open especially as regards
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environment perception and interaction of these technological tools with people.
The ACVR 2013 workshop was organized by Marco Leo from the Institute of
Optics and the Institute of Intelligent Systems for Automation of the National
Research Council (Italy) and by Danilo Mandic from the Department of Electri-
cal and Electronic Engineering of the Imperial College of London (UK). Based
on rigorous peer reviews by the Program Committee members and the review-
ers, six papers were selected for presentation in an half-day workshop. All the
papers thoroughly cover a broad range of topics related to the research areas of
assistive technologies, addressing major advances in knowledge and effective use
of computer vision and robotics in a variety of applications. ACVR 2013 also
included an outstanding presentation given by Andrea Cavallaro of the Queen
Mary University of London (UK) about new techniques for localizing people
and understanding their interactions, which is a desirable yet demanding task
for assistive computer vision applications.

The EAHSP 2013 workshop, organized by Michael Fairhurst of The Univer-
sity of Kent (UK), Donato Impedovo of Dyrecta Lab (Italy), and Giuseppe Pirlo
of the University of Bari (Italy), focused on the frontiers of research and ap-
plications in the field of static and dynamic signature analysis and processing.
Indeed, in the era of Internet, there is a growing interest for personal verifi-
cation, and a handwritten signature is one of the most useful biometric traits,
since the verification of a person’s identity by signature analysis does not involve
an invasive measurement procedure. Furthermore, handwritten signatures are a
well-established means of personal identification, and their use is widespread and
well-recognized by administrative and financial institutions.

Handwritten signature analysis and processing is a multi-disciplinary field
involving aspects of disciplines ranging from human anatomy to engineering,
from neuroscience to computer and system sciences. Also from the application
point of view, signature analysis and processing is useful in many fields, from
security to physical areas, from security for internet-based systems to forensic
and medical applications. The ten papers accepted for presentation to EAHSP
2013 define a useful scenario of the field from both the scientific and applicative
point of view.

The MM4CH 2013 workshop, organized by Costantino Grana and Giuseppe
Serra of the University of Modena e Reggio Emilia (Italy) and Johan Oomen
from the Netherlands Institute for Sound and Vision (The Netherlands), had
the aim of creating a profitable informal working day to discuss together hot
topics in multimedia applied to cultural heritage. Multimedia technologies have
recently created the conditions for a true revolution in the cultural heritage area,
with reference to the study, valorization, and fruition of artistic works. The use of
these technologies allows us to create new digital cultural experiences by means
of personalized and engaging interaction. New multimedia technologies could be
used to design new approaches to the comprehension and fruition of the artis-
tic heritage, for example through smart, context-aware artifacts and enhanced
interfaces with the support of features like story-telling, gaming, and learning.
To these aims, open and flexible platforms are needed, to allow building services
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that support use of cultural resources for research and education. A likely expec-
tation is the involvement of a wider range of users of cultural resources in diverse
contexts and considerably altered ways to experience and share cultural knowl-
edge between participants. The scientific community has shown great interest
in this timely topic. Indeed, 27 papers were received and, after the review pro-
cess, 17 were accepted (acceptance rate 62%). Papers were contributed from 14
different countries (Austria, China, the Czech Republic, France, Greece, India,
Italy, Morocco, The Netherlands, Norway, Poland, Switzerland, the UK, and the
USA) demonstrating the universal importance of cultural heritage.

The PR PS BB 2013 workshop covers topics related to pattern recognition in
proteomics, structural biology, and bioinformatics. The amount and complexity
of bioinformatics data, such as DNA and protein sequences, genetic information,
biomedical text, and molecular data, exploded in the past decade. The impor-
tance of studying such amounts of data, for the analysis of structural building
blocks, their comparison, and their classification is instrumental to practical
problems of the maximum impact, such as the design of a small molecule to
bind a known protein or the scan of drugs libraries to detect a suitable inhibitor
for a target molecule. Advanced pattern recognition methods can also play a sig-
nificant role in high-throughput functional genomics and system biology, where
the classification of complex large-scale expression profiles, and their link with
motif discovery and inference of gene regulatory networks, is a major research
challenge in the field of computational biology. However, current pattern recogni-
tion techniques to tackle these huge data are still not sufficient. The development
of approaches for the improvement of current performance was the scope of the
PR PS BB 2013 workshop, organized by Virginio Cantoni of the University of
Pavia (Italy), Michele Ceccarelli of the University of Sannio (Italy), and Robert
Murphy, Carnegie Mellon University (USA). Featuring 13 accepted papers, the
workshop was intended, through its informal nature, as the foremost platform
for exchanging ideas and giving to top researchers, practitioners, and students
from around the world, of the computing and biological communities, excellent
opportunities to meet, interact, and find synergies.

The SBA 2013 workshop, organized by Alberto Del Bimbo and Pietro Pala
of the University of Florence (Italy) and Maja Pantic of the Imperial College
London (UK), aimed to bring together researchers to advocate and promote re-
search into human behavior and social interactions analysis, to disseminate their
most recent research results, to discuss rigorously and systematically potential
solutions and challenges, and to promote new collaborations among researchers.
In the new digital age, progress and development in science and technology have
a great impact on our daily activities and lifestyle. Models and tools for the au-
tomatic analysis of human behavior and social interactions are increasing their
relevance in a broad range of application domains, including entertainment, se-
curity, surveillance, human–computer interfaces, and psychology among other
fields. The availability of new devices capable of multimodal data acquisition
paves the way to new solutions to the analysis and recognition of human activ-
ities in social contexts, hand and body gestures, facial expressions, interactions
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with objects, and expressive speech. All submitted papers were reviewed by at
least three PC members or external reviewers who volunteered to contribute their
time and expertise to the review process. The 14 accepted papers, coming from 7
different countries worldwide, were organized into 3 sessions: 3D Behaviour Anal-
ysis; Social and Multimodal Analysis; and Applications, Benchmarking, Verifica-
tion. The technical program featured one invited talk, by Alessandro Vinciarelli
from the University of Glasgow, and oral presentation of all the accepted regular
papers.

Many people helped make the ICIAP 2013 workshops a success. I would like
to thank all the ICIAP 2013 workshop organizers and their organizations for
soliciting and reviewing submissions, which guaranteed the high quality of the
technical program, all the members of the Program Committees, who dedicated
their time and energy to reviewing the papers, and the authors for having sub-
mitted their own valuable work. Special thanks should be tributed to all those
involved in the preparation of the event, especially Lucia Maddalena for her
unfaltering dedication to the coordination of the event.

All these people made it possible to build such a rich supplementary program
beside the main ICIAP 2013 scientific program, which justified, for the first time
for ICIAP, the publication of ICIAP 2013 workshops proceedings in a separate
volume.

September 2013 Alfredo Petrosino
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Alexandra Psarrou, Markos Mentzelopoulos, Bharat Reddy,
Sergio Orts-Escolano, Jose Antonio Serra, and Andrew Lewis

A Fast and Precise HOG-Adaboost Based Visual Support System
Capable to Recognize Pedestrian and Estimate Their Distance . . . . . . . . . 20

Takahisa Kishino, Sun Zhe, and Ruggero Micheletto

Mobile Visual Assistive Apps: Benchmarks of Vision Algorithm
Performance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

Jose Rivera-Rubio, Saad Idrees, Ioannis Alexiou,
Lucas Hadjilucas, and Anil A. Bharath

Tracking Posture and Head Movements of Impaired People During
Interactions with Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

Salvatore Maria Anzalone and Mohamed Chetouani

Scene Perception and Recognition for Human-Robot Co-operation . . . . . . 50
Nikhil Somani, Dean-León Emmanuel, Caixia Cai, and Alois Knoll

EAHSP 2013 - International Workshop on Emerging
Aspects on Handwritten Signature Processing

Two Bioinspired Methods for Dynamic Signatures Analysis . . . . . . . . . . . . 60
Jânio Canuto, Bernadette Dorizzi, and Jugurta Montalvão

Online Signature Verification: Improving Performance through
Pre-classification Based on Global Features . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Marianela Parodi and Juan Carlos Gómez
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Abstract. During a rehabilitation session, patient activity should be
continuously monitored in order to correct wrong movements and to fol-
low patient improvements. Therefore, the application of human motion
tracking techniques to rehabilitation is finding more and more consensus.
The aim of this paper is to propose a novel, low-cost method for hand
pose estimation by using a monocular motion sensing device and a robust
marker-based pose estimation approach based on the Unscented Kalman
Filter. The hand kinematics is used to enclose geometrical constraints in
the estimation process. The approach is applied for evaluating some sig-
nificant kinematic parameters necessary for understanding human hand
motor improvements during rehabilitation. In particular, the parameters
evaluated for the hand fingers are joint positions, angles, Range Of Mo-
tion and trajectory. Moreover, the position, orientation and velocity of
the wrist are estimated.

Keywords: hand pose estimation, rehabilitation, Unscented Kalman
Filter.

1 Introduction

Cerebrovascular diseases, such as stroke, are the third leading cause of death
in industrialized countries and the leading cause of permanent disability [1].
This leads to a remarkable demand of healthcare services with consequently
increasing public expenses. The aim of neurorehabilitation is to help patient re-
learn sensori-motor capabilities by exploiting the plasticity of the neuromuscular
system: motor patterns are relearned through repeated execution of predefined
movements [2]. Patient monitoring is needed to evaluate the quality of the per-
formed movements, modify the therapy if needed, apply corrective actions and
assess patient performance. Systems for human movement tracking applied to

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 1–10, 2013.
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rehabilitation [3] are usually divided into two categories: non-visual tracking
systems and visual tracking systems. In this paper the attention is focused on
systems belonging to the latter class, which are in turn classified as marker-
based and marker-less systems. Marker-based motion analysis systems use op-
toelectronic cameras and reflective markers: although these systems provide an
accurate estimation of joints [4], they are expensive and cumbersome. Further,
they require a completely structured environment to perform calibration and
acquisition. Marker-less systems rely on Computer Vision algorithms that are
sensitive to environmental conditions, but usually use one or two cameras making
the system cheap and space-saving.

Vision-based techniques for estimating the hand pose are usually grouped
into two categories [5]: Model-based and single frame pose estimation. Model-
based visual pose estimation consists of finding the best matching between a
group of features characterizing the input image and a group of model features.
In order to reduce the computational cost of searching, a prediction step is
considered. Multiple hypothesis around the prediction are considered to avoid
local minima and discontinuities [6] in the matching. In particular, Bayesian
filtering techniques using Monte Carlo methods, such as particle filters [7], [8], [9]
are applied. Single frame pose estimation does not make assumptions on time
coherence, making the problem very hard to solve. Global search over a database
of templates [10] and motion constraints [11], [12] are viable solution.

The hand pose estimation approach presented in this paper tries to merge
computer-vision and marker-based techniques proposing a cheap system (that
facilitates a fundamental step for hand pose estimation: the triangulation process
of the visual features) using a monocular camera, with reduced computational
cost, easy to implement and robust. It performs the visual analysis of human
hand motion and records hand joint kinematics during movements in a robust
and repeatable way making the system adapt for home based rehabilitation.

The paper is structured as follows: in Section 2 the hand kinematic model is
introduced; in Section 3 the hand pose estimation algorithm is explained; results
about the hand pose estimation are presented in Section 4. Finally, conclusions
and future work are proposed in Section 5.

1.1 Notation

The exposition relies on a notation very common in the Computer Vision and
Robotics community: the generic pose (rotation Rij and translation Tij) of the
frame I with respect to the frame J is denoted with the group transformation
gij = {Rij , Tij} ∈ SE (3), which maps a vector expressed in the frame I, into
a vector expressed in the frame J . SE (3) is the special Euclidean group for
the rigid transformations. The notation is simplified for the pose of the wrist
frame with respect to a proper fixed reference frame (e.g. the camera frame,
gwc = {Rwc, Twc}), for which the subscripts are dropped, for cleaner notation,
and it is denoted simply as g = {R, T }. The inverse transformation is indicated
with the notation g−1

ij �
{
Rij

T , −Rij
TTij

} ∈ SE (3). The action of the group
transformation gjk on gij , usually denoted with the symbol ◦, to indicate function
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composition, is indicated with a simple product, i.e. gik = gjkgij , being by

definition: gik � {RjkRij , RjkTij + Tjk}. The same notation is used for the
action of the transformation gjk ∈ SE (3) on a vector Pj ∈ R

3, which is indicated

as Pk = gjkPj , that is: Pk � RjkPj + Tjk.

2 Hand Kinematic Model

Long fingers are considered as kinematic chains composed of 3 links with 4 De-
grees of Freedom (DoFs): 2 DoFs for the MetaCarpo-Phalangeal (MCP) joint and
1 DoF each for the Proximal Inter-Phalangeal (PIP) and Distal Inter-Phalangeal
(DIP) joints respectively. It has been assumed a coupling between PIP and DIP
joints (θDIP = 2

3θPIP ) [13]. The thumb is modeled as proposed in [14] with
5 DOFs. The fingers are considered as 5 kinematic chains having the origin in
common (i.e. the wrist). Fig. 1 shows the joint reference frames (left) and the
Denavit-Hartenberg parameters for the index finger and for the thumb (right).
The remaining long-fingers (middle, ring and little) are assumed kinematically
equivalent to the index.

Joint # ai αi di θi

1 0 −90o 0 θMCP2
abd

2 Lindex
P 0o 0 θMCP2

flex

3 Lindex
M 0o 0 θPIP2

4 Lindex
D 0 0 θDIP2

Joint # ai αi di θi

1 0 −90o 0 θTM
abd

2 Lthumb
P 90o 0 θTM

flex

3 0 −90o 0 θMCP1
abd

4 Lthumb
M 0o 0 θMCP1

flex

5 Lthumb
D 0o 0 θIP

Fig. 1. (left) Protocol used for marker positioning and joint reference frames in the
hand starting position. The system reference frame, positioned (in red) on the hand
wrist, has the X-axis along the line connecting the marker WRIST with the marker
MCP3, the Z-axis perpendicular to the palm plane and the Y -axis defined with the
right hand rule. (right) DH parameters of the index finger (top) and of the thumb
(bottom).

The wrist is modeled as a system with 6 DoFs, consisting of 3 components of
translation and 3 angles of rotation (Adduction/Abduction, Flexion/Extension,
Pronation/Supination). It is easy to show that these angles correspond to the Eu-
ler angles in configuration ZY X . Finally, the palm is assumed to be composed
of rigid segments linked to the wrist and its anatomy is assumed known. For the
purposes of this work, the arm is supposed not to change its orientation during
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motion, thus it can be assumed that changes in hand orientation are due to actu-
ation of the wrist joints only. The DH parameters are evaluated in such a way as to
obtain a generic algorithm valid for different hand sizes. Therefore, the algorithm
envisages an initial calibration phase, where marker centers are detected manu-
ally in the first image acquired by the camera and the link lengths are measured,
by means of the depth information provided by the vision system. It is assumed
that the camera focal axis is perpendicular to the plane where the hand lies.

3 Hand Pose Estimation

3.1 Detection and Tracking

In order to estimate the hand pose, 21 markers, made of blue paper, are placed
on the subject hand, as shown in Fig. 1 and a fast detector based on color his-
togram and a connected component labeling algorithm has been implemented.
The Asus Xtion Prolive motion sensing device working at 30fps and consisting
of an InfraRed (IR) laser emitter, an IR camera for measuring depth informa-
tion and a RGB camera, with a resolution of 640 × 480, has been used. The
same marker detection algorithm has already been adopted by the authors in a
previous work, hence a more detailed explanation can be found in [15]. In the
same work, the authors claimed that using simple detection algorithms like the
one used may render the task of associating visual measurements to physical
markers or deciding whether a given measurement is an outlier or a valid marker
projection difficult. For this reason, since a model of the hand is available, the
marker tracking problem has been reformulated into a stochastic optimization
problem. This renders the proposed algorithm robust with respect to outliers
and markers entering and exiting from the field of view.

3.2 Filtering Motion and Pose

The pose parameters – position, T (t) and orientation, R (t) – of the wrist with
respect to its initial pose (corresponding to the first image), together with the
kinematics of the 17 finger joints can be modeled according to the following
discrete-time kinematic model:⎧⎪⎪⎨⎪⎪⎩

T (t+ 1) = T (t) + v (t) dt
v (t+ 1) = v (t) + ηv (t) dt
R (t+ 1) = R (t) e(Ω(t)dt)

θi (t+ 1) = θi (t) + ηθi (t) dt, i = 1, . . . , 17

(1)

where Ω (t) = ηω (t)∧, being ∧ the skew-symmetric operator, ηv (t), ηω (t) and
ηθi (t) are zero-mean white noises with constant variance, modeling the hand
motions as random walks, and dt is the base sample time, chosen coincident
with the sampling rate of the camera. The rotation matrix R (t) is parametrized
via Euler angles and encodes the current value of wrist joint angles. The output
model is represented by the projection of the visible markers on the image space

yi (t) = π (gw0cg (t)Tmiw (Θ)) + νi (t) , i ∈ V (t) ⊆ {1, 2, ..., 21} (2)
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where π () : R3 → RP2 denotes the projective operator, according to the pinhole
model, g (t) = {R (t) , T (t)} ∈ SE (3) and Tmiw (Θ) is the 3D position of the i-th
marker with respect to the wrist reference frame. This position is a function of the
hand kinematic parametersΘ, i.e. the joint angles θi and the DH parameters, and
can be obtained via direct kinematic. The group transformation gw0c ∈ SE (3)
is the pose (translation and rotation) between the camera frame and the frame
W0 corresponding to the wrist initial pose, which is assumed known, and νi (t)
is a zero-mean white noise with variance Ri, assumed constant among features.
A possible algorithm for the iterative estimation of the relative transformation
gw0c can be found in [16]. The set V (t) denotes the group of visible markers at
the current time (omitting the clutters). It incorporates the time index since the
markers may move out of the field of view or be occluded.

According to the kinematic model (1) and the output model (2) a nonlin-
ear estimation scheme has been designed. The aim of the filter is to estimate
the state x (t) of the system, consisting of: i) the motion variables, T (t) , v (t)
and the Euler angles parametrization of the rotation matrix R (t), and ii) the
joint angles θi (t) of the fingers. In this paper, given the non linearity of the
model with respect to the state and the orientation noise terms, the Augmented
Unscented Kalman Filter algorithm presented in [17] has been used. The pe-
culiarity of the adopted estimation scheme, compared with the classical UKF
approach [18], is the possibility to easily deal with non-affine noise terms in the
state/measurement model. For the remaining part, the technique is a classical
UKF as in [18].

3.3 Robust Tracking and Estimation

The challenge in the proposed approach is twofold: above all, using simple de-
tection algorithms like the one described in Sect. 3.1 may render the task of
associating a-priori a projection to a physical marker difficult; moreover, the al-
gorithm is desired to be robust with respect to the presence of outliers, occlusions
and markers entering and exiting from the field of view.

In [15], the tracking problem has been solved by using Sequential Monte Carlo
methods, via adaptation of existing techniques in the framework of multiple tar-
get tracking. In that case, the model of the hand has not been available and
the markers have been assumed to be independent targets moving on the image
plane. On the contrary, the present work takes advantage of the knowledge of the
hand model, which allows to constrain the motion of the markers onto the im-
age plane. Thus, the tracking problem is formulated as a stochastic optimization
problem embedded into the pose estimation algorithm. The general approach
has been presented in [16]. For this aim, the outputs given by the blob detection
algorithm, for the image at the time t, are considered a random sequence of Mt

measurements yt = {y1 (t) , y2 (t) , ..., yMt (t)} of blob candidates. In general, the
condition Mt �= 21 holds, which means that the sequence yt does contain pro-
jections of visible markers and clutters. The association between measurements
and markers/clutters is considered unknown. It is assumed that the sequence
yt is conditionally independent from every other sequence in the past and that
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the association of each yi (t) ∈ yt is conditionally independent from the past
history of associations. The filtering problem is thus solved by using a prob-
abilistic technique. To this end, consider a latent variable ai (t), modeling the
measurement-to-marker association:

ai (t) =

{
0, if yi (t) is a clutter
j, if yi (t) is the projection of marker j

(3)

Introducing the latent variable is the same as considering the non linear model
(2), in compact form y (t) = h (x (t)), as a conditional measurement model over
the variable ai (t). In fact, it is possible to condition the output function over a
certain value of the latent variable: i.e. yi (t) = h

(
x (t)

∣∣ai (t) = j �= 0
)
, with the

meaning of selecting the rows corresponding to the projection of the marker j
from the function h (x (t)). If ai (t) = 0, the output model reduces to yi = νo,
νo ∼ N (ν̄o, Σo). It is desired to find the most probable value of the variable ai (t),
∀i = 1, . . . ,Mt, that is for every measurement collected at the current time step.
The association problem can be recast as maximizing the belief that the current
measurement yi (t) ∈ yt is either the projection of a visible marker or a clutter.
Formalizing, the aim is to find the maximum of the posterior distribution:

p
(
ai (t)

∣∣yi (t) ,y0:t−1

) ∝ p
(
yi (t)

∣∣ai (t) ,y0:t−1

)
p (ai (t)) (4)

given the current measurement yi (t) and the whole history of the measurements
up to the previous step. The previous equation has been obtained via applica-
tion of Bayes’ rule. The prior p (ai (t)) is determined by the a priori knowledge
of clutter and marker association event probabilities [15,16], while the density
p
(
yi
∣∣ai,y0:t−1

)
is the likelihood that the current measurement is associated to

a given marker or to a clutter. This distribution can be obtained via marginal-
ization of a proper joint density:

p
(
yi
∣∣ai,y0:t−1

)
=

∫
p
(
yi
∣∣x, ai,yt−1

)
p
(
x
∣∣ai,yt−1

)
dx (5)

=

∫
p
(
yi
∣∣x, ai,yt−1

)
p
(
x
∣∣yt−1

)
dx (6)

where the last equality is obvious since the prediction of the motion parameters
of the wrist does not depend on the value of the association for the current
measurements set. Fixing a certain guess for the association, ai (t) = j, j �= 0,
the density p

(
yi
∣∣ai,y0:t−1

)
is the Kalman Filter likelihood of the measurement

yi (t), given the prediction of the marker j, i.e. given the conditioning of the mea-
surement model over that value of the latent variable. Thus, given the predicted
state-related Sigma-Points [17], Xx

n,t/t−1, n = 1, . . . , L, computed by employing
the nonlinear state model, their transformation through the conditioned mea-
surement function can be obtained, as in the classical UKF:

Yj
n,t/t−1 = h

(
Xx

n,t/t−1

∣∣ai = j
)

(7)

The superscript j on the transformed Sigma-Points of the output, indicates
that Y j

n,t/t−1 refers to the predicted projection of the marker j, for which the
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association is being tested. The mean and covariance of the measurement vector
are calculated as:

ŷ−
j =

L∑
n=0

W n
mYj

n,t/t−1 (8)

P−
yy,j =

L∑
n=0

W n
c

(
Yj

n,t/t−1 − ŷ−
j

)(
Yj

n,t/t−1 − ŷ−
j

)T

+Ri (9)

where Wn
c and Wn

m are the weights associated to the Sigma-Points [17], ŷ−j is

the predicted projection of the marker j and P−
yy,j its covariance, while Ri is the

covariance matrix of the measurements, assumed known. Thus, the probability
of the association ai = j (eq. (6)) can be computed as:

p
(
ai = j

∣∣yi,y0:t−1

) ∝ N (yi − ŷ−j , P
−
yy,j

)
p (ai = j) (10)

being N () the multivariate normal distribution of proper mean value and co-
variance. It is worth to mention that, when testing the association to a clutter,
ai = 0, Equation (10) is written as p

(
ai = 0

∣∣yi,y0:t−1

) ∝ (1/RES) p (ai = 0),
where RES is the image resolution, meaning that a clutter can happen every-
where in the image. The set of possible associations is discrete, thus the (discrete)
value of the association posterior distribution can be computed by inspecting all
the possible values of the associations [16]. Selecting the maximum probability
among the ones in equation (10) gives the most probable value of the variable
ai (t), corresponding to the measurement yi (t). The association problem is solved
by repeating the above procedure for all the measurements in the set yt. De-
generate cases, like multiple associations of different measurements to the same
marker and so on, have been considered also, in this work, which solution is
detailed in [16]. After the association problem is solved, the correction step can
take place, employing the visible markers and the associated image projections,
as in the classical UKF.

4 Experimental Validation of Hand Pose Estimation
Algorithm

Monitoring human hand joint motion during a rehabilitation session allows ex-
tracting quantitative indicators about patient performance. In particular, mea-
sure of ROM, A/A and F/E angles of the fingers, wrist orientation and velocity,
finger trajectories provide an indication of the ability of a person to perform a
movement [19] [20]. The proposed algorithm has been experimentally tested for
tracking the whole hand and extracting the above mentioned kinematic param-
eters during F/E and A/A movements of the fingers and of the wrist and during
reach and grasp action. These are standard movements used for understanding
the behaviour of each hand joint during a common rehabilitation session. The
paper wants to provide a proof-of-concept of the pose estimation approach for
evaluating those parameters; hence, the study is still preliminary and is based on
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Fig. 2. Pose estimation result (top-right) corresponding to the grasping action of the
observed hand (top-left). Position and velocity over time of the wrist during the reach-
ing and grasping phases (bottom). Note that the detector failed with the markers on
the thumb due to partial occlusion and shadows, however the pose estimation is still
coherent.

the experimental tests on one subject. The participant (a healthy woman of 34
years old) was seated in front of a table with the right hand placed on it. In the
starting configuration of the hand, the four fingers are fully extended, the thumb
is adducted and the wrist is in a neutral position. The subject was asked to per-
form reach and grasp actions and finger movements for evaluating joint RoMs
paying special attention not to rotate the arm. Fig. 2 shows the final instant
of the grasping experiment and the related pose estimation of the hand. More-
over, the acquired data have also been used for analyzing the wrist behaviour
in the reaching phase. In particular, Fig. 2, bottom, shows the wrist trajectory
and velocity during the reach and grasp action. Fig. 3 shows finger A/A angles
and wrist joint angles behaviour. The plotted results are reasonable, in fact it is
possible to note that the measured A/A RoMs respect the values of published
data on human beings [21]. The previously listed indicators are also extracted
but are not reported for the sake of brevity. In conclusion, the approach could be
easily used for patient performance evaluation during a rehabilitation session.
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Fig. 3. Fingers A/A motion and wrist angle components during the range of motion
experiment

5 Conclusion

In this paper, a novel and low-cost method for hand pose estimation has been
proposed. The hand tracking problem has been formulated as a non-linear es-
timation problem solved by using UKF and considering the interdependence of
the markers by introducing the hand kinematic model. Information about the
joint orientation, position, trajectory and velocity have been extracted in order
to demonstrate that the proposed pose estimation algorithm can be adopted for
finding kinematics parameters about the whole hand. The approach can have
useful applications in rehabilitation providing quantitative information about
the performed task, such as the measurement of joint motion. Further improve-
ments will be devoted to verify the accuracy of the approach by means of a
comparison with a ground truth obtained with an optoelectronic system and to
test the approach on real patients.

Acknowledgements. This work was supported in part by the National
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Abstract. This paper presents the integration of human-machine in-
teraction technologies within a virtual reality environment to allow for
real-time manipulation of 3D objects using different gestures. We demon-
strate our approach by developing a fully operational, natural user inter-
face (NUI) system, which provides a front-end framework for back-end
applications that use more traditional forms of input, such as wear cable
sensors attached to the users. The implementation is a user-friendly sys-
tem that has immense potential in a number of fields, especially in the
medical sciences where it would be possible to increase the productivity
of surgeons by providing them with easy access to relevant MRI scans.

Keywords: Growing Neural Gas, 3D Sensors, Natural User Interfaces,
Volume Visualisation.

1 Introduction

Volume visualization is an important form of scientific visualisation, allowing
investigation of, for example, medical scanned data such as CT and MRI data,
seismic survey data, and computational fluid dynamic (CFD) data [3,10]. To
better understand volumetric datasets, people use computer hardware and soft-
ware to manipulate the data and generate 2D projections for viewing. Much
research on volume visualisation has been focused on volume rendering (how
to render larger sets of data faster with a higher level of realism) or transfer
function generation (how to highlight the regions of interest). To help improve
the efficiency and efficacy of volume visualisation, one can integrate virtual real-
ity environments (VEs) and human computer interaction (HCI) technologies in
volume visualisation applications. However, these volume visualisation systems
require accurate tracking of posture and movement which is provided by wear
cable sensors attached to the users. Over the last decades there has been an

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 11–19, 2013.
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increasing interest in using neural networks and computer vision techniques to
allow users to directly explore and manipulate objects in a more natural and intu-
itive environment without the use of electromagnetic tracking systems. With the
recent rise of motion sensing cameras, most notably Microsofts Kinect, gesture
recognition has added an extra dimension to human-machine interaction [9].

This paper presents a virtual reality visualisation system (VirtVis) that has
been designed and developed to use various virtual tools that allow users to di-
rectly explore and manipulate the volume data in 3D space. Many innovations
have been integrated into this system, including an optimisation of the hand
using the GNG network, an intuitive HCI paradigm tailored for volume visuali-
sation in VEs, and geometric tools that can assist users to fully reveal the internal
structure of volumetric datasets. Usability experiments have demonstrated that
volume visualisation tasks can be performed significant better in virtual reality
viewing conditions, and that using these geometric tools can significantly im-
prove the efficiency and efficacy of the volume visualisation process. The HCI
interaction used in VirtVis is based on natural and intuitive hand gestures. To
manipulate a virtual object, the user physically reaches to grasp and move it as
though it was real.

The remainder of the paper is organised as follows. Section 2 gives a theo-
retical background over sensor-free systems and our choice of selection. Section
3 discusses the implementation of the proposed system, before we conclude in
Section 4.

2 Sensor-Free Systems

Human gestures form an integral part in our verbal and non-verbal communi-
cation. We use them to reinforce meaning not always conveyed through speech,
to describe the shape of objects, to play games, to communicate in noisy en-
vironments, and to convey meaning to elderly people and people with special
needs. We can use gestures as expressive body motions or to translate non-verbal
languages that consist of a set of well defined gestures and hand postures with
complete lexical and grammatical specifications as in the case of sign languages.

Hand gestures, which are effectively a 2D projection of a 3D object, can
become very complex for any recognition system. Systems that follow a model-
based method [1,13], require an accurate 3D model that captures efficiently the
hand’s high Degrees of Freedom (DOF) articulation and elasticity. The main
drawback of this method is that it requires massive calculations which makes it
unrealistic for real-time implementation. Since this method is too complicated
to implement, the most widespread alternative is the feature-based method [7]
where features such as the geometric properties of the hand can be analysed
using either Neural Networks (NN) [14,16] or stochastic models such as Hidden
Markov Models (HMMs) [4,15].

We decided to use the former for the representation of human gestures since
our model should perform at high computational efficiency making it ideal for
real time environments, have low quantisation error, and allow for efficient trans-
formation of the objects. More specifically, we have used the GNG model since
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is superior in terms of computational efficiency, is robust against noise, and can
handle complex distributions [2,12,13]. As for a sensor-free hardware platform
which will allow the user to move freely and naturally in any environment we
decided to use Microsoft Kinect since it combines an RGB camera, infrared
depth sensor and multiarray microphone with a proprietary layer of software
that allows human body and voice recognition.

2.1 Growing Neural Gas (GNG)

GNG [6] is an unsupervised incremental self-organising network independent of
the topology of the input distribution or space. It uses a growth mechanism
inherited from the Growth Cell Structure [5] together with the Competitive
Hebbian Learning (CHL) rule [8] to construct a network of the input date set.
In some cases the probability distribution of the input data set is discrete and
is given by the characteristic function ξw : Rq → {0, 1} with ξw defined by

ξw =

{
1 if ξ ∈ W
0 if ξ ∈ W c (1)

In the network ξw represents the random input signal generated from the set
W ⊆ R

q and W c is the complement of W ∈ R
q. The growing process starts

with two nodes, and new nodes are incrementally inserted until a predefined
conditioned is satisfied, such as the maximum number of nodes or available
time. During the learning process local error measures are gathered to determine
where to insert new nodes. New nodes are inserted near the node with the
highest accumulated error and new connections between the winner node and
its topological neighbours are created.

The GNG algorithm consists of the following:

– A set A of cluster centres known as nodes. Each node c ∈ N has its as-
sociated reference vector {xc}Nc=1 ∈ R

q. The reference vectors indicate the
nodes’ position or receptive field centre in the input distribution. The nodes
move towards the input distribution by adapting their position to the input’s
geometry using a winner take all mapping.

– Local accumulated error measurements and insertion of nodes. Each node
c ∈ N with its associated reference vector {xc}Nc=1 ∈ R

q has an error variable
Exc which is updated at every iteration according to:

ΔExν = ‖ξw − xν‖2 (2)

The local accumulated error is a statistical measure and is used for the
insertion and the distribution of new nodes. Nodes with larger errors will
cover greater area of the input probability distribution, since their distance
from the generated signal is updated by the squared distance. Knowing where
the error is large, if the number of the associated reference vectors belonging
to the input space is an integer multiple of a parameter λ, a new node xr is
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inserted halfway between the node with the largest local accumulated error
xq and its neighbour xf .

xr =
xq + xf

2
(3)

All connections are updated and local errors are decreased by:

ΔExq = −αExq (4)

ΔExf
= −αExf

(5)

A global decrease according to:

ΔExc = −βExc (6)

is performed to all local errors by a constant β. This is important since
new errors will gain greater influence in the network resulting in a better
representation of the topology.

– A set C of edges (connections) between pair of nodes. These connections
are not weighted and its purpose is to define the topological structure. The
edges are determined using the competitive hebbian learning method. The
updating rule of the algorithm is expressed as:

Δxν = εx(ξw − xν) (7)

Δxc = εn(ξw − xc), ∀c ∈ N (8)

where εx and εn represent the constant learning rates for the winner node xν

and its topological neighbours xc. An edge aging scheme is used to remove
connections that are invalid due to the activation of the node during the
adaptation process.

2.2 3D Hand Representation with GNG

Figure 1 shows the ability of GNG to preserve the input data topology. Identify-
ing the points of the input data that belong to the objects allows the network to
adapt its structure to this input subspace, obtaining an induced Delaunay tri-
angulation of the object. GNG has been adapted using the Point Cloud Library
(PCL)1 for the 3D surface representation. The main difference with the origi-
nal GNG algorithm is the omission of insertion/deletion actions after the first
frame. Since no neurons are added the system keeps the correspondence during
the whole sequence, solving intrinsically the problem of correspondence. This
adaptive method is also able to face real-time constraints, because the number λ
of times that the internal loop is performed can be chosen according to the time
available between two successive frames that depend on the acquisition rate.
The mean time to obtain a GNG on a frame is about 10ms., using the adaptive
method. Thus, GNG provides a reduction of the input data, while preserving its
structure.
1 The Point Cloud Library (or PCL) is a large scale, open project [11] for 2D/3D
image and point cloud processing.
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Fig. 1. 3D Hand representation with GNG

2.3 Microsoft Kinect

The Microsoft Kinect, is an accessory for Microsofts popular Xbox 360 gaming
console that removes or reduces the need for a controller by enabling motion
tracking in the Xbox 360, and allowing users to use their hands and bodies to
play games that can receive this information. All the experimental phase is based
on the use of real-world sequences obtained by the Kinect sensor. Such sensors
belong to the so-called RGB-D cameras since they provide RGB format images
with depth information per pixel. Specifically, Microsoft’s Kinect sensor is able
to get screenshots of 640x480 pixels and its corresponding depth information,
based on an infrared projector combined with a CMOS sensor with a resolu-
tion of 320x240 pixels, and can reach rates of up to 30 frames per second. A
first processing of sensor data enables obtaining the component in the z axis of
coordinates of the points in the three dimensional space.

For the segmentation of the hands from the background, a hybrid technique
based on depth information and skin colour has been used. A modification of
the Point Cloud Library (PCL) for the 3D surface representation of the objects
was used to support the 3D mesh reconstruction of the points based on the
GNG algorithm discussed in Section 2. In the past, point clouds have mainly
been created using 3D scanners. However, with the advent of technology such
as Kinect it is now possible to acquire a point cloud for an object by using the
depth sensor functionality. The construction of the VirtVis system is given in
Figure 2. The main functionalities of the system as can be seen in the flowchart
(User Modifies Object) are a menu system displayed on the screen, where the
user can select an option by putting their hand mark over the option and holding
for a few seconds (e.g. reset, change object, fly-through), and three indicators
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that show to the user where their hands and head are in relation to the virtual
environment (Track User). This provides constant feedback to the user about
the positioning of their hands.

Fig. 2. Flowchart of the whole system



3D Natural User Interfaces with Kinect 17

3 Experiments

Several experiments have been performed for the validation of our system. To
carry out all the experiments we used the Kinect SDK which provides a Run-
time class in C# that, once initialised, acts as an interface between the Kinect
and our system. The Runtime is initialised with the first active Kinect system
that the program finds, and is initialised with a number of Runtime options
that allow skeletal tracking, video display, and multi-player interfaces. Skeleton
Tracking is done via the Kinect Skeleton Engine, which provides, through the
SkeletonFrameReady event, positions for up to two skeletons, and various joints
on this skeleton. These joints positions are given according to the Kinects field of
view, and are converted from our system to screen sized dimensions to accurately
represent control of objects on screen.

The depth frame is constantly displayed in the top left hand corner of the
screen to provide a reference to the user of what the Kinect is picking up so they
can better position themselves for a good user interaction experience. Figure 3
shows the VirtVis main window. The system is based around the users head
position, represented as an area that begins at 20% of the distance from the
Kinect to the user, and ends at 80% of the distance. If one or both of the users
hands are in this box, they are defined as active, and will do different things based
on which hands are active. For example, when both hands are active, the user
has activated the objects scaling functionality. Object scaling is calculated by
taking the vector distance between the left and right hands, as well as the vector
distance between the left and right shoulders. Shoulder joints are calculated to
make the scaling functionality more intuitive by ensuring that if the hands are
inside the shoulders, the object is smaller and when outside the object is bigger.

A modified version of PCL is used to save a reconstructed surface representa-
tion of the hand performing a gesture. Once the user has been tracked a timer
is started. The user is notified that they have three seconds to get their right
hand into position for the point cloud to be taken. After these three seconds the

Fig. 3. An example of a cube object being transformed using different gestures. Two
levels of fly-through functionality have been implemented similar to what is used in
the volume visualisation systems.
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functionality within PCL takes the point cloud of the right hand and reconstructs
the surface using the GNG algorithm discussed in section 2.

Usability testing has been conducted with the User Acceptance Testing (UAT).
UAT is common in agile methodology where tests are written as short one-stop
requirements where testers are asked to indicate whether a requirement was met,
partially met, or not met at all. Figure 4 shows the results of the user experience
testing. There was found to be some ambivalence amongst users about whether

Fig. 4. User Acceptance Testing results

the reset requirement was met. Using the UAT scoring matrix, the requirement
has been assigned a test score of 80%. Two out of five testers indicated that this
functionality was partially met; indicating to the interviewer that they felt the
reset functionality should reset the entire window as opposed to just the object.
However, this is not necessary as the main environment is the controllable object
and a window reset can be done by restarting the application.

4 Conclusions and Future Work

In this paper we have presented an architecture to represent gestures based on
neural networks and 3D sensors. The system operates a fully functional nat-
ural user interface (NUI) with 3D reconstruction of hands, an intuitive HCI
paradigm, and tools for fly-through interactivity as is used in volume visualisa-
tion applications. As for future work, we will improve the system performance
at all stages to achieve a natural interface that allows us to interact with any
object manipulation system.
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Abstract. In this paper,we present a visual support system the visu-
ally impaired. Our detection algorithm is based on the well known His-
tograms of Oriented Gradients (HOG) method, due to its high detection
rate and versatility[5]. However, the accuracy of object recognition rate
is reduced because of high false detection rate. In order to solve that,
multiple parts model and triple phase detection have been implemented.
These additional filtering stages were conducted by separate action on
different area of the sample, considering deformations and translations.
We demonstrated that this approach has raised the accuracy and speed of
calculation. Through an evaluation experiment based on a large dataset,
we found that false detection has been improved by 18.9% in respect to
standard HOG detectors. Experimental tests have also shown the system
ability to estimate the distance of the pedestrian by the use of a simple
perspective model. The system has been tested on several photographic
datasets and have shown excellent performances also in ambiguous cases.

Keywords: Pedestrian detection, HOG methods, distance evaluation,
single-camera, Adaboost.

1 Introduction

In this study, we present steps toward the realization of an automatic pedestrian
detection system for the visually impaired. Today, the visually impaired has
many obstacles to walk outside and despite the advancement of technology in
many fields, we often see blind people accompanied by friends or by a dog.
Widespread devices to help these persons are not common yet. However, we
think that audio support devices that are based on a GPS route navigation
systems[8] are promising and may be successful. And they also present dangers
because of possible collision by other pedestrian.

Many of the pedestrian detecting systems typically apply standard computer vi-
sion techniques[11], such as background subtraction or backgroundmodelling[10].
Since the camera is given to the visually impaired, the images are shot directly from
the user viewpoint. As an alternative for background subtraction, it is possible to
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use the approach of detecting multiple and deformable parts. This approach will
be used in this study and its results shown. We will demonstrate that it is possible
to reduce the effect of a variable and dynamic background and obtain high quality
detection and robust results.

Our system consists of an algorithm that acts in two phases: pedestrian de-
tection and estimation of distance. In the detection phase, it scans the image for
the pedestrian shape standing in front of the camera. We improved a standard
HOG method introducing a multiple part model to it.

1.1 Comparison of HOG, SIFT and PCA-SIFT

We realized that HOG method is more suitable than other methods because of
its geometrical and optical transfer invariance, and because it shows low com-
putational complexity and high velocity [9].

Table 1. A rough comparison between HOG, SIFT and PCA-SIFT methods for
pedestrian recognition

Speed Scale Rotation

HOG best best common
SIFT common good good

PCA-SIFT good common best

2 System Model

This section describes the pedestrian detection system and the distance estima-
tion process.

2.1 Histograms of Oriented Gradients

The underlying building blocks of our method are the Histograms of Oriented
Gradients (HOG)[4]. HOG representation captures the gradient structure that is
characteristic of the human shape. A magnitude m and orientation θ of gradients
at each pixel are given by the equation:

m(x, y) =
√
fx(x, y)2 + fy(x, y)2 (1)

θ(x, y) = tan−1 fx(x, y)

fy(x, y)
(2)

where fx(x, y) = L(x + 1, y)− L(x − 1, y) , fy(x, y) = L(x, y + 1)− L(x, y − 1)
and L(x, y) is proportional to the brightness of a pixel. θ is discretized into
one of nine orientation bins. Each pixel is assigned the orientation of its gra-
dient, with a strength that depends on m. The image is divided into n ∗ n
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Fig. 1. An example of the HOG process. The HOG analysis acts on cells that contain
the images edges of the image captured by the camera. The edges are evaluated for
orientation θ and an orientation magnitude m value is calculated for each cell and
normalized . The magnitudes m are normalized by blocks (see text for details). These
normalized magnitudes are stored as an one-dimensional histogram and represent the
main feature of the image that will be compared with a database of positive or negative
samples for the human recognition process.

not overlapping pixel regions that are called cells and each group of cells is
integrated into a block. The blocks can overlap with each other. These gra-
dient features are represented as one-dimensional histogram, as shown in
Figure 1.

2.2 Multiple Parts Model

The pedestrian have diverse postures (e.g. looking down, checking the phone).
From the point of view of the camera held by the subject, the relative changes
in the parts (e.g. head, arm) position are especially important. So our system
is required to deal with various poses without making mistakes. One of the
methods to detect diverse human poses, consists of divide the target object
into several parts [6] and consider the whole as the composition of them. Thus
our method treats the person model as a cluster consisting of three parts, that
define the complete body, the head and the legs, see Figure. 2. The model of
the pedestrian is composed by a base filter and two secondary models (P1,P2).
The base filter F0 covers the entire human and defines the rough pedestrian
location. The secondary models represent the head and feet parts. In general
each secondary model is given by the relation:

Pi = (Fi, vi, si)
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Fig. 2. A sketch representing how the multiple part analysis is done. We apply the
HOG algorithm firstly on the whole screen and by the use of a mean-shift clustering
procedure the position of the person body is located. To realize a more robust analysis
we apply the HOG algorithm again twice in order to locate the head and the feet
parts of the image. This further analysis is made using the three different sizes si as
mentioned in the text to reduce error.

Here i is the part number, Fi is the part filter for the specific ith element, vi
is a two dimensional vector locating the center of a box enclosing the part and
finally si gives the size of the box. There are three sizes for each box to reduce
error.

We have considered that using higher resolution is essential to reduce false
detections. Therefore each part filter fi has a higher HOG resolution than its
base. The position of each filter can move at each scene, remaining confined
within its base filter range. The filter can act externally to the base filter provided
it is overlapping with it at least 50% of its area. In this way the variability is
enough to recognize the region of the body in diverse position without incurring
in errors.

2.3 Classifier Construction

To optimize performances we used a cascade AdaBoost classifier[13,14] trained
by the main HOG features[12]. When the processing is complete, the final clas-
sifier H(x) is a linear combination of several weak classifiers ht(x). The number
of weak classifiers is T and it is equal in number as the learning samples.

H(x) =
T∑

t=1

αtht(x)

where x is the input feature data, t is number of learning round. αt is the
weight of the tth learning data, this it is given by the equation:
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Fig. 3. An example of the likelihood distribution of a image. For each image frame
captured by the camera, a likelihood map is generated in real time. This map is obtained
from output values of the classifiers that scans the image in an iterative process. When
a region of the image is found to have similar features to the human profile accordingly
to a database of learning data, that area is assigned a higher likelihood.

αt =
1

2
ln

1− et
et

where et is the weight summation of each learning sample at tth learning
round.

In other words, the output value of the final classifier represents the level
of resemblance to human profile of a particular area on the image. When the
classifier is applied to the image area where a human is present, it outputs a high
value. By iteration of raster scans, a map that associates the human likelihood to
the image is generated. As shown in Figure 3, our classifier likelihood is mainly
distributed over the human profile in the example.

The features of HOG are compared with positive samples (human images)
and negative ones (background object and other non-human images). The fea-
tures that exhibit greater differences between positive and negative samples are
considered for an efficient classifier, about 200 classifiers were selected in this
study.

We also compared the AdaBoost classifier algorithm with the SVM classifier
and we realized that a weak classifier AdaBoost with high-speed detection is
more suitable for pedestrian recognition[7].

2.4 Distance Range Estimation

To notify the user of collision risks, our system estimate the distance to pedes-
trian that are located ahead the camera[3]. As the image is shot from a single
camera the distance should be estimated by perspective projection. There are
two clues to estimate distance by perspective: the size of pedestrian in the image
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and its position. Since the size of pedestrian depends on the person body height,
our system derives the approximate range using the position of the pedestrian.
We assume a planar road surface and that a camera optical axis is parallel to
the road surface, even though the system is robust enough to accept small per-
turbations around these conditions ( see Figure.4 with a diagram of the imaging
geometry).

Fig. 4. Ideal image geometry in the perspective model for distance estimation. See text
for details.

The camera is held by the user at height h. The distance to the pedestrian
from the camera is d. The point on the road at the distance d is projected onto
the image plane at the position y. This is the image coordinates given by the
equation:

y =
fh

d
+

H

2

where f is the camera focal length expressed in pixel and H is the full screen
size.

When a first pedestrian is at a distance d1 and a distant pedestrian is at d2,
the points of contact are projected onto the image at y1 and y2. As shown in the
example of Figure. 4, y1 results to be smaller than y2. To calculate the distance
to a pedestrian the system detects the person foot and its range is estimated
from the following formula:

d =
1

fh
(y − H

2
)

In the current algorithm the camera is set at h = 1.4m and as an indication
to notify of the collision risk, pedestrian are grouped by their distance into three
range levels: near-range (4m or less), medium-range (between 4m and 8m), and
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Fig. 5. The relation with distance shown on the camera image

far-range (8m or more). Figure.5 shows this distant relationship superimposed
to the camera image.

3 Experiment and Results

3.1 Experiment

To evaluate detection accuracy, we prepared a dataset.Using this dataset we com-
pare two methods of detection, conventional HOG and our multi parts detector.
Table 2 shows the accuracy result.

Even if the conventional HOG detector has a better detection rate than our
method, the difference in accuracy is just 3.2%. On the contrary, compared to
the conventional HOG method, our method have a 18.92% better false detec-
tion performance. Since our method have a flexible positioning of each part the
decrease in detection rate is low. Instead the false detection result, the con-
ventional HOG method is more likely to falsely detect objects with a complex
texture. Overall, our method makes a slight sacrifice in detection rate, to obtain
an improved lower false detection rate.

3.2 Pedestrian Detection

The process of detecting the pedestrian from an image consists of a detection
window that scans the image over and over. The scale and position of this window
are changed in scale and position in an optimized way. In this way it is possible to
detect humans whose size is diverse. These images are taken in multiple locations,
with a resolution of 640*480 pixels.
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Table 2. Accuracy rate for HOG and our multiple model method. The ”miss” param-
eter shows the percentage of missed target, while ”false” include the missed targets
and the detection of false targets.

precision miss false

HOG 91.90 9.10 25.21
Multiple Model 88.70 11.30 6.29

Fig. 6. Examples of detection images over complex and moving backgrounds. On the
left are shown the results with a conventional HOG approach: moving car and other
objects are falsely detected. On the right our multiple part HOG approach solves this
problem when tested on the same video frames.

In Figure.6 we show a comparative result of pedestrian detection examples.
The conventional method shows false detections due to complex background.
Because our method operates with three phase detection, it works better and
is more robust than the conventional HOG method. Our method is able to
detect pedestrian accurately in these non-ideal environments. Figure. 7 shows
the result of estimating the distance of each person. We see that the position of
each pedestrian can be estimated with good approximation. Based on this result,
our system can compute the collision risk and notify the user of approaching
pedestrian.

4 Conclusions and Perspective

In this study, we proposed a pedestrian detection system which can estimate
the distance to targets with a single camera by the use of a multiple-parts HOG



28 K. Takahisa, Z. Sun, and R. Micheletto

Fig. 7. Examples of detection images and the corresponding distance estimation range

model. The result of test experiments shows that our detection method has
a 18.92% improvement in false detection rate against the conventional HOG
method. The system was also able to detect pedestrian in complicated back-
grounds moving environments. The system was able to estimate the distance of
pedestrian using the single camera. It is possible to derive collision risk from
the estimated distance. Our system can be implemented on simple and con-
venient devices (e.g., smartphones and tablet computers). We are planning to
improve the system developed up to now to work as a support application in
real environments. Especially there we want to focus on two parameters, real
time processing and pedestrian tracking. Our system takes more CPU time than
the simple HOG method. We have to optimize processing time and simultane-
ously realize the tracking of the pedestrian to support the user to decide the
direction of avoidance. We plan to use time-series filtering, Kalman filter [2] or
Particle filter [1]. By applying a time-series filter algorithm, faster process time
is expected because of the determinate scan area. The new filtering will also
enable to improve the accuracy because of the tracking information relative to
the target person.
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Abstract. Although the use of computer vision to analyse images from
smartphones is in its infancy, the opportunity to exploit these devices
for various assistive applications is beginning to emerge. In this paper,
we consider two potential applications of computer vision in the assistive
context for blind and partially sighted users. These two applications are
intended to help provide answers to the questions of “Where am I?” and
“What am I holding?”.
First, we suggest how to go about providing estimates of the indoor

location of a user through queries submitted by a smartphone camera
against a database of visual paths – descriptions of the visual appearance
of common journeys that might be taken. Our proposal is that such
journeys could be harvested from, for example, sighted volunteers. Initial
tests using bootstrap statistics do indeed suggest that there is sufficient
information within such visual path data to provide indications of: a)
along which of several routes a user might be navigating; b) where along
a particular path they might be.
We will also discuss a pilot benchmarking database and test set for

answering the second question of “What am I holding?”. We evaluated
the role of video sequences, rather than individual images, in such a query
context, and suggest how the extra information provided by temporal
structure could significantly improve the reliability of search results, an
important consideration for assistive applications.

Keywords: Image-based localisation, path-planning, mobile assistive
devices, object categorisation, mobile computer vision.

1 Introduction

Low vision brings many challenges to an individual, including reduced indepen-
dence and social exclusion. The World Health Organisation estimates (2012)
that more than 285 million people worldwide suffer from low vision or blindness.
Due to changing demographics and greater incidence of disease – e.g. diabetes
– blindness and failing sight are increasing in prevalence. The cost to society
includes direct health care expenditure, care-giver time and lost productivity.
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Enabling people with visual impairment to increase participation will help ad-
dress social exclusion and improve self-esteem and psychological well-being.
There is the potential of near-commodity smartphones, backed by appropriate
computer vision algorithms and supporting processes, to address this need.

1.1 A Solution in Waiting?

The growth in availability of camera-equipped smartphones, networks, methods
of social networking and crowdsourcing of data offers new solutions to develop
assistive systems that could be scaled in performance and capability[5,11]. The
services/capabilities that could be offered include:

Navigation: GPS does not offer sufficient precision or reliability for indoor
manoeuvring. A combination of visual cues, translated into speech or tactile
information, is desirable.

Shopping: Other challenges include shopping and product recognition, both
in shops and at home. The technology for visual object recognition from mobile
devices has arrived for sighted users: the challenges to deployment for visually-
impaired users includes a) the existence of accessible label databases, that are
free from commercial bias; b) changing retrieval algorithms and systems to place
more emphasis on strong match confidence; c) techniques for conveying infor-
mation readily to blind and partially-sighted users.

Personal Safety : As a partially sighted user, one is faced with a number of
hurdles when undertaking journeys away from a familiar environment, and lack
of confidence about the “unseen” can be a significant contributing factor to
reduced mobility. Where does the pavement end? Where is the entrance to the
bus, and are there stairs? Are there obstructions at head-height?

In summary, the overarching need is to increase the possibility for indepen-
dent living; in a hugely visually-oriented built environment, sighted users rely on
visual cues, signage, and recognition of structures such as doorways. Can these
cues be reliably translated into semantically appropriate information using com-
puter vision? Therefore we focus on the feasibility of answering two questions
with existing technology from visual cues: “Where am I?” and “What am I
holding?”.

2 Where Am I?

Techniques for WiFi localisation are entering mainstream use through, at one
level, estimates obtained from the physical locations of WiFi access points, simple
measures of signal strength or approaches such as “Walkie-Markie” [8], which
use multiple signatures to infer location. These technologies hold great potential.
However, accurate localisation still relies strongly on reasonable accurate motion
models, and the collection of other cues, such as accelerometry or gyroscopes [10].

Indeed, no matter how good other sources of information are, few can replace
the contextual information of visual inference. During navigation, using natural
vision, sighted individuals are able to from one consistent information source:
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a) recognise their location relative to previous journeys; b) locate entrances and
exits; c) detect obstructions; d) recognise people; e) assess human intent; f)
identify objects or activities of personal interest.

Invoking computer vision to simultaneously solve all of these tasks is a cur-
rent challenge. Our purpose is to assess the feasibility and accuracy of existing
computer vision techniques to meet some of these needs. The primary question
we address in this section relates to the first topic in the list above: can we use
computer vision to recognise location against previous journeys.

2.1 Related Approaches

Several methods of indoor localisation using smartphone-relevant technology
have been described, including RSSI, dead-reckoning, and combinations for tech-
niques that harvest environmental cues [10], [8].

Related approaches to this problem involve the use of techniques such as
SLAM [1] and PTAM [3]. These methods are near state-of-the-art for monocular
robot navigation, allowing geometry of a space to be mapped out dynamically at
the same time that self-localisation is achieved. Indeed, Pradeep and colleagues
successfully applied this to a demonstration for indoor navigation in an assistive
device [6].

2.2 Visual Paths

Methods such as SLAM and PTAM attempt to simultaneously map world ge-
ometry and localise a camera within that geometry. Our question is slightly
different: we seek to identify where we might be relative to previous journeys
taken along the same route, either by ourselves or other people. Thus, we intro-
duce the idea of the visual path, a stream of descriptions captured from visual
information as we traverse from location A to location B, or from location C to
D. Such streams could be captured from the cameras of other users moving in
the same physical space.

We can split the path localisation problem into two distinct tasks. The first is
to determine which of P possible paths one is navigating along, and the second is
to determine where along a particular visual path one is located. In the context of
computer vision, a key question concerns the distinctiveness of information along
paths, either as indicators of a particular journey or as indicators of location
along a known journey. Note that we do not explicitly attempt to localise with
respect to a map – our suggestion is to localise with respect to a journey. In
the context of many users, this would appear to be a sensible way to harvest
information about locations that might be frequently reconfigured in a manner
that would reduce dependence on an explicit mapping processes.

Though SLAM and PTAM are strong candidates for assistive techniques, there
is also the need to combine mapping with object detection. Putting these systems
in the category of mapping and localisation, we explore the possibility that rather
than mapping out a space, a user might be more interested in merely following
a path that has been traversed by others. It is in this long-term, collaborative
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context that the visual path concept would sit: we wish to allow users to compare
their journeys against those of others through these visual paths.

In tracing along different paths, we might ask how distinctive the visual con-
tent is along one path relative to the appearance along another. We used a stan-
dard keypoint and descriptor type approaches to describe visual paths captured
by users as they walked along indoor environments.

We first studied the distribution of a similarity metric, γ, based on a modi-
fication of Lowe’s ratio test for discriminating descriptors [4]. The modification
takes the form of an L∞-type normalisation on the distribution of squared Eu-
clidean distances between distinctive descriptors that are close matches between
database images along a set of P possible paths Cp, p = 1, 2, . . . , P .

2.3 Visual Path Descriptions

First, consider a number M
(i)
p of descriptor vectors, v

(i)
m ,m = 1, 2, . . . ,M (i)

produced from an image, I
(i)
p , with each vector being of dimension L× 1. These

descriptors are stacked into the rows of an M (i) × L descriptor matrix, V
(i)
p

associated with image I
(i)
p . A set of images, {I(i)p }i=1,2,...Np is now collected

for path Cp, and for each of these, a descriptor matrix is produced. A visual
path Cp is then encoded by the set of matrices of descriptors, denoted Mp =

{V(i)
p }i=1,2,...,Np generated from the set of images taken along that path.

Query images, J(j), j = 1, 2, . . . , Nq are now acquired, separately. A particular
query image is also mapped to matrix of descriptors Q(j). We wish to know
which of the P paths the query image J(j) has been taken on; this is answered
by comparing the query descriptor matrix against the set of path descriptors for
all paths, {Mp}p=1,2,...,P .

2.4 Pairwise Descriptor Comparisons

Let us first consider the comparison of individual query descriptors, v
(j)
n , n =

1, 2, . . . , N (j) arising from a single query image. The Euclidean distance metric in
L-dimensional space is widely used in assessing descriptor distances in computer
vision. Let D(i|n) be the M (i) × L matrix defined by

D(i|n)
p = 1M(i)×1 ⊗ v(j)

n −V(i)
p (1)

where 1 is a vector of ones, and ⊗ denotes the Kronecker product. Then the
elements along the diagonal of

D(i|n)
p [D(i|n)

p ]T (2)

are collated into a vector, d
(i|n)
p ∈ [0,R+]M

(i)

of squared Euclidean distances
between the nth descriptor from a query image and each of the M (i) descriptors
derived from the ith image along the path Cp.
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Fig. 1. Diagram illustrating the nature of visual paths and queries. There are different
paths recorded in the databases. The statistical tests reported in this paper compare the
within-path queries and between-path queries, as well as within-path, between-location
scores based on image comparisons.

2.5 Query Descriptor Rejection

Many descriptors in the query image will not be sufficiently distinct to be useful

in matching. The distribution of distances contained in vector d
(i|n)
p is used in

a first stage filtering for distinctiveness by order-statistic filtering. A query de-

scriptor v
(j)
n is considered suitable for use in assessing similarity between a pair

of images only if d
(i|n)
[1] < α · d(i|n)[2] where d

(i|n)
[1] , d

(i|n)
[2] , . . . denotes the sorted ele-

ments of the vector d
(i|n)
p in increasing order (the path subscript p is temporarily

suppressed to include the order-statistic of elements). 0 < α < 1 is set to around
0.7, and any query descriptors that do not satisfy this condition are discarded.
All image query vectors are subjected to the same test. Those that pass the test
allow an “average” distance based on best matching descriptors to be used to
determine how close a single query image is to a single database image. That is,
for a single image query we calculate

μ(i,j)
p =

1

|D|
∑
n∈D

d
(i|n)
[1] (3)

where D is the set of query descriptors that pass the distinctiveness test, as
described here. Again, note that path subscript p has been omitted from the
right-hand side of this expression to represent the sorted distances.

2.6 The γ Score

We calculated μ
(i,j)
p across all query images J(j), j = 1, 2, . . . , Nq and all path

images {{I(i)p }i=1,2,...,Np}p=1,2,...P . A γ score is then defined to produce a score,
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Fig. 2. Tests of visual distinctiveness along paths. (a) path level queries, capturing
the behaviour of the γ metric for inter- and intra-path distributions and (b) locations
within a path, illustrating the distribution trends of the ρ-metric, all within a single
80m path, but at different distances either within or outside 50cm from known query
submissions.

γ(i,j), as a measure of similarity between image pairs (i, j) relative to path p
such that 0 < γ ≤ 1.

γ(i,j) =
||μ(i,j)

p ||∞ − μ
(i,j)
p

||μ(i,j)
p ||∞

(4)

The γ measure is applied between pairs of query and database images, and
one may identify two types of categories that these query comparisons fall into.
In the first case, the images come from the same path (although query and
visual path database are, of course, distinct). In the other case, queries come
from different paths. The results are shown in Fig. 2(a).

A second type of score, ρ, was created with a slightly different normalisation
criterion based on observing the maximum within-path distance distributions,
i.e. for a given path index, p. The behaviour of this score was studied using query
images as taken with ground-truth locations, measured with a surveyor’s wheel;
again, probability density estimates of scores are estimated from hundreds of
thousands of descriptor comparisons.

3 What Am I Holding?

An increasing use for smartphones involves using visual search in which a pho-
tograph taken with the phone is used as a query into a catalogue of database
items. Common items include paperbacks (books), compact-disc packaging and,
increasingly, art. A closely related approach is the use of barcodes on items to
look up both price information and more detailed product information.

For the visually impaired, barcodes may be difficult to locate, and one would
wish to allow recognition on objects and products from different points of view.
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The quality of a query image might also be below that of a sighted user. For
this reason, it is appropriate to assess the ability of visual search algorithms,
designed for large-scale categorisation, to perform when the image queries are of
low quality, as might occur in poor or variable lighting conditions.

The SHORT database [7] provides such a dataset; and though it lacks the
category-level complexity of real-world product databases, it is compliant with
other datasets used in computer vision, such as the Pascal VOC database [2].
SHORT includes data acquired from 20 different smartphone cameras, with vary-
ing degrees of resolution and image quality. An example of typical queries is
shown in Fig. 3 below.

Fig. 3. The SHORT database contains thousands of query images that form a rep-
resentative set of examples of smartphone queries containing everyday household or
packaged food products

The dataset contains a mixture of stills and video clips, including more than
55,000 video frames and more than 1,900 still images. Image sizes range from
under 100,000 pixels to over 6 megapixels.

3.1 Evaluation of Sequential Video Frames

In this section we analyse how we can use sequential frames from a video of
an object in order to improve classification accuracy. First, multiple sequential
images from a video were queried, and each image was matched to one of the
thirty categories of the SHORT-30 database using the descriptor matching as
described in Sections 2.4 and 2.5. A histogram of the matches was computed
for several videos of the same object, as shown in Fig. 4(a). Even though the
total number of incorrect matches increases as we query more video frames, they
are distributed across a range of object categories in the database. As shown,
the correct object often has a higher number of hits than the incorrect ones.
Therefore we propose to use the “individual voting” as a metric to classify an
object based on querying sequential images from a video of a hand-held object.
Further analysis was undertaken in order to determine the number of video
frames that are required for the total number of correct matches to exceed the
number of individual total incorrect matches. Preliminary results, Figure 4(b),
shows that the number of total incorrect matches to individual objects rises
slowly while the number of total matches to the correct object increases rapidly.
The above analyses were undertaken for several videos and object categories
under the SHORT-30 dataset. Classification accuracy using different numbers of
query frames and the above metric is presented in Section 4.2.
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Fig. 4. Evaluation of sequential video frames. (a) Distribution of matches across dif-
ferent categories of SHORT-30 dataset for four videos of the same query object. (b)
Fraction of correctly matched queries to incorrect matches for videoframe sequences.
Note that there is a distribution of incorrect matches across multiple categories as the
number of sequential query frames increases.

4 Experimental Results

4.1 Navigation

We acquired a number of visual paths with a mobile phone (Nexus 4). These
simply take the form of video acquisitions, captured with the phone pointing in
the direction of motion, and recording at 30fps at 1920 × 1080 resolution. The
images were then downsampled to a resolution of 192 × 108 pixels. The number
of images captured along the paths raises the complexity of the image matching
problem task: there are typically 2000 images per path.

For the analysis of the distribution of the metrics γ and ρ, as shown in Fig. 2,
we have used VLFEAT’s [9] implementation of SIFT [4] descriptors.
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Fig. 5. Fraction of values of ρ exceeding a threshold T in k consecutive database frames

The use of bootstrap statistics was appropriate for this study because, for
example, in the navigational context, it allows sampling distributions of distances
across the whole image database of around 400,000 possible pairings of visual
path images.

In the case of the ρ metric, these bootstrapped measurements have revealed
the existence of visual distinctiveness between positions that are “close” or “far”
along a path from a given query. In Fig. 2(b) we have double-filtered the dis-
tribution of the ρ values with a one-point moving average. This clearly shows
that values of ρ closer to one are useful for discriminating positions belonging
to a specific visual path. These results have motivated the search for a thresh-
old on the values of ρ and the use of consecutive database frames to maximise
discriminability, as illustrated in Fig. 5.

4.2 Classification Accuracy Based on Sequential Video Frames

Classification accuracy using the individual voting metric (Section 3.1) was com-
puted for six categories of SHORT-30 dataset (Table 1). A video Q, compris-
ing of query frames Qi, i = 1, 2, ..., N , is classified as the k-th category, Ck, to
which the majority of query frames, Qi, were matched to. The accuracy was
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calculated for classifying twelve videos of each object based on different limits
for the number of queries allowed, N .

Table 1 shows that the classification accuracy increases as we increase the
limit of query frames, except for occasional dips which occur due to instability
as a person rotates the object in their hand. In comparison to the classification
accuracy of individual queries, classification based on sequential video frame
queries gives a much higher accuracy.

Table 1. Classification accuracy of different objects for different number of sequential
query frames. Accuracy is defined as the number of videos correctly classified divided
by the total number of videos queried.

ID Single frame 10 frames 30 frames 50 frames 70 frames 90 frames
Acc (%) Acc Std Acc Std Acc Std Acc Std Acc Std

prd001 37.89 85.71 34.99 85.71 34.99 85.71 34.99 92.86 25.75 92.86 25.75
prd002 55.56 75.00 43.30 75.00 43.30 66.67 47.14 75.00 43.30 91.67 27.64
prd003 40.87 73.33 44.22 73.33 44.22 80.00 40.00 80.00 40.00 80.00 40.00
prd005 43.14 62.50 48.41 62.50 48.41 62.50 48.41 87.50 33.07 87.50 33.07
prd006 80.61 92.31 26.65 100.00 0.00 100.00 0.00 100.00 0.00 100.00 0.00
prd007 46.15 78.57 41.03 78.57 41.03 92.86 25.75 92.86 25.75 92.86 25.75

5 Discussion and Conclusions

There are several conclusions to the pilot work that we have reported here.
First, in the navigation context, there is an opportunity to use information from
visual paths to provide an indication of which path a user might be on relative
to previous journeys. Although this study is at quite an early stage, it does
indeed indicate that distinctive information can be harvested from visual paths
with great ease. For example, the resolutions of the images used in Section 2
contained only 1% of the pixels in the captured images! Yet, decisions on γ do
seem to allow reasonably accurate estimates of where one is likely to be along a
path, subject to appropriate verification being performed, perhaps using higher
resolution images. With extra processing to perform geometric verification of
match locations along the path, the idea of mapping images to a location looks
quite feasible.

In the navigational context, the possibility of obscured views has not been
considered, either during path collection or query collection. However, the den-
sity of our queries is also low relative to the number of queries we would normally
take. For example, at a normal walking rate, one could easily collect more than
10 frames within 1 metre. Such an image sampling rate would give more oppor-
tunity to capture unobscured visual patches along a path. The caveat is that
one would have to include modules for recognising obstructions or moving ob-
jects, such as people, within the frame, and remove query descriptors at spatial
scales that would include such regions. Since one of the key roles for incorporat-
ing computer vision into navigational aids would be to detect path obstructions
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and hazards, this does not seem to be out of the realms of possible system-level
scenarios.

In the context of hand-held objects from the SHORT-30 database, a real ap-
plication would be expected to have thousands of products. Our current size is
more appropriate to home use by a single user. The retrieval mechanisms de-
scribed here are not scalable: we did not use visual words in this study, although
our tests are indicative of what one might apply in a post bag of visual words
(BOVW) verification of rankings based on descriptor distances.

Perhaps the most surprising factor of both of the feasibility studies reported
here – hand-held object recognition and the visual paths, is that the features
used for both cases rely on the same set of tools: image descriptors that can be
computed very quickly. This is the subject for ongoing research in this area.
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Abstract. Social robots are starting to be used in assistive scenarios as
natural tool to help impaired people in their daily life activities and in
rehabilitation activities. A central problem of such kind of systems is the
tracking of humans activity in a reliable way. The system presented in
this paper tries to address this problem through the use of an RGB-D
sensor. State of art algorithms are used to detect and track the body
posture and the heads pose of each human partner.

Keywords: People tracking, posture estimation, head orientation,
human-robot interaction.

1 Introduction

Social robotics focuses on developing robots able to collaborate with humans
as their reliable partners [4] [3]. Particular scenario for such kind of robots is
their use as assistive technology. While traditional assistive technologies became
more and more robust and reliable [9], researchers started to develop new assis-
tive systems using robots able to help impaired people in a more natural and
effective waye [15]. Such kind of applications are very different and each of them
uses a particular kind of robot. As instance, due to the rapid ongoing aging of
the population, lot of researchers focused on the use of robots to assist elderly
people: in this case intelligent environments, domotic tools and robots have been
used in conjunction to help elderlies in their daily life activities [5] [1]. Other
researches focused on the use of robots in rehabilitation activities. Interesting ex-
ample of such kind of applications are several studies in which robots have been
integrated in therapies with humans, such as improving the attention deficits of
autistic children [11]. It is important to point out that researchers focused not
only on humanoid robot but also on animal shaped robot or on wheeled robot,
accordingly to the constraints of the particular application conceived.

In all these works on assistive robotics, more than in other standard social
robotics applications, a key point is the fine perception of the humans. Body
behaviours are instinctively used by humans as a natural communication way
with the others [6]: a social robot able to interact in a strict and collaborative
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way with humans, as instance as caregiver of impaired people, should be able
not only to recognize the human speech but also to recognize and interpret
the body language [2]. Moreover, people behaviours and body movements can
contain information that can be useful to the doctors to correctly diagnose and
characterize the impairment [12].

The system presented in this paper is a human body tracking system that
can be used in conjunction with a robot to organize interactive session of be-
havioural data acquiring from impaired people. In particular, this system has
been conceived as assessment tool of autistic children behaviours during thera-
peutic sessions involving the use of the robot.

The system proposed uses an RGB-D sensor to detect and to track body
features of each human involved in the interactions with a robot caregiver. The
state of art about the human behaviour analysis suggests that the body posture,
the head movements and the eye gazing are extremely important information on
the description of the human behaviours. According to this, the system focuses
on the postures, defined as the the tracks of all the joints of the human body,
and on the head gesture, that can be seen as a good approximation of the human
gaze. Due to technological constraint of such RGB-D sensors used, the eye gazing
can not be taken in account: despite its importance, the low resolution of the
sensor make the system unable to collect such important information.

Several experiments have been performed to evaluate the performances of the
presented system. Results shown in this paper have been collected through the
analysis of the behaviour of healthy people, both adult and children.

2 System Overview

The presented system allow robots to gather information about posture and
head movements of human partners during direct interactions. In particular, each
human that interacts with the robot is modeled through a 3d description that
takes in charge the body posture, in terms of the angles of each limb of the body,
and the head posture, in term of its pitch and yaw. This data is collected by the
use of a RGB-D sensor that is conveniently placed in the environment according
to its geometry, in order to retrieve a good perspective of the environment.

The system has been implemented through several software modules able to
communicate via messages streams or via remote procedure calls, by the use of
the ROS platform, Robot Operating System, that offers such kind of capabilities.

As shown in figure 1, data coming from the RGB-D sensor is used by the
“Skeleton Tracker” module to detect the presence of humans in the environment.
In this case the module is able to localize and track in three dimensions the
articulations of each person. These identified positions are used to select inside
the RGB images the areas in which the corresponding heads of each person
should appear. A “Face Tracking” module is then able to detect the faces from
these selections, to estimate their pose in terms of pitch and yaw. Two face
trackers based on Active Appearance Models [7] have been used: one based on the
Constrained Local Models algorithm [8]; another one based on the Generalized
Adaptive View algorithm [10].



Retrieving Head and Posture Information in Assistive Technology Scenarios 43

Fig. 1. The gaze recognition pipeline: skeleton traking; head detection; gaze estimation

Data collected by this system can be used in real time to obtain a feedback
about the human activity: the robot can use the collected information to act
in a coherent way. Moreover, the same data can be treated offline in order to
extract information that can be relevant for the doctors in the assessment of the
impairment.

3 People Detection

Human activity is detected by the use of the 3d information perceived by the
RGB-D data through the use of a multiple skeleton tracking system provided
by OpenNi [13]. In particular, each person will be tracked in the space in terms
of their joints information. This data will permit the retrieving of posture, limb
and arm movements and gestures information.

Depth information acquired by the sensor is elaborated to distinguish the body
of each person from the environment. This is achieved through a background
subtraction technique applied to the depth image.

The depth image left is then segmented and classified according a per-point
approach, labeling each depth point of the body as a particular body part.
As shown in figure 2, a total of 31 body patches distributed among the body
has been considered. The body patch labeling uses depth invariants and 3D
translation invariants features that try to describe to which part of the body
each depth pixel belongs to. The classification process is based on a randomized
decision forest of such features that results in a dense probabilistic skeleton with
body parts labeled accordingly. The training process of such classifier employed
a database of 500k labeled frames captured through motion capture in hundred
of different scenarios, such as dancing, kicking, running. Each estimated patch
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Fig. 2. The process of extraction and traking of people joints (Images from [13])

is finally employed, according to its density, to extract the position of each joint
of the body, correspondent to each patch.

4 Head Tracking

Once located an estimation of the 3d position of the head of each human in the
environment, the system reproject it to the RGB image, in order to select on
it a a section in which the head of each subject should appear. A face tracker
algorithm is then applied to the crops in order to estimate a model in terms of
pitch and yaw of each head found.

Two algorithms have been used: the Constrained Local Models algorithm and
the Generalized Adaptive View-based Appearance Model. Both of them can be
used with three dimensional, depth map based data, but, due to the huge noise
of the sensor used, the simple use of RGB images has been chosen.

The CLM algorithm follows the Active Appearance Model approach: both try
to model faces via a statistical description based on a set of landmarks. Shapes
of faces are deformed iteratively according to the landmarks positions, to find a
best fit with the actual face image. In particular, the standard AAM algorithm
tries to compute a model of faces according to their shape and their appearance.
The shape model is calculated from a set of keypoints spread over a face, as its
contour, the border of the lips, the nose and the eyes. In particular, a data set of
labeled faces has been chosen as training set of the algorithm. The shape model
is obtained from the mean and the variance of the PCA transformation of the
facial key points of all the faces in the training set. It will be described as the
mean shape parametrized by the variance. The appearance model will be built
by normalizing the grayscale image of the face, wrapping it over its mean shape.
Also in this case, the model will be obtained from the PCA transformation of
the wrapped faces in the training set, described by its mean and parametrized
according to the variance. The shape model and the appearance model will be



Retrieving Head and Posture Information in Assistive Technology Scenarios 45

fused to obtain a full face model using another PCA transformation: this will
result in a parametrized model able to take in account both shape and appear-
ance of the faces. During its normal usage, the AAM algorithm will calculate the
error between the current model and the its actual appearance. The error will
control the change of the model parameters iteratively, to better approximate
the actual appearance, minimizing it. In particular, the error will encode how
the parameters of the model should be changed: this relation is learnt in the
training step and is used iteratively, providing also high speed performances to
the whole system.

The CLM algorithm can be seen as a slightly variation of the AAM algorithm:
also in this case the face model is composed by a conjunction of space model
and appearance model. However, in this case the appearance model is built
employing local features: a patch of pixels around each keypoint is considered,
instead of using the whole wrapped face as in the AAM algorithm. Moreover,
also the model fitting is different: to adapt the parameters to the actual face the
Nelder-Meade simplex algorithm is employed.

The GAVAM algorithm tracker follows a different path: it tries to integrate
several state of art approaches in order to obtain a reliable head pose estimation.
In particular, a static pose estimator has been fused with a derivative tracker
and with a keypoint-based pose estimator. The static pose estimator is able to
recognize faces in a single frame, but neglects all the useful temporal information.
This issue is coped by a derivative approach: the head position and orientation
is tracked through the frames sequence. However, this last system gives high
precision in short time scales, but its accuracy becomes very weak over the time.
Then, this is integrated with a local keypoint approach that uses templates, in
a similar way of AAM and CLM, to track the head over the time.

5 Experimental Results

The system has been evaluated in direct interaction scenarios, involving a Nao
robot. A population of both adult and children has been chosen to estimate the
performances of the system.

Fig. 3. Data capture session: motion capture makers are placed on the helmet and on
the arm
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A motion capture system have been used to capture the pose of the head of
three adult subjects. Markers have been placed over the ears, on the left and on
the right, and above the forehead. Such information has been used as ground
truth of the system.

As shown in figure 3, each human partner was asked to stand in front of the
robot, at 1.5mt from the RGB-D sensor, and to imitate the robot movements,
that turned his head on the left and on the right, for three times.

Table 1. Head’s pose estimation performances using Gavam and CLM approaches

Head Pose Gavam CLM

Pitch 61% 49%
Yaw 79% 93%

Overall 70% 71%

Data obtained by presented system has been evaluated, correlating it with the
ground truth perceived by the motion capture: the whole performances of the two
algorithms are similar, but, as shown in table 1, a fine analysis of the the pitch
recognition and the yaw recognition results shows that the best performances
are obtained by the usage of both algorithm together: the Gavam approach to
recognize the heads pitch, while the CLM approach to recognize the heads yaw.

Fig. 4. A children during the joint attention induction experiment
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Other experiments have been conducted with 15 healthy children in an age
between 6 and 10 years old. The goal has been to collect data of their behaviour in
a simple joint attention experiment [14] [16]. As show in figure 4, the robot Nao
tries to induce in them joint attention by looking towards two animal figures
placed on the two opposite sides of the room, alternatively. The induction is
repeated three times: the first time the robot just looks towards each figure; the
second time it tries to add more informative content by looking and pointing
each figure; the third time it will add to these behaviours a vocalization of the
object, look at the cat, look at the dog.

Fig. 5. The head’s yaw variation among the time (deg/sec) during the joint attention
experiment of three different healthy children

Head pose and body posture information of each child can be recorded and
analyzed off-line. In particular, the head pose estimation has been collected using
the Gavam approach to retrieve the heads pitch and using the CLM approach to
retrieve the heads yaw, according to the results here discussed. Figures 5 show
the heads yaw of three typical healthy children: each of them respond to the
joint attention induction pushed by the Nao robot, moving the head towards the
left and the right sides.

Fig. 6. The average histogram of the head movements (yaw-pitch) of healthy children
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A different way to gather important information about the head pose behavior
of the children is by considering the histogram of their head movements, on the
yaw-pitch plane. The histogram in figure 6 shows how the attention of the child
is captured on the left, on the right and on the center, characterized to the three
spots corresponding to the two focus of attention, the figures of animals on the two
sides, and to the robot, placed just above the RGB-D sensor, in front of the child.

The same histogram can be assessed for the children pose: in particular, fig-
ure 7 shows the histogram of the displacements from the average positions of
the body.

Fig. 7. The average histogram of the position (top-view and front-view) of healthy
children

6 Conclusions and Future Works

In this paper a system able to recognize and track human body activities has
been presented. The system is conceived for human robot interaction contexts, in
particular where the robot is employed as an assistive tool for impaired people.
Using a RGB-D sensor, the system is able to capture human postures and head
poses. The information collected can used as real-time input of a robotic system,
as well as, to help doctors in the correct assessment of an impairment.

Several experiments have been conducted to evaluate the performances of the
system in real contexts. Results shown the potentialities and the lacks of this
approach. Results also encourage on the use of such system as an assessment tool
of able to retrieve social engagement cues. In particular, the system will be used
to help therapists on stimulating autistic children in joint attention activities.

Acknowledgements. Authors would like to thank to Dr. A. Carbone and T.
Luiz for their kind collaboration. The current study was supported by a grant
from the European Commission (FP7: Michelangelo under grant agreement n.
288241), and the fund Entreprendre pour aider.

References

1. Anzalone, S.M., Ghidoni, S., Menegatti, E., Pagello, E.: A multimodal distributed
intelligent environment for a safer home. In: Intelligent Autonomous Systems 12,
pp. 775–785. Springer Berlin Heidelberg (2013)



Retrieving Head and Posture Information in Assistive Technology Scenarios 49

2. Asada, M., Hosoda, K., Kuniyoshi, Y., Ishiguro, H., Inui, T., Yoshikawa, Y., Ogino,
M., Yoshida, C.: Cognitive developmental robotics: a survey. Autonomous Mental
Development, IEEE Transactions on 1(1), 12–34 (2009)

3. Breazeal, C.: Toward sociable robots. Robotics and Autonomous Systems 42(3-4)
(2003)

4. Breazeal, C.: Designing sociable robots. The MIT Press (2004)
5. Cesta, A., Cortellessa, G., Giuliani, M.V., Pecora, F., Scopelliti, M., Tiberio, L.:
Psychological implications of domestic assistive technology for the elderly. Psych-
Nology Journal 5(3), 229–252 (2007)

6. Cochet, H., Vauclair, J.: Pointing gesture in young children. Gesture and Multi-
modal Development p. 7 (2012)

7. Cootes, T.F., Edwards, G.J., Taylor, C.J.: Active appearance models. Pattern
Analysis and Machine Intelligence, IEEE Transactions on 23(6), 681–685 (2001)

8. Cristinacce, D., Cootes, T.: Feature detection and tracking with constrained local
models. In: Proc. British Machine Vision Conference. vol. 3, pp. 929–938 (2006)

9. Maor, D., Currie, J., Drewry, R.: The effectiveness of assistive technologies for
children with special needs: a review of research-based studies. European Journal
of Special Needs Education 26(3), 283–298 (2011)

10. Morency, L.P., Whitehill, J., Movellan, J.: Generalized adaptive view-based ap-
pearance model: Integrated framework for monocular head pose estimation. In:
Automatic Face & Gesture Recognition, 2008. FG’08. 8th IEEE International Con-
ference on. pp. 1–8. IEEE (2008)

11. Pioggia, G., Igliozzi, R., Ferro, M., Ahluwalia, A., Muratori, F., De Rossi, D.: An
android for enhancing social skills and emotion recognition in people with autism.
Neural Systems and Rehabilitation Engineering, IEEE Transactions on 13(4), 507–
515 (2005)

12. Scassellati, B., Admoni, H., Mataric, M.: Robots for use in autism research. Annual
Review of Biomedical Engineering 14, 275–294 (2012)

13. Shotton, J., Fitzgibbon, A., Cook, M., Sharp, T., Finocchio, M., Moore, R., Kip-
man, A., Blake, A.: Real-time human pose recognition in parts from single depth
images. In: Proceedings of the 2011 IEEE Conference on Computer Vision and Pat-
tern Recognition. pp. 1297–1304. CVPR ’11, IEEE Computer Society, Washington,
DC, USA (2011)

14. Sumioka, H., Hosoda, K., Yoshikawa, Y., Asada, M.: Acquisition of joint attention
through natural interaction utilizing motion cues. Advanced Robotics 21(9), 983–
999 (2007)

15. Tapus, A., Mataric, M.J., Scassellati, B.: Socially assistive robotics. IEEE Robotics
and Automation Magazine 14(1), 35 (2007)

16. Yoshikawa, Y., Nakano, T., Asada, M., Ishiguro, H.: Multimodal joint attention
through cross facilitative learning based on μx principle. In: Development and
Learning, 2008. ICDL 2008. 7th IEEE International Conference on. pp. 226–231.
IEEE (2008)



Scene Perception and Recognition

for Human-Robot Co-operation

Nikhil Somani1, Emmanuel Dean-León2, Caixia Cai1, and Alois Knoll1,�

1 Technische Universität München, Fakultät für Informatik,
Boltzmannstrae 3, 85748 Garching bei München, Germany

{somani,caica,knoll}@in.tum.de
2 Cyber-Physical Systems, Fortiss - An-Institut der Technischen Universität München

Guerickestr. 25 80805 München, Germany
dean@fortiss.org

Abstract. In this paper, an intuitive interface for collaborative tasks
involving a human and a standard industrial robot is presented. The
target for this interface is a worker who is experienced in manufacturing
processes but has no experience in conventional industrial robot pro-
gramming. Physical Human-Robot Interaction (pHRI) and interactive
GUI control using hand gestures offered by this interface allows this
novice user to instruct industrial robots with ease. This interface com-
bines state of the art perception capabilities with first order logic reason-
ing to generate semantic description of the process plan. This semantic
representation creates the possibility of including human and robot tasks
in the same plan and also reduces the complexity of problem analysis by
allowing process planning at semantic level, thereby isolating the prob-
lem description and analysis from the execution and scenario-specific
parameters.

Keywords: Perception, HRI, Reasoning.

1 Introduction

Industrial robotics, which was hitherto mostly used in structured environments,
is currently witnessing a phase where a lot of effort is directed towards appli-
cations of standard industrial robots in small and medium sized industries with
short production lines, where the scenarios are rather unstructured and rapidly
changing. One important challenge for conventional industrial robot systems in
these situations is the necessity to re-program the robot whenever the scenario
or manufacturing process changes, which requires an expert robot programmer.
Standard industrial robot systems also face limitations in their ability to adapt
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to these environments, and with the complexity of some tasks which seem rel-
atively easier to humans. A partial solution could be to extend the capabilities
of the current industrial robots by providing intelligence to these robot sys-
tems through perception [14] and reasoning [13] capabilities. This extension of
capabilities does not solve the problem completely because these industries typ-
ically contain a mixture of tasks, some of which are highly suitable for robots
while some others are difficult to model or inefficient for robots and are better
suited for humans. This problem stimulates the need for co-operative activities
where humans and robots act as co-workers, using the concept of symbiotic Hu-
man Robot Interaction (sHRI). This work presents an interface for collaborative
human-robot tasks in such industrial environments.

For a robot to be able to work cooperatively with a human, both parties need
to be able to comprehend each other’s activities and communicate with each
other in an intuitive and natural way. In the social robotics and personal robotics
communities, meaningful information from human activities is extracted in an
abstract or semantic form to achieve this purpose. In an activity containing roles
for both human and robot, the level of detail at which the human instructions are
specified is important. In several works involving HRI [7,15], human instructions
are preferred at an abstract or semantic level. In this case, the scene perception
and recognition module is an important component in these intelligent robotic
systems. On one hand, the information provided by the perception module is
used by reasoning engines to generate an abstraction of the world and learn
tasks at this abstract level by human demonstration. On the other hand, the
perception module provides scenario specific information which is used by the
low-level execution and control modules for plan execution.

The perception problem in this context involves detecting and recognizing
various objects and actors in the scene. The objects in the scene consist of work-
pieces relevant to the task and obstacles, while actors involved are humans, and
the robot itself. The most important part of the perception module presented in
this work is an object detection, recognition and pose estimation module, which
uses 3D point cloud data obtained from low-cost depth sensors and can handle
noisy data, partial views and occlusions. The popular approaches for this task
can be broadly classified as: local color keypoint [12], local shape keypoint [16],
global descriptors [10], geometric [6], primitive shape graph [11]. Global descrip-
tors such as VFH [10] require a tedious training phase where all required object
views need to be generated using a pan-tilt unit. Besides, its performance de-
creases in case of occlusions and partial views. The advantage of these methods,
however, lies in their computational speed. Some other methods such as [11], [9]
provide robustness to occlusions, partial views and noisy data but are relatively
slow and not suitable for real-time applications. In this paper, an extension to
the ORR [9] method has been proposed, which enhances its robustness to noisy
sensor data and also increases its speed.

To distinguish objects having identical geometry but different color, the Point
Cloud is first segmented using color information and then used for object detec-
tion. There are several popular approaches for Point Cloud segmentation such as
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Conditional Euclidean Clustering [5], Region Growing [4], and graph-cuts based
segmentation methods [2]. In this paper, a combination of multi-label graph-
cuts based optimization [2] and Conditional Euclidean Clustering [5] is used for
color-based segmentation of point clouds.

The major contribution of this article is the integration of the presented per-
ception [14] and reasoning modules [13] in an HRI application. An intuitive in-
terface for instructing industrial robots in unstructured environments typically
found in SME’s is developed, where scene understanding is a key aspect for HRI
and co-operative Human-Robot tasks.

2 Shape Based Object Recognition

The approach presented here is an extension of the ORR method [9], called
Primitive Shape Object Recognition Ransac (PSORR) [14]. This approach has
two phases : (1) an offline phase where the model point clouds are processed and
stored, (2) an online phase where the scene cloud is processed and matched with
the models for recognition and pose estimation.

2.1 Primitive Shape Decomposition

This step is very important for the algorithm because the hypothesis generation
and pose estimation steps are based on this decomposition. The hypothesis ver-
ification step, which is a major bottleneck in most algorithms such as ORR, can
also be significantly simplified and sped-up using this decomposition.

a b

Fig. 1. Primitive Shape Decomposition example : (a) original Point Cloud (b) result
of Primitive Shape Decomposition

An example of such a decomposition is shown in Fig. 1, where the original
scene cloud is shown in Fig. 1 (a) and its decomposition into primitive shapes is
shown in Fig. 1 (b).

Hypothesis for primitive shapes are generated by randomly sampling points
in the point cloud. Once the hypotheses have been generated, each point in the
cloud is checked to determine whether it satisfies the hypotheses.

Each primitive shape has a fitness score associated with it, which indicates
how well the primitive matches the point clouds, see Eq. 1.

fitness score = (inliers/total points) +K ∗ descriptor length (1)
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where, the first fraction represents the inlier ratio, i.e., the ratio of points which
satisfy the primitive shape (inliers) to the total number of points in the input
cloud (total points), descriptor length represents the complexity of the prim-
itive shape (e.g. the number of values required to represent the shape). The
constant K determines the relative weighting of the two factors.

The merging strategy, based on minimum descriptor length (MDL) [8], is a
greedy approach where pairs of primitive shapes are selected and merged if the
combined primitive shape has a better fitness score than the individual primitive
shapes. This continues till there are no more primitive shapes which can be
merged.

Planes and cylinders are chosen as primitive shapes for this implementation
since they are easy to model and efficient to detect compared to complicated
primitives such as ellipsoid or torus. The algorithm, however, is designed to
work for any kind of primitive for which a fitness score can be defined according
to Eq. 1.

2.2 Hypothesis Generation

An Oriented Point Pair (OPP) (u, v) contains two points along with their normal
directions: u = (pu, nu) and v = (pv, nv). A feature vector f(u, v) is computed
from this point pair, see Eq. 2.

f(u, v) = (‖pu − pv‖, � (nu, nv) , � (nu, pv − pu) , � (nv, pu − pv))
T , (2)

The central idea in the ORR method is to obtain OPP’s from both the scene
and model point clouds and match them using their feature vectors. For efficient
matching of OPP’s, a Hash Table is generated containing the feature vectors
from the model point cloud. The keys for this table are the three angles in
Eq. 2. Each Hash Cell contains a list of models (Mi ∈ M) and the associated
feature vectors. Every feature vector f has a homogeneous transformation matrix
F associated with it, see Eq. 3.

Fuv =

( puv×nuv

‖puv×nuv‖
puv

‖puv‖
puv×nuv×puv

‖puv×nuv×puv‖
pu+pv

2

0 0 0 1

)
, (3)

where puv = pv − pu and nuv = nu + nv. Hence, for each match fwx in the hash
table corresponding to fuv in the scene, a transformation estimate (Ti) can be
obtained, which forms a hypothesis hi = {Ti,Mi} ∈ H for the model (Mi) in
the scene, T = FwxF

−1
uv . The raw point clouds are generally noisy, especially

the normal directions. The original ORR method is sensitive to noise in the
normal directions and hence, randomly selecting points to generate the feature
vectors requires more hypothesis until a good OPP is found. In the PSORR
method, every plane in the scene point cloud’s primitive shape decomposition is
considered as an oriented point (u) with the centroid of the plane as the point
(pu) and the normal direction as the orientation (nu). The normal directions
for these oriented points are very stable because they are computed considering
hundreds of points lying on the plane. Therefore, we can use these centroids
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instead of the whole cloud to compute and match features, which leads to a
significantly less number of hypotheses.

If full views of the objects are available in the scene cloud, the Hash Table for
the model cloud can also be computed in a similar fashion considering only the
centroids of the primitive shapes. However, in case of partial views or occlusions,
the centroid for the scene cloud primitives might not match the model centroids.
To handle this, the point pairs for the model cloud are generated by randomly
sampling points from every pair of distinct primitive shapes.

2.3 Efficient Hypothesis Verification

Since the model and scene clouds are decomposed into primitive shapes and rep-
resented as Primitive Shape Graphs (PSG), hypothesis verification using point
cloud matching is equivalent to matching all the primitive shapes in their PSG’s.
Matching these primitive shapes can be approximated by finding the intersection
of their Minimum Volume Bounding Boxes (MVBB’s) [1].

The i-th MVBB comprises 8 vertices vi1,..,8, which are connected by 12 edges

li1,..,12 and forms 6 faces f i
1,..,6. To find the intersecting volume between MVBB’s

i and j, the points pi at which the lines which form the edges of MVBB i intersect
the faces of MVBB j are computed. Similarly, pj are computed. Vertices vi of
the first MVBB which lie inside the MVBB j and vertices vj of the second which
lie inside the MVBB i are also computed. The intersection volume is then the
volume of the convex hull formed by the set of points

(
pi ∪ pj ∪ vi ∪ vj

)
.

The fitness score for this match is the ratio of the total intersection volume
to the sum volumes of the primitive shapes in the model point cloud. This score
is an approximation of the actual match but the speed-ups achieved by this
approximation are more significant compared to the error due to approximation.

2.4 Results

Fig. 2 (c) shows an example of the results obtained using the PSORR algorithm,
where a partial view of the object is present in the scene cloud, which is much
sparser than the model cloud. The algorithm is able to recognize all the object
and estimate their poses accurately. The average number of hypotheses required
by the PSORR algorithm are nearly 50 times less than the ORR algorithm.
Also, the hypothesis verification step is nearly 100 times faster than conven-
tional approaches where point clouds are matched using octrees. Including the
additional cost of primitive shape decomposition, the PSORR algorithm is still
5 times faster than the ORR algorithm for the industrial workpieces used in our
experiments.

The algorithm has been designed to work with point cloud data and can
handle occlusions and partial views. Hence, this data may be from a single
frame, combined from several frames over a time interval or fused from several
depth sensors in the scene.
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Fig. 2. Example of object recognition using a combination color and shape information:
(a) Color Based segmentation (b) Detected Object Clusters (c) PSORR result for
partial view of sparse scene cloud (d) Final result of Object Recognition using shape
and color information

3 Combining Shape and Color Information

Shape information is often not sufficient for object recognition tasks. For exam-
ple, some workpieces may have the same shape but different color. A combina-
tion of multi-label graph-cuts based optimization [2] and Conditional Euclidean
Clustering [5] is used for color-based segmentation of point clouds, followed by
cluster recognition and pose estimation using the PSORR method described in
Sect. 2.2.

The color based segmentation problem is posed as a multi-label graph-cuts
optimization problem. A graph G = {V,E} is constructed such that each point
in the point cloud is a vertex vi ∈ V . An edge Eij connects neighboring vertices
vi and vj . Labels li ∈ L are defined such that each label represents a color.
Each li is defined by a Gaussian N (μi, Σi) in the HSV space. Each of these
vertices needs to be assigned a label which indicates the color of the object to
which the point belongs. The energy term associated with this graph is defined
by D = Dp +Ds +Dl.

Dp is the data term. It represents the likelihood that the node vi belongs to
the label Lj. Ds is the smoothness term, which represents the energy due to
spatially incoherent labels. It can be considered as an interaction term between
neighboring nodes, where neighbors prefer to have same labels. Dl is the label
swap term. It is an indication of the likelihood of swapping labels for a given
vertex. These terms are generally set offline using color models. In this context,
the labels which are likely to get mixed up easily (e.g. white and metal) are
assigned a higher probability whereas labels which are unlikely to get mixed up
(e.g. red and blue) are assigned lower probability.

Fig. 2 shows an example of the results obtained using this approach.

4 Intuitive Interface for Human-Robot Collaboration

The scene perception and recognition algorithm, along with the reasoning mod-
ule [13] are used to create an interface for human-robot interaction. The percep-
tion and reasoning modules help in creating an abstract semantic representation
of the world containing objects, actors and tasks. This representation is a key
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factor in making the interface intuitive for the user since the user can now com-
municate with the robot system at an abstract level without the need of numeric
parameters.

A mixed reality interface is created using scene perception and reasoning
modules, targeted towards human-robot co-operation applications. This interface
can be used for teaching process plans at a semantic level (see Fig. 4 (a,b,c)),
and execute them in different scenarios without requiring any modifications (see
Fig. 4 (d,e,f)). This interface can also be used for executing process plans with
both human and robot tasks, see Fig. 4 (g,h,i). Fig. 3 shows an example with
the different phases of this interface, where it can be noted that the generated
process plan contains semantic names of the objects and not the numeric level
data in the form of poses taught to the robot.

Interactive GUI control

Teaching Phase Automatic Execution

Object Recognition and Pose Estimation

Semantic Process Plan

Articulated Human Tracker Semantic Process Plan Execution

Fig. 3. Overview of Intuitive Interface for Human-Robot Collaboration

4.1 Teaching Process Plans

An articulated Human Tracker is used to recognize the hand positions and use
it to control the projected GUI, see Fig. 4 (a). This module enables the user to
physically interact with the robot, grab it and move it to the correct position for
grasping and placing objects, see Fig. 4 (b-c). The perception module (Sect. 3)
detects the objects present in the scene and a reasoning engine associates objects
with the taught poses to automatically generate a semantic script of this process
plan in STRIPS [3] format, see Fig. 3. The robot system learns process plans
and their associated paramters at a semantic level throught this interface. The
perception and reasoning module make this learnt process plan independent of
the scenario and robot specific details.

4.2 Automatic Plan Execution

The user can place the objects to be assembled anywhere in the working area to
begin the plan execution. The system first checks if all pre-conditions for the task
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b) Teaching Linear Movement using pHRIa) Projected GUI control using Hand Gestures
c) Teaching Angular motion using pHRI

d) Pre-condition checking e) Interaction with the robot during execution f) Adding obstacles to execution scenario
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Fig. 4. a,b,c) Teaching Application. d,e,f) Execution and Plan generation of taught
Task. g,h,i) HRC in an assembly process.

are satisfied and informs the user in case something is missing, see Fig. 4 (d).
The human can physically interact with the robot during the execution and move
it by grabbing its end-effector, see Fig. 4 (e). The user can also add obstacles
in the path of the robot, which are detected using the perception module and
avoided during plan execution, see Fig. 4 (f). All these interactions and changes
in the scenario don’t require modifications in the process plan script because
object positions and obstacles are scenario-specific entities and, like the physical
interaction, are handled at the low-level execution. This is the main advantage
of decoupling the Problem Space from the Solution Space. The process plan
is generated using only information from the Problem Space. The associated
execution parameters are loaded on demand. The Perception Module provides
the updated information of the current objects in the scene. Therefore, these
execution-specific parameters are continuously updated.

4.3 Assembly Task with Human-Robot Co-operation

In this demonstration, we highlight another important advantage achieved using
a semantic description of the process plans - possibility of symbiotic human-robot
collaboration, which is one of the primary goals of this research. Once the robot is
taught the Pick And Place process plan, it can be instructed to perform this plan
on different objects. The application in mind is the assembly of a power converter
box. This operation consists of a number of steps, actors and objects which are
identified by the perception/reasoning module, Fig. 4 (g), some of which are
complex high precision assembly tasks suitable for the human, while some involve
lifting heavy objects which are more suitable for the robot. In the situation where
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precision assembly is required for a heavy object, a co-operative task is performed
where the robot grasps the object and the human guides it by physically grasping
the robot end-effector and moving it to the desired place position, Fig. 4 (i). The
Low-Level Execution Engine switches between motion modalities and control
schemes according the current conditions (external perturbations) of the scene,
Fig. 4 (h). Thus, in this experiment, we demonstrate the use of this interface for
human tasks, robot tasks and co-operative tasks which require both actors. This
experiment also highlights that it is relatively easy to understand, edit or even
create such a plan from scratch since it is at a semantic level and is abstracted
from scenario or execution specific details.

A video illustrating results for the algorithms presented in this paper and its
use in the applications mentioned above can be found at:
http://youtu.be/Jgn9NqGKgnI.
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Abstract. This work focuses on the problem of dynamic signature segmentation 
and representation. A brief review of segmentation techniques for online  
signatures and movement modelling is provided. Two dynamic signature seg-
mentation/representation methods are proposed. These methods are based on 
psychophysical evidences that led to the well-known Minimum Jerk Model. 
These methods are alternatives to the existing techniques and are very simple to 
implement. Experimental evidence indicates that the Minimum Jerk is in fact  
a good choice for signature representation amongst the family of quadratic  
derivative cost functions defined in Section 2. 

Keywords: Dynamic Signatures, Segmentation, Minimum Jerk. 

1 Introduction 

Handwritten signatures result from voluntary but typically complex gestures of the 
human hand. As result of their particularities, in most cultures, these graphically re-
corded gestures have been used for centuries to authenticate documents. Some less 
straightforward uses of handwritten signatures analysis may include mental illness 
detection or daily stress measurement. 

Beyond potential applications, modelling gestures behind signatures and develop-
ment of proper ways for identification of basic components (i.e., segments) is a chal-
lenging enough matter for scientific research. Segmentation is a crucial step that 
strongly influences the performance of signature verification systems and, therefore, a 
special attention has been drawn into this task over the last few decades [1]. 

This work aims at providing two new signature segmentation methods, based on 
psychophysiological evidences that led to the development of the well-known Mini-
mum Jerk principle for movement planning. We focus on dynamic signatures, which 
are represented as a time series of pen-tip position coordinates acquired at a fixed 
sample rate through the use of specific recording devices, such as tablets, digitizers or 
smartphones. 
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The work is structured as follows: in Section 2 we perform a review of previous 
works on signature segmentation and movement modelling, with an emphasis on the 
Minimum Jerk model. In Section 3 we present the proposed algorithms along with 
some experimental results. Finally, in Section 4, conclusions are drawn. 

2 Previous Works 

2.1 Signature Segmentation 

Global features (e.g. length, maxima, minima, and mean velocity) are commonly used 
in signature verification systems but are not very discriminative. Such features can be 
made local if applied to elements of a segmented signature. Using localized features is 
sometimes referred to as a stroke-based approach. Although this decomposition has 
shown to provide good results, it leads to the non-trivial segmentation task [2]. 

Indeed, signature segmentation is a very complex task due to the high variability 
between different signatures provided by the same writer. These variations include 
stretching, compression, omission and addition of parts of the drawing. Segmentation 
techniques might derive from specific characteristics of handwriting movements or 
provide segmentations that are well suited for particular verification methods. In [1] 
we can find a brief review of such methods that are divided in four categories accord-
ing to which principle they are based on: pen-up/pen-down signals, velocity analysis, 
perceptual relevant points and dynamic time warping. 

For dynamic signatures, a common and very simple segmentation technique uses 
pressure information for determining writing units, which are determined as the writ-
ten part between a pen-down and a pen-up movement. 

Segmentation techniques based on velocity analysis use different approaches, rang-
ing from simple detection of null [3] velocity to curvilinear velocity signals. The 
stroke identification step on the Sigma-Lognormal model [4] can also be placed on 
such category. 

A different class of segmentation methods are those based on the detection of per-
ceptually important points. The importance of a point is determined by the rate of 
change of the writing angle around it. We can also include in this category techniques 
based on the detection of geometric extremes [5]. 

In order to allow the segmentation of many signatures into the same number of 
segments, dynamic time warping (DTW) has been widely used. 

Combinations of different techniques can also be found in the literature, in [6] a 
combination of pressure (first category), velocity (second category) and angle change 
(third category) is used for segmentation. Further references for dynamic signature 
segmentations methods can be found in [1]. 

2.2 Movement Modelling 

The study of how the central nervous system (CNS) generates and controls the 
movement has yielded many computational models, some relying on biological neural 
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network behaviours, artificial neural networks, equilibrium point hypothesis, coupled 
oscillators and minimization principles [4]. 

From a movement planning perspective, the general problem might be posed as 
follows: It is assumed that human movements are optimally planned according to a 
latent optimality criterion. Therefore, we need to find what is the optimality criterion 
used by the CNS. From this formulation, the optimal control theory seems to be the 
most complete and adequate way for finding an answer [7]. 

All minimization principles for movement modelling are part of the optimal control 
approach. Many optimization criteria have been proposed in the literature and can 
roughly be divided in four categories: kinematic criteria (e.g. minimum jerk), dy-
namic criteria (e.g. minimum torque-change), muscular and neural criteria (e.g. mini-
mum effort) and energetic criteria (e.g. minimum total work). A detailed review of 
such criteria can be found in [7] and references therein. Amongst these criteria, 
Minimum Jerk (MJ) and Minimum Torque-Change (MTC) are the most used in the 
literature. 

Some of these models have already been used for handwriting representation, but 
only the sigma-lognormal model, which is based on the kinematics theory of rapid 
human movement, has been used for signature modelling [4]. We, on the other hand, 
use in our proposed methods the Minimum Jerk principle [8] which to the authors’ 
knowledge has not yet been applied to signature analysis. 

Therefore, we now present a more detailed description of the Minimum Jerk model. 

The Minimum Jerk Model. This model belongs to the category of the quadratic 
derivative kinematic criteria, which have a general cost function defined as: 12  (1) 

where  is the movement duration,  and  are the horizontal and vertical 
position time series respectively. This class of optimum criteria has as general solu-
tion polynomials of order 2 1. The jerk is defined as the third derivative of the 
movement, therefore 3 and the general solution is a fifth-order polynomial. Oth-
er well-known kinematic criteria such as acceleration, snap and crackle can be ob-
tained by setting  equal to 2, 4 and 5 respectively. 

In [8] this family of optimum criteria has been studied up to 10, and the au-
thors concluded that the Minimum Jerk is the most suitable for human movement 
modelling. They were able to properly reproduce the two-thirds power law using the 
minimum jerk. Using the peak to average velocity ratio as a single scalar projection of 
velocity profiles, they also found that the MJ is the best suited criterion. Indeed, pre-
vious experimental evidences showed that this ratio is about 1.8 (with 10% standard 
deviation) for reaching movements and the MJ yields a ratio of 1.875 for this class of 
movements. 

Some works point that the Minimum Jerk model is unable to produce asymmetric 
velocity profiles [7, 9], however this is only true if velocity and acceleration at both 
the beginning and the end of the movement are null, which is not a requirement of the 
model itself. Furthermore, in [7] it is noted that MJ predictions are not in agreement 
with experimental data when the movement occurs on the vertical plane or when the 
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target is not a single point but an infinite set of point (a straight line, for instance); 
however MJ predictions work properly on the horizontal plane for point-to-point 
movements. These conditions can both be assumed for a signing movement. 

3 Proposed Method 

All experiments described in this section have been performed over the MCYT-100 
Database [10], which consists of 25 genuine and 25 forged signatures from 100 dif-
ferent writers. These signatures have been acquired with a Wacom® Tablet at a fixed 
sample rate of 100Hz. In our experiments, since we are focused on segmentation and 
representation, and not on verification, only the genuine subset has been used. 

Our first segmentation method is based on the peak to mean velocity ratio observed 
on the psychophysical experiments realized during the developments of the MJ prin-
ciple. We sequentially search for signature segments that comply with the expected 
1.8 ratio. 

In other words, we segment the signature as a series of point-to-point reaching 
movements. This method can be categorized amongst the velocity analysis segment 
techniques. For a given signature, the algorithm can be described as follows: 

1. Compute the velocity magnitude, V 
2. Set START = 1, END = START+1, S(1) = 1 and C = 2 
3. Get the velocity, VS, between START and END 
4. Compute the ratio, R, between maximum VS and mean VS 
5. If R >= 1.8 
 5.1. Set S(C) = END 
 5.2. Set START = END+1, END = START+1 and C = C+1 
6. If R < 1.8 set END = END+1 
8. If END <= length of V go to step 3. 
9. Return S 

This extremely simple procedure provides a stable segmentation amongst different 
signatures of the same writer, with an average coefficient of variation of 13% for all 
writers. In Figure 1 are shown some examples of segmentation for five different sig-
natures of two writers on the MCYT-100 Database. 

It is interesting noting that using this method we are able to remove small artefacts 
that are often present at the beginning and end of the acquired signatures. The ob-
tained segmentations roughly correspond to changes in the dynamic behaviour (e.g. 
loops, waves and straight lines). 

Visual inspection of the obtained segmentation seems to yield “natural” segments. 
This technique has the advantages of not being tied to any verification technique, and 
can be used for any signature analysis task. Furthermore, the 1.8 threshold used for 
segmentation is based on sound psychophysical experiments that have been repro-
duced many times over the last 30 years. 

This segmentation does not provide a model for the resulting elements, as those in 
the Sigma-Lognormal model. One could use the result of the MJ principle (i.e. a fifth 
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order polynomial) in order to model each of the resulting segments, however not all of 
the elements can be properly modelled by such simple functions, resulting in a very 
poor reconstruction quality, especially on signatures containing many consecutive loops. 

 
Fig. 1. Segmentation of five different signatures of two writers using the velocity ratio criterion 

The reconstruction quality is measured through the Velocity SNR, as in [4], defined 
as: 

10 log  

 

(2) 

where  and  are respectively the horizontal and vertical velocities on the 
original signature, and  and  are the horizontal and vertical velocities of 
the reconstructed signature, respectively. For the abovementioned representation an 
average  of 10.7 dB is obtained for the MCYT-100 database. 

We now propose a second method, based on the MJ Model itself, that result in a 
piecewise polynomial representation of the signature. This approach models each 
“writing element” as a fifth order polynomial. The procedure consists in sequentially 
finding the longer segments that can be adequately represented (according to a given 
reconstruction quality threshold) by a fifth order polynomial [11]. 

Notice that the 1.8 peak to mean velocity ratio is only observed on reaching 
movements, in which starting and ending velocity and acceleration are considered to 
be null (thus, resulting in a symmetric velocity profile), different boundary conditions 
on the MJ Model lead to different velocity ratios and velocity profiles. Therefore, 
fitting the fifth-order polynomial to the signature data allows for a better representa-
tion of the velocity profiles and can provide not only segmentation but an adequate 
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representation for each segment. The algorithm for this method can be described as 
follows: 

1. Normalize the trajectory through a min-max procedure 
2. Set L = 1 
3. Set R = L + 5 
4. Fit a 5th order polynomial to the points in the inter-

val [X(L):X(R)] 
5. Calculate the Velocity SNR for the interval 
6. If SNR >= Threshold 
 6.1. Set R = R+1 and go to step 4. 
7. If SNR < Threshold 
  7.1. Set L = R-1 and go to step 3. 
8. If R > length of X, stop. 
9. Return the list of L values. 

This procedure is still very simple but much more computationally intensive than the 
previous one because of the fitting procedure. We chose not to use the Jerk value 
itself because the numerical estimation of third order derivatives from time-sampled 
data leads to large numerical errors. We now have a piecewise polynomial representa-
tion of signing movements that can be properly predicted by the MJ model. 

One of the advantages of such procedure is that the representation quality can be 
chosen by the user to fit his/her needs. In Figure 2 we present the segmentation ob-
tained for the same signatures shown in Figure 1 with a S  of 15dB. 

 
Fig. 2. Segmentation of five different signatures of two writers using the MJ criterion at  
15dB SNR 

Even though for the signatures on the right column in Figure 2 we observe more 
segments than using the first method, on average, for the whole database this proce-
dure produce fewer segments than the previous one. Furthermore, the number of  
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segments obtained for each writer is more stable than before, with a coefficient of 
variation of 7.3%, that is even lower than the variability for the lengths of the signa-
tures which is of 8%. 

Now the obtained signature elements are basically arcs and single loops, most of 
them containing at least one inflection point. Along with the automatic segmentation 
we have an alternative representation for the signature as a sequence of fifth order 
polynomials. Considering the trade-off between compression rate and reconstruction 
quality, we did experiments similar to those in [8] with different cost functions be-
longing to the family defined by Equation (1), with  ranging from one to five. Once 
again the Minimum Jerk ( 3) seems to be the best option, acting as a limit to the 
compression-quality trade-off. For a SNR of 15dB all of the higher order ( 3) 
solutions attain the same compression rate of 73.3%. In Figure 3 we show the com-
pression-quality trade-off curves for each different cost function. 

 

 

Fig. 3. Representation quality and compression rate tradeoff for minimum velocity ( 1), 
acceleration ( 2), jerk ( 3), snap ( 4) and crackle ( 5) 

4 Conclusions and Future Work 

Two methods for automatic signature segmentation and one for signature representa-
tion have been presented. These methods are based on the Minimum Jerk Principle 
and to the authors knowledge it is the first use of such principle for online signatures. 
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Both methods are very easy to implement and can be used as alternatives to existing 
methods. 

As pointed out before, it is hard to determine if our approach is better than existing 
methods because such evaluation strongly depends on what the segmenta-
tion/representation is going to be used to. An advantage of the proposed model is the 
possibility of choosing the desired representation error. 

The proposed method can be understood as an alternative use of the Minimum Jerk 
criterion as a basis function for a piecewise representation. In such way the commonly 
used velocity and acceleration constraints are not needed as well as any manually 
inserted via-points. 

We believe that the ratio between the number of segments obtained by such me-
thod and the original length of the signature may be used as a “complexity” measure 
in a similar fashion to the Normalized Lempel-Ziv Complexity [12], we have an on-
going work on the demonstration of this link between detected segments and Lempel-
Ziv Complexity. 

The next step in our work consists in integrating the proposed methods in a recog-
nition system in order to obtain a higher level assessment of its impact. We intend to 
analyze two main aspects: the reduction of the computational cost due to the use of a 
more compact representation and the effect of such model in the system performance. 

Furthermore, since the Minimum Jerk Model is derived from the analysis of 
healthy individuals’ movements, this complexity measure may be used in the early 
diagnosis of motor diseases such as Parkinson’s and Dyskinesia. 
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Abstract. In this paper, a pre-classification stage based on global fea-
tures is incorporated to an online signature verification system for the
purposes of improving its performance. The pre-classifier makes use of
the discriminative power of some global features to discard (by declaring
them as forgeries) those signatures for which the associated global fea-
ture is far away from its respective mean. For the remaining signatures,
features based on a wavelet approximation of the time functions associ-
ated with the signing process, are extracted, and a Random Forest based
classification is performed. The experimental results show that the pro-
posed pre-classification approach, when based on the apppropriate global
feature, is capable of getting error rate improvements with respect to the
case where no pre-classification is performed. The approach also has the
advantages of simplifying and speeding up the verification process.

Keywords: Online Signature Verification, Global Features,
Pre-classification.

1 Introduction

Signature verification is the most popular method for identity verification since
people are familiar with the use of signatures in their everyday life [1]. Two cate-
gories of signature verification systems can be distinguished taking into account
the acquisition device, namely, offline (only the signature image is available) and
online systems (dynamic information about the signing process is available).

In online systems, the signature is parameterized by several discrete time
functions, such as, pen coordinates, pen pressure and, when available, pen alti-
tude and azimuth angles. Researchers have long argued about the effectiveness
of these different time functions for verification purposes [2], [3]. To choose the
features that could be extracted from them is also an important design step. The
different features can be classified into local, calculated for each point in the time
sequence, and global, calculated from the whole signature. Many researchers ac-
cept that approaches based on local features achieve better performance than
those based on global features, but still there are others who favor the use of
global features [4], [5]. In fact, it is interesting to use global features since they
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have the advantage of being simple features, usually more intuitive than local
ones, and can be easily computed and compared. Furthermore, it would be rea-
sonable to expect that local and global features could provide complementary
information [5]. To combine both types of features in such a way that their main
characteristics could be exploited, is an interesting and still open challenge. In [6],
an online signature verification system is designed as a multilevel system which
uses three different signature representations, one based on global features and
the other two based on local features. In addition, several fusion strategies have
been proposed in the literature. In [5], fusion strategies based on the max and
sum rules are compared. Some approaches using a pre-classification stage based
on global features for the purposes of early detecting bad forgeries, have been
proposed in the mid 1990’s in [6] and [7]. Global features, such as signature total
time duration and pen down duration, have been used in those papers.

In this paper, global based features are used for pre-classification purposes.
The idea is to pre-classify signatures, declaring as forgeries those that are far
away from their mean, in terms of the global based feature being considered. It
is expected that this could help to quickly recognize and classify gross forgeries,
speeding up and simplifying the verification process. The remaining signatures
continue with the subsequent classification stage which consists in extracting new
features (time function based ones modeled by the coefficients in their wavelet
approximations) in order to achieve a more detailed representation, and classi-
fying them on the basis of a Random Forest (RF) classifier. For the verification
experiments, two different signature styles are considered, namely, Western and
Chinese, of one of the most recent publicly available Signature Databases.

2 Pre-classification Approach

In this paper, features based on global parameters as well as features based on
time functions (modeled by their wavelet based approximations), are used. Since
these different types of features could provide complementary information, the
idea is to exploit their intrinsic characteristics. When using global based features,
it would be expectable to get a rough and quick representation of the signature.
This could be useful to have an idea of some distinctive characteristics and
detect some anomalies of the signature. On the other hand, if a more precise
representation is needed, the time function based features could provide more
detailed information, at the cost of a more time consuming feature extraction.

Global based features are then used for pre-classification purposes. It is rea-
sonable to expect that some global based features, such as signature total time
duration, pen down duration and average pressure, for the genuine samples would
be far away from the corresponding ones for the forged samples. This is illus-
trated in Fig. 1 (left), where the distributions of the global based feature “sig-
nature total time duration” for the genuine (left) and forged (right) signatures
of an author in the database, are depicted.

The idea is then to classify as a forgery those signatures for which the global
features differ significantly from the corresponding genuine feature mean.
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Fig. 1. Distribution of the global feature “signature total time duration” for the genuine
and forged signatures of an author in the database (left). Pre-classification decision rule
(right).

In particular, the decision rule shown in Fig. 1 (right) is considered, being gtest
the global based feature corresponding to the test signature, ḡtrain and σtrain

the global based feature mean and standard deviation values over the genuine
training set, respectively, and α a coefficient defining the threshold.

Coefficient α is computed, for each global based feature, in three different
ways for comparison purposes, namely, as: i. the maximum, or ii. the mean, or
iii. the minimum, over all the authors in the Training Set of the database, of
the maximum, over all the signatures of each author, of the absolute difference
between the global feature value of the test signature and the global based feature
mean of the genuine training set, normalized by the standard deviation of the
set. That is (for case i.):

α = max
A
max
Ai

{ |gtest − ḡtrain|
σtrain

}
(1)

where A is the set of all the authors in the Training Set and Ai denotes the i-th
author in the same set.

A different approach is considered in [7], where only the signature total time
duration is used for pre-classification purposes. In that paper, the threshold is
computed as a fraction of the ḡtrain, and it is heuristically set to 0.2.

3 Feature Extraction

Typically, the measured data consists of three discrete time functions: pen coor-
dinates x and y, and pen pressure p. In addition, several extended functions can
be computed from them [4], [8]. Previous to the feature extraction, the original
x and y pen coordinates are normalized regarding scale and translation.

3.1 Global Based Features

Several global based features can be extracted from the measured and extended
time functions. In [4], a feature selection is performed on a set of 46 global
features which seem to be the most commonly used in the literature. In [5],
subsets of global features are selected from an initial set of 100 features. In
the present paper, the global based features are selected to be discriminative
enough in order for the proposed pre-classification to be succesful. In order to
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analyze and compare their individual discriminative power, the following global
based features, corresponding to the better ranked ones by the feature selection
performed in [4] and [5], are used in this paper: signature total time duration
T , pen down duration Tpd, positive x velocity duration Tvx , average pressure P̄ ,
maximum pressure PM and the time at which the pressure is maximum TPM .

3.2 Time Function Based Features

Several extended time functions can be computed from the measured ones. In
this paper, the path velocity magnitude vT , the path-tangent angle θ, the total
acceleration aT and the log curvature radius ρ are computed as in [8]. The set of
time function based features is then composed by x, y, p, vT , θ, aT and ρ, and
their first and second order time derivatives.

A wavelet approximation of the time functions is proposed to model them.
The Discrete Wavelet Transform (DWT) decomposes the signal at different res-
olution levels, splitting it in low (approximation) and high (details) frequency
components. The idea here is to use the DWT approximation coefficients to
represent the time functions. Resampling of the time functions, previous to the
DWT decomposition, is needed in order to have a fixed-length feature vector. To
use a fixed-length feature vector represents an advantage since it makes the com-
parison between two signatures easier. In [3] and [9], fixed-length representations
are proposed based on the Fast Fourier Transform (FFT) and Legendre Polyno-
mials series expansions, respectively. The approximation accuracy is determined
by the chosen resolution level, which also determines the length of the resulting
feature vector. Since this length has to be kept reasonably small, there will be a
trade-off between accuracy and feature vector length. The design parameter is
then the length of the feature vector, which determines the resolution level to
be used. The widely used db4 wavelets [10] is employed for the representation of
the time functions.

4 Experiments

The SigComp2011 Dataset [11] is used for the verification experiments. It has
two separate datasets, containing Western (Dutch) and Chinese signatures, re-
spectively. Each dataset, is divided into a Training and a Testing Set. Skilled
forgeries (in which forgers are allowed to practice the reference signature for as
long as they deem it necessary) are available. The signatures were acquired using
a ballpoint pen on paper over a WACOM Tablet, which is the natural writing
process. The measured data are the pen coordinates x and y, and pressure p.

In order to compare the discriminative power of the different global based
features, experiments using each one of them for pre-classification purposes were
carried out. In addition, the three different ways of computing the coefficient α,
defining the threshold ασtrain, are also tested.

For each dataset (Dutch and Chinese), the optimization of the meta-parame-
ters of the system is performed over the corresponding Training Set while the
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corresponding Testing Set is used for independent testing purposes. The meta-
parameters of the system are: α for the pre-classification stage, the normalized
length of the resampled time functions, the resolution level for the wavelet ap-
proximations, and the number of trees and randomly selected splitting variables
for the RF classifier. To obtain statistically significant results, a 5-fold cross-
validation (5-fold CV) is performed over the Testing Set to estimate the verifica-
tion errors. For each instance of the 5-fold CV, a signature of a particular writer
from one of the testing sets in the 5-fold CV is fed to the system. After its pre-
processing, one of the global based features (gtest) presented in Subsection 3.1 is
extracted from it. Then, the pre-classification is performed as follows: the gtest
value of the input signature is compared with the ḡtrain (mean value of the
same feature) computed over the current writer’s genuine signatures available in
the corresponding training set of the 5-fold CV. If the difference between these
values is larger than the corresponding threshold for that global based feature,
the signature is declared to be a forgery. If this is not the case, the signature
is subjected to the subsequent classification stage, as follows: the DWT approx-
imation coefficients are computed for the different time funtions presented in
Subsection 3.2. Then, a RF [12] classifier is trained by the genuine class con-
sisting of the current writer’s genuine signatures available in the corresponding
training set of the 5-fold CV, and a forged class which consists of the genuine
signatures of all the remaining writers in the dataset available in the same train-
ing set. The result of the verification process is then either the result of the
pre-classification (the input signature is considered a forgery), or the result of
the RF classifier. If the result is given by the pre-classification, the verification
process is speeded up.

To evaluate the performance, the EER (Equal Error Rate) is calculated, using
the Bosaris toolkit, from the Detection Error TradeOff (DET) Curve as the
point in the curve where the FRR (False Rejection Rate) equals the FAR (False
Acceptance Rate). The cost of the log-likelihood ratios Ĉllr and its minimal
possible value Ĉmin

llr [13] are computed using the toolkit as well [14]. A smaller

value of Ĉmin
llr indicates a better performance of the system.

5 Results and Discussion

The experiments were performed using 500 trees and
√
P randomly selected

splitting variables (P = feature vector dimension), for the RF classifier. The time
functions were resampled to a normalized length of 256. The wavelet resolution
level was set to 3, in order to obtain a feature vector of a reasonable length.

The verification results, with pre-classification, for the six global based fea-
tures considered, and the three different values of α, are shown in Table 1, for the
Dutch (left) and Chinese (right) data, respectively. The best results are indicated
in boldfaced style. In order to analyze the advantages of using the proposed
pre-classification scheme, the results obtained without pre-classification are also
included in the last row section of Table 1. For the purposes of comparison,
the results in [9], based on Legendre polynomials representations (without pre-
classification), are also included in that section.
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Table 1. Verification results for the Dutch (left) and Chinese (right) Datasets

Dutch Dataset Chinese Dataset

T Tpd Tvx P̄ PM TPM
T Tpd Tvx P̄ PM TPM

αmax

EER 5.35 6.22 4.95 4.93 6.58 7.08 5.65 7.64 7.01 7.05 7,84 7.91

Ĉllr 0.2374 0.2389 0.2283 0.2123 0.2544 0.2704 0.2244 0.3017 0.2644 0.2631 0.2918 0.2849

Ĉmin
llr 0.2015 0.2053 0.167 0.1683 0.2146 0.2408 0.193 0.2532 0.2188 0.2155 0.2437 0.2512

αmean

EER 5.98 6.61 6.64 6.01 8.17 8.91 4.93 7.63 6.88 6.92 8.42 8.85

Ĉllr 0.2562 0.2728 0.265 0.2558 0.3019 0.3039 0.2008 0.293 0.2745 0.2719 0.3215 0.3331

Ĉmin
llr 0.2263 0.2418 0.2413 0.2272 0.2763 0.2848 0.1781 0.2505 0.228 0.2311 0.2834 0.2861

αmin

EER 14.94 15.91 13.24 10.63 10.63 10.2 11.4 14.8 10.47 10.22 12.67 12.16

Ĉllr 0.388 0.4407 0.3839 0.3484 0.3484 0.3382 0.3336 0.4532 0.3383 0.3331 0.427 0.3849

Ĉmin
llr

0.3827 0.4247 0.3656 0.335 0.335 0.3235 0.3183 0.4148 0.3113 0.314 0.3873 0.3589

Without pre-class Results in [9] Without pre-class Results in [9]

EER 6.78 5.91 7.9 10.03

Ĉllr 0.2491 0.237 0.3126 0.36

Ĉmin
llr 0.2055 0.195 0.2476 0.2969

The actual values of α belong to the intervals: [3, 4], [2, 3] and [1, 2], for the
max, the mean and the min criteria, respectively. When choosing αmax, the
threshold is conservative, while when αmin is chosen, the threshold allows for
more signatures to be pre-classified at the cost of larger errors (in the sense of
classifying genuine signatures as forgeries). Then, selecting the mean criterion
for computing α is a trade-off between these extreme values. This is confirmed
by the results in Table 1, where the results using αmax are, in most of the cases,
better than the results using αmean, while using αmin leads to the worst results.
In Fig. 2, the percentage of signatures that are pre-classified out of the total
amount of signatures, for each of the three α criteria, are shown for the Dutch
(right) and Chinese (left) data, respectively.
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Fig. 2. Percentage of signatures pre-classified as forgeries, using the three different α
values to compute the threshold

From Table 1, it can be seen that the proposed pre-classification does im-
prove the error rates with respect to the case of not using it, and the ones in
[9] (where no pre-classification takes place). This is not the case for every value
of α, since when using αmin the results are not good due to the fact that sev-
eral genuine signatures may be wrongly classified as forgeries. For the Dutch
data, the error rates improve only when using the most conservative threshold
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(defined by αmax). Then, if the trade-off (mean) value of α would to be used,
there would be no error improvements. This shows that many genuine signatures
are beyond 2σgen. This is probably due to the fact that the feature genuine distri-
bution is not a Gaussian. For the Chinese data, the error rates are still improved
when using the trade-off α. Moreover, the best error rate is achieved in this case.
Then, for this data, the threshold can be chosen to be a more robust one.

The pre-classifications based on PM , TPM and Tpd did not get any error rate
improvements. In the cases of PM and TPM , this seems to be reasonable. The time
at which the pressure is maximum TPM is probably an unstable feature, since
people is not likely to be consistent in the time where the pen pressure reaches
a peak. The value of PM , is likely to be dependant on the writing surface, the
pen, etc., making it hard to make pre-classification decisions based only on this
feature. On the other hand, in the case of Tpd, the result was unexpected, since
it is believed that forgers are not able to accurately reproduce the pen down
time of the genuine writers. The global based features used for pre-classification,
leading to error rate improvements, were: T , Tvx and P̄ . In the case of T , the
results do nothing but confirm the well known fact that this feature is a good
discriminator [7]. The average pressure P̄ , is likely to be more consistent than
the other pressure based features analyzed here, since people may not make
considerable changes in the average pressure when signing. Finally, Tvx proved
to have a high discriminative power. Since Tvx indicates the time in which the
writer is writing forward, its discriminative power is probably due to the fact
that forgers may go back several times during the writing process.

The best error rates were achieved by a pre-classification based on αmax and
Tvx , and on αmean and T , for the Dutch and Chinese data, respectively. For
the Chinese data, the result is not surprising since T is a highly discriminative
feature. For the Dutch data, the result could be explained based on the fact
that, in most of the cases, horizontal traces are more significant than vertical
ones. Then, differences in the time in which the writer is writing forward would
indicate that a forged signing process is taking place.

In addition to the error rate improvements, the pre-classification helps to sim-
plify and speed up the verification process. From Fig. 2, it can be seen that, still
in the most conservative cases (using αmax, where the amount of pre-classified
signatures is minimum), an important part of the whole set of signatures is dis-
carded (more than 40% and 25%, for the best cases of the Chinese and Dutch
data, respectively), making the system to further process less signatures.

6 Conclusions

A pre-classification approach on the basis of global based features, was proposed
to be included in an online signature verification system. The proposed pre-
classification approach proved to be capable of exploiting the discriminative
power of the global based features to improve the overall performance with
respect to the case where no pre-classification is carried out. In addition, the
incorporation of the pre-classification stage proved to have the advantages of
simplifying and speeding up the signature verification process.
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Finally, the proposed pre-classification approach has the advantage of being
very simple, since it is based only on one global based feature, but proved to be
powerful, allowing improvements regarding the verification errors, the process
speed and the simplicity of the whole signature verification system.
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Abstract. A new offline handwritten signature modeling is introduced
that confluences disciplines from grid feature extraction and information
theory. The proposed scheme advances further a previously reported fea-
ture extraction technique which exploits pixel transitions along the sig-
nature trace over predetermined two pixel paths. In this new work the
feature components, partitioned in groups, are considered as events of a
grid based discrete space probabilistic source. Based on the 16-ary FCB2

feature, a set of 87 orthogonal event schemes, organized in tetrads, is
identified. Next an entropy rule is drawn in order to declare the most
appropriate tetrad scheme for representing a writer’s signature. When
skilled forgery is encountered verification results derived on both the
GPDS300 dataset and a proprietary one, indicate enhanced EER rates
compared to other approaches, including the previous reference of FCB2

as well.

Keywords: Signature Verification, Grid Features, Information Theory,
Events.

1 Introduction

It is now entrenched throughout a vast collection of research papers and exten-
sive surveys that the signature remains a popular way for humans to declare
their identity in many application areas [1]. Automated Signature Verification
Systems (ASVS) are broadly divided into two major categories depending on the
method that the signature is acquired. Both online and offline ASVS must cope
with the fact that the process of creating handwritten signatures, even when
they originate from a well trained genuine writer, may carry natural variations,
defined in the literature as inter-writer variability It is widely accepted that
the online ASVS are generally more efficient when compared to offline ASVS.
A commonly used figure of merit which many researchers employ in order to
characterize the efficiency of their ASVS is the equal error rate (EER) which is
calculated from the ROC or DET plots of both types of error rates.

Offline ASVS objective is to efficiently map an image into a mathematical
space which will represent the image by means of its corresponding features and
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computational intelligence techniques [2]-[3]. Feature extraction is one of the
most challenging tasks when ASVS are designed. There are many philosophies
including global based methods which address the image as a whole and extract
features from it [2], and local based methods which include geometrically and
graph based approaches [4]-[5].

Another philosophy with potential increasing interest exploits the signature
using a coarse or fine detail grid which is imposed upon the image. Then the fea-
tures are calculated as a function of the granularity of the image grid. The reader
may find relative references from the work of Baltzakis and Papamarkos [6], Var-
gas et al. [7], Kumar et al. [8], Impedovo et al. [9], Shekar and Bharathi [10],
Swanepoel and Coetzer [11], Kalera et al. [12], Gilperez et al. [13], Parodi et
al. [14] along with many others. In a recent work provided by Tselios et al. [15]
a novel method was presented which models the signatures by considering the
histogram of specific pixel transitions along predefined paths within pre-confined
Chebyshev distances of two (FCB2 feature). The feature extraction ideas have
been evolved by modeling the feature components in a probabilistic context
which allows us to represent the feature generation procedure as a discrete space
random source. The FCB2 symbols (messages) that the random source outputs
when a signature pixel is accounted are considered to be members of a prede-
termined alphabet. They are handled according to the description of the event
concept and they are complemented along with their corresponding probabilistic
moments. Thus, the 16 possible combinations of FCB2 transition paths are orga-
nized in groups with the use of an FT -event collection where subscript T denotes
the size of each feature group [16]. The result is an evolved feature description
which is expected to enhance the representation of handwriting. An example is
provided by selecting the 87 orthogonal permissible groups of four F4 collection
tetrads, hereafter called ‘schemes’, where in group formation orthogonality and
non-redundancy constraints are taken into account. During the training phase
the most appropriate event scheme is selected in order to represent each genuine
writer by an ad-hoc minimum entropy selection algorithm. Verification results
have been drawn with the use of two databases, the GPDS300 and a proprietary
one by means of the EER figure of merit.

The remaining of the work is divided as follows: Section 2 provide the pre-
processing stage and the feature extraction method. Section 3 describes the
verification protocol and section 4 provides the preliminary results along with
the conclusions.

2 Feature Extraction Method

2.1 Preprocessing Steps

The preprocessing of scanned signature images consists of signature black and
white conversion, skeletonization, cropping and segmentation. Initially, grey-
scale images are converted to black and white using Otsu’s thresholding method
[17]. Then, the morphological operation of signature’s skeleton extraction is ap-
plied on the black and white signature image to eliminate the effects of the pens’
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ink variety, while preserving strokes’ connectivity [2]. The most informative win-
dow (MIW) of the bounding rectangle is found in a similar way as in [15] and
the part of signature’s image outside this rectangle is cropped out. The outcome
of the preprocessing steps outcome is depicted in Fig. 1.

Fig. 1. Signature’s Scanned Image Preprocessing Steps

Feature vectors can be extracted from the whole MIW of the signature, from
segments of signature’s MIW or from their combinations. Signature’s MIW seg-
mentation is an extension of the idea of equimass sampling grids [18]-[19]. The
equimass sampling grids approach divides the number of black pixels of an image,
denoted as mass, by the number of grid divisions in x− or y− direction. Then
grid lines are placed in each direction such that each grid strip approximately
contains an equal amount of black pixels. Equimass sampling grid segmentation
provides strips of the signature with uniform size of signature pixels instead of
the trivial distance grid segmentation which provides segments of equal area. The
segmentation technique is further enhanced by relaxing the ’grid’-constraint of
signature’s MIW. This is achieved by keeping the approximately equal mass per
segment constraint. Therefore, grid lines are placed in either x− or y− direction
such that each grid strip contains the same number of black pixels, equal to mass
divided by the number of strips. Each strip is segmented independently of each
other, such that (approximately) equimass criterion holds among each segment
of the strip. In this way, the resulting segmentation is not a grid segmentation,
but an almost equimass rectangular image segmentation. The result is depicted
in Fig. 2.

Fig. 2. MIW Signature Segmentation Techniques
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2.2 Grid Based Feature Extraction

The proposed representation of the MIW of an offline signature in the feature
space pursues modeling the distribution of the co-occurrences of black pixel
transition paths of the signature strokes. The set of black pixel transition paths
that are used as a basis for signature strokes modeling is the set of FCB2 pixel
transition paths, in a slightly relaxed sense to the definition provided in [15].
To be specific, FCB2 transition paths comprise of three consecutive pixels while
maintaining the constraint of having the first and third pixels restrained to a
Chebyshev distance equal to two. Since, in offline signatures, signature-pixel
ordering is unknown, the ordered sequence of the pixels cannot be estimated.
This reduces the number of queried FCB2 transition paths, in a 5 × 5 pixel
grid window, with center pixel each black pixel of signature’s image, to the 16
independent transition paths presented in Fig. 3. The relaxation introduced now,
compared to the definition of [15], is on the constraint of the three consecutive
pixels being part of one-pixel wide signature trace. Through experimentation it
was concluded that forcing the signature trace to be one-pixel wide, reduces the
ability of FCB2 co-occurrence modeling. Thus, one-pixel wide constraints have
been eliminated. This relaxation has no impact on the 16 basic FCB2 elements
of the basis used for signature modeling.

Fig. 3. The basis of the 16 FCB2 transition paths (center pixel of the 5× 5 grid in red)

2.3 Event Based Modeling

Let (Ω,B, P ) denote the probability space on which all our possible outcomes
are defined. By definition, Ω is the sample space which consists of all 16 FCB2

components (symbols) produced by a discrete memory-less source whereas B is
a sigma field (the event space) that contains all possible occurrences of symbols’
combinations from the FCB2 alphabet. That is, B is the largest possible σ-field
[20] which is the collection of all subsets of Ω and is called the power set. Discrete
symbols of the sequence are produced at the center pixel of the 5 × 5 moving
grid as it slides over the signature trajectory. In addition, the usual independent
variable of time that normally applies a specific ordering to the data is not
existent here, as it is of interest only the occurrence of symbols and not their
ordered sequence. It is advantageous in our case to explicitly treat the notion of
the signature pixels indexes (i, j) as a transformation of sequences produced by
the source. As a consequence, the feature extraction grid can be identified as a
discrete space - discrete alphabet source.
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To overcome the problem of 216 space management we group Ω into T subsets
and we define the sub-s-fields Bt as the power sets for each Ω. In this work we
choose to group the 16-FCB2(i) components into ensembles of four tetrads (call it
hereafter F4-collection) thus resulting to 4×24 = 64 possible event combinations.
According to the exposed material, a discrete source, designated as Sn, can be
defined by its emitted symbols and consequent events which are now members
of one F4 collection. The entropy of source Sn is defined as in [1], where pSn(α)
is the distribution of the source events α. This novel modeling of the feature
generation process is an evolution of the previous method as it was described
in [15]. It attempts to model the distribution of the signature pixel transitions
as an information source, while the F4 collection has been utilized in order to
extract events of features along with their corresponding probabilities.

HFT = H(Sn) = −
∑
α∈Sn

pSn(α) ln(pSn(α)) (1)

From the complete set of all the possible ensembles of the F4 collection only 87
orthogonal cases (hereafter denoted as schemes) shall be enabled along with their
corresponding probabilities. The term orthogonal denotes that each component
in a subspace of a F4 tetrad event set cannot be derived as a union of the same
subspace F4 event combination. This constraint provides each signature with 87
different F4 orthogonal tetrads event sets, found through exhaustive search. In
the verification stage that follows, a selection algorithm must be applied in order
to choose the most appropriate scheme for each writer. The set Ω, along with
one of the feasible orthogonal F4 partitions (T = 4) and its accompanied power
set is depicted in Fig. 4.

Fig. 4. (A) Sample space, (B) One orthogonal F4 collection (c) Power set for each tetrad

3 Verification Procedure

3.1 Verification Protocol

During the training phase for each writer and all of his signatures samples and
segments an appropriate common scheme should be selected. We call hereafter
the set of the appropriate schemes per segment for feature extraction as the
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representative schemes set (RSS). The selection of the RSS of an orthogonal F4

collection of FCB2 for signature modeling in the current approach is based on
the criterion of the most uniform event distribution. The intuition behind this
criterion is that the more uniformly the FCB2 components along with their set of
events are met, the more relevant is the selected scheme to the signature’s trace
underlying mapping of motor movement. The uniformity of the distribution of
symbols within a group g of FCB2 components is evaluated using the entropy
of the probability mass function P of the sixteen possible combinations of each
F4 collection within each g group. For each one of the four power sets of a
F4 collection an entropy value is calculated namely H41, , H42, H43 and H44.
The sum of them identifies the representative entropy for the scheme applied
on the examined signature trace. The RSS is determined from the reference
set as defined in section 2.3. For a segment the RSS is the one that provides
the minimum sum of entropies along the relevant segment of nref number the
signatures of the reference set:

HF4 =

4∑
g=1

H4g, HS =
∑
nref

HF4 , RSS = argmin{HS}, s = 1 : 87 (2)

For each signer, nref number of genuine and an equal number of simulated-
forgery signature samples are randomly chosen for training the classifier. The
genuine samples are used initially to determine the RSS. Then, the feature vec-
tors of all signatures of the reference set are extracted using the RSS and feed a
hard-margin SVM classifier using radial basis kernel. The remaining genuine and
simulated forgery signatures’ feature vectors using the determined RSS feed the
SVM classifier directly for testing, similar to SVM FLV scheme used in [15]. In
our implementation, the SVM classifier apart from the class decision, calculates
a score equal to the distance of the sample under test from the SVM separating
hyperplane. This score for all tested signatures and for all writers is then used
for the calculation of the Equal Error Rate (EER) of the proposed system using
a global threshold. The experiments are repeated 20 times and the reported re-
sults are the mean values of experiment’s repetitions, so that results have greater
statistical significance.

3.2 Databases

The efficiency of the proposed method has been investigated with two databases
of 8-bit grey scale signatures: a Greek signers’ (CORPUS1) [15] and GPDS-300
(CORPUS2) [7]. CORPUS1 is comprised from 105 genuine and 21 simulated
forgery signature samples for each of the 69 signers of the database. CORPUS2
has 24 genuine signatures and 30 simulated forgeries for each of the 300 signers
of the database and is publicly available. During the experiments two schemes
of randomly selected training and testing samples were used for comparison
with the outcomes of contemporary research in the field. In the first scheme, 12
genuine and 12 simulated-forgery reference samples per writer are used, while in
the second scheme 5 genuine and 5 simulated forgery reference samples are used.
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The remaining samples are used for testing. The feature vector is a combination
of feature extraction from the whole signature’s MIW and from the four segments
of the 2 × 2 equimass rectangular segmentation of the MIW relevant to ‘S2’
scheme used in [15] for comparison.

4 Verification Results and Comparisons

According to the discussion presented above, FAR, FRR and the relevant EER
rates, are evaluated for (a) CORPUS 1 withnref = 5 and nref = 12 and (b)
CORPUS 2 with nref = 5 and nref = 12. The corresponding results are presented
in Table 1 by means of the minimum mean FAR, FRR and EER values for the
repetitions of the experimental sets of the current work. The results are promising
compared to recently reported ones. In the case of CORPUS 1 the derived results
are compared with the results relevant to those reported in [15] for feature level
simulated forgery verification tests using ‘S2’ scheme using (a) nref = 5 and (b)
the mean value of nref = 10 and nref = 15 tests for comparison with our test
using nref = 12 and presented in Table 2. Concerning CORPUS 2, the results
of recently reported research work using nref = 5 and nref = 12, along with the
results of the current approach are presented in Table 3.

Table 1. Experimental Results: Mean FAR, FRR and EER values for the defined
experimental sets for minimum observed EER values

Experimental Set FAR (%) FRR (%) EER (%)

Corpus 1, nref = 5 2.59 4.23 3.42

Corpus 2, nref = 5 11.29 5.48 8.37

Corpus 1, nref = 12 1.77 2.01 1.83

Corpus 2, nref = 12 6.52 3.23 4.88

Table 2. CORPUS 1: Comparison results of EER (%) values with relevant framework
in [15]

[15] for nref = 5 9.16 Current work for nref = 5 3.42

[15] mean EER for nref = 10 and nref = 15 4.65 Current work for nref = 12 1.83

Table 3. CORPUS 2: Comparison results of EER (%) values with recent research
approaches

[15] for nref = 5 12.32 Current work for nref = 5 8.37
[7] GPDS-100 for nref = 5 12.02

[14] nref = 13 (only genuine train samples) 4.21 Current work for nref = 12 4.88
[7] for nref = 12 6.2
[15] mean EER (nref = 10) & (nref = 15) 8.26
[8] for nref = 12 13.76
[21] for nref = 12 15.11
[22] nref = 12 (only genuine train samples) 15.4
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5 Conclusions

In this work a handwritten signature model based on the powerset of an event
topology is evaluated for offline signature verification. Early results on two signa-
ture databases suggest that the proposed feature extraction method is promising;
It is the authors intention to follow the dissimilarity framework in order to verify
the effectiveness of the proposed approach.
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Abstract. Updating of reference information is a crucial task for automatic sig-
nature verification. In fact, signature characteristics vary in time and whatever 
approach is considered the effectiveness of a signature verification system 
strongly depends on the extent to which reference information is able to model 
the changeable characteristics of users’ signatures. This paper addresses the 
problem of knowledge-base updating in multi-expert signature verification sys-
tems and introduces a new strategy which exploits the collective behavior of 
classifiers to select the most profitable samples for knowledge-base updating. 
The experimental tests, carried out using the SUSig database, demonstrate the 
effectiveness of the new strategy.  

Keywords: Signature Verification, Feedback-based Strategy, Multi Expert  
System. 

1 Introduction 

Biometrics is an emerging field of research and technology that involves the recogni-
tion of individuals through their physical or behavioural traits. Examples of physical 
attributes are fingerprints, facial features, the iris, DNA, etc. Some behavioural char-
acteristics are the signature, the voice and keystroke dynamics, among others [1, 2, 3]. 

A biometric system can either verify or identify. In verification mode, it authenti-
cates the person’s identity on the basis of his/her claimed identity. Instead, in identifi-
cation mode, it establishes the person’s identity (among those enrolled in a database) 
without the subjects having to claim their identity [4, 5]. 

Signature verification occupies a very special place in biometrics. A signature is a 
biometric trait generated by a complex process originating in the signer’s brain as a 
motor control “program”, implemented through the neuromuscular system and left on 
the writing surface by a handwriting device [6, 7]. The three main phases of automatic 
signature verification are: data acquisition and preprocessing, feature extraction and 
classification [3]. During enrolment phase, the input signatures are processed and 
their personal features are extracted and stored into knowledge base. During the clas-
sification phase, personal features extracted from an inputted signature are compared 
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against the information in the knowledge base, in order to judge the authenticity of the 
inputted signature [8]. 

Recently, it has been observed that the verification accuracy can be also improved 
combining multiple experts. The idea is not to rely on a single decision making 
scheme but to use several designs (experts) for decision making [9, 10]. In fact, the 
collective behavior of a set of classifiers can convey more information that those of 
each classifier of the set, and this information can be exploited for classification aims 
[11, 12]. When multiple experts are considered, the collective behavior of the set of 
individual experts can be exploited to dynamically update the knowledge-base of the 
system, according to suitable feed-back based strategies. In fact, a handwritten signa-
tures is the result of a complex process depending on the psychophysical state of the 
signer and the conditions under which the signature apposition process occurs. There-
fore, although complex theories have been proposed to model the psychophysical 
mechanisms underlying handwriting [6, 7], ink-depository processes [13] and regional 
distribution of information [14, 15, 16], signature verification still remains an open 
challenge since a signature is judge to be genuine or a forgery only on the basis of a 
few reference specimens.  

This paper proposes, as Figure 1 shows, the selection of the valuable samples use-
ful to update the knowledge-base of all experts of the set, correctly recognized by the 
multi-expert system.  

 

Fig. 1. Feedback in the Multi-Expert Parallel System 

Tests have been performed on the task of automatic signature verification, on the 
SUSig database by considering different types of features. Two different combination 
techniques (Majority Vote, Weighted Majority vote) have been used at abstract level.  
The results demonstrate that the proposed strategy is effective in terms of reduction of 
the false rejection rate (FRR) of genuine signatures and of the false acceptance rate 
(FAR) of forgery signatures. 

The paper is organized as follows: Section 2 presents the background of retraining 
rules and the different feedback-based strategies. Operating conditions and results are, 
respectively, in Section 3 and 4. Section 5 reports a discussion and the conclusion of 
the work. 
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2 Background of Retraining Rules 

2.1 Related Work 

In literature, several methods have been proposed for solving the retraining classifier 
issue, when new labeled data became available. So, the simplest way to update the 
knowledge base of classifier is probably to use the entire new dataset to retrain the 
system given the initial training condition or, depending by the classifier, the sets of 
new and old data. On the other hand, many interesting algorithms can be adopted in 
order to select (or focus the attention on) specific samples. In particular, the algorithm 
AdaBoost [17, 18] is able to improve performance of a classifier on a given data set 
by focusing the learner attention on difficult instances. Even if this approach is very 
powerful, it works well in the case of weak classifiers, moreover not all the learning 
algorithms accept weights for the incoming samples. Another interesting approach is 
the bagging one: a number of weak classifiers trained on different subset (random 
instance) of the entire dataset are combined by means of the simple majority voting 
[19]. Bagging and AdaBoost algorithms are adapted when considering a single clas-
sifier but applied to a ME system, them performance are boosted. Finally,  it has been 
observed that the collective behavior of classifiers can be considered to select the 
most profitable samples in order to update the knowledge base of classifiers.  

In the past, samples to be used for retraining were selected by considering those, 
misclassified by a specific expert of the set, which produced a misclassification at the 
ME level [20, 21, 22].  

In the next paragraph a new strategy is depicted taking into account of a multi-
expert system that works in supervised learning. 

2.2 Selecting Instances 

Let be: 

• jC , for j=1,2,…,M, the set of pattern classes; 

• { }KkxP k ,...,2,1| == , a set of pattern to be feed to the Multi Expert (ME) 

system. P is considered to be partitioned into S subsets P1,P2, …, Ps, …, PS, being 
Ps={xk∈P | k∈[Ns⋅(s-1)+1, Ns⋅s]} and Ns=K/S (Ns integer), that are fed to the multi-
expert system. In particular, P1 is used for learning only, whereas P2, P3,…,Ps,…,PS 
are used both for classification and learning (when necessary); 

• Ω∈sy , the label for the sx  pattern, { }MCCC ,...,, 21=Ω ; 

• iA  the i-th classifier for N,1,2,i …= ; 

• (k))F, (k), F, (k), F(k),(F(k)F Ri,ri,i,2i,1i ……=  the feature vector used by Ai 

for representing the pattern Pxk ∈ (for the sake of simplicity it is here assumed 

that each classifier uses R real values as features); 
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• ( )kKBi , the knowledge base of iA  after the processing of kP . In particular 

( ) ( ) ( ) ( )( )kKBkKBkKBkKB M
iiii ,...,, 21= ; 

• E  the multi expert system which combines iH
 
hypothesis in order to obtain the 

final one. 

In first stage (s=1), the classifier Ai is trained using the patterns xk∈P*
i=P1. There-

fore, the knowledge base KBi(s) of Ai is initially defined as:  

KBi(s)=(KB1
i(s),KB2

i(s),…,KBj
i(s),…,KBM

i(s))                            (1a) 

where, for j=1,2,…,M: 

                KBj
i(s)=(Fj

i,1 (s),Fj
i,2 (s),…, Fj

i,r (s),…, Fj
i,R (s))                            (1b) 

being Fj
i,r (s) the set of the r-th feature of the i-th classifier for the patterns of the class 

Cj that belongs to P*
i. 

Successively, the subsets P2,P3,…,Ps,…,PS is provided to the multi-classifier sys-
tem both for classification and for learning. The “leave-one-out” method is used to 
test the multi-expert system. When considering new labeled data (samples of 
P2,P3,…,Ps,…,PS), a naïve and not naïve strategy can be used. 

The naïve strategy uses all the available new patterns to update the knowledge base 
of each individual classifier: 

•  ist KBupdatePx _:∈∀             (2) 

The second approach is derived from AdaBoost and bagging. iA  is updated by 

considering all its samples correctly recognized by ME system: 

• ( )( ) ittst KBupdateyxEPx _:' =∋∈∀            (3) 

In order to inspect and take advantage of the common behavior of the ensemble of 
classifiers, the following simple strategy is evaluated and compared to the previous. 

3 Operating Conditions 

3.1 Classifier and Combination Techniques 

The classifier used for the experimentation is a Naïve Bayes Classifier. This fits, in 
the training phase, a multivariate normal density to each class Cj by considering a 
diagonal covariance matrix. Given an input to be classified, the Maximum a Posteriori 
(MAP) decision rule is adopted to select the most probable hypothesis among the 
different classes. 

Also many approaches have been considered so far for classifiers combination. 
These approaches differ in terms of type of output they combine, system topology and 
degree of a-priori knowledge they use [9, 10]. The combination technique plays a 
crucial role in the selection of new patterns to be feed to the classifier in the proposed 
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approach. In this work the following decision combination techniques have been con-
sidered and compared: Majority Vote (MV) and Weighted Majority Vote (WMV). 
MV just considers labels provided by the individual classifiers, it is generally adopted 
if no knowledge is available about performance of classifiers so that they are equal-
considered. The second approach can be adopted by considering weights related to the 
performance of individual classifiers on a specific dataset. Given the case depicted in 
this work, it seems to be more realistic, in fact the behavior of classifiers can be eva-

luated, for instance, on the new available dataset. In particular, let iε  be the error rate 

of the i-th classifier evaluated on the last available training set, the weight assigned to  

iA is, )/1log( iiw β=  being )1/( iii εεβ −=                      (4) 

3.2 SUSig Handwritten Signature Database 

The SUSig database consists of online signatures donated by 100 people (29 women 
and 71 men) [23]. The database was collected in two separate sessions that were ap-
proximately one week apart. Each person supplied 10 samples of his/her regular sig-
nature in each session, for a total of 20 genuine signatures, without any constraints on 
how to sign. Each person was then asked to forge a randomly selected user’s signa-
ture. So, 10 forged signatures were produced. 

Therefore, in our case a multi-expert system for on-line signature verification has 
been considered P={xj | j=1,2,…,30} (classes “0” and “1”) has been used. Figure 2 
presents some samples of handwritten signatures [23]. 

 

Fig. 2. Sample genuine signature from SUSig 

The DB has been initially partitioned into 2 subsets: 

• P1={x1,…, x8,x11,…,x18,x21,…,x28}, 
• P2={x9,x10,x19,x20,x29,x30}. 

In particular, P1 represents the set usually adopted for training and test considering 
the “leave-one-out” method on SUSig DB [21]. P2 is the feedback dataset. Each signa-
ture is partitioned into 5 stroke, successively, for each stroke, the following set of 
features have been considered: 
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- F1: features set 1: mean and variance of the distances between two consecutive 
points; 

- F2: features set 2: mean and variance of pressure between two consecutive points; 
- F3: features set 3: mean and variance of the velocity and acceleration between two 

consecutive points. 

4 Results 

This section presents the results in terms of false rejection rate (FRR) of genuine signa-
tures and the false acceptance rate (FAR) of forgery signatures. We combined, adopting 
a multi-expert system, the three set of features (F1, F2 and F3) and a classifier NB.  The 
label “X-feed” refers to the use of the X modality for the feedback training process: 
“All” is the feedback of the entire set. “MV” and “WMV” are feedback at ME level 
adopting, respectively, the majority vote and the weighted majority vote schema.  

Tables 1 show results related to the use of NB classifier and majority vote as com-
bination technique. P1 is used for training and test in “leave-one-out” approach and 
P2 is used for feedback learning. The first column (No-feed) reports results related to 
the use of P1 for training and test, without applying any feedback (0 Selected Sam-
ples), while the approach All-feed uses all samples belonging to the new set in order 
to update the knowledge base of each single classifier (All Selected Samples). For 
MV-feed an improvement both of the FAR is 1.36% and of the FRR is 0.59% respect 
to the use of the entire new dataset. 

Table 1.  NB, MV Combination Technique, Feedback – P2 

 No-feed MV-feed All-feed 

FAR 5.39 3.69 5.05 

FRR 6.25 5.58 6.17 

 
In particular, figure 3 shows that MV-feed outperforms each other feedback-based 

strategy. 

 

Fig. 3. Comparison between different feedback-based strategies: MV Combination  
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Finally, Tables 2 show results related to the use of NB classifier and weighted ma-
jority vote as combination technique. P1 is used for training and test in “leave-one-
out” approach and P2 is used for feedback learning. In this case, for WMV-feed an 
improvement both of the FAR is 0.68% and of the FRR is 1.32% compared to the use 
of the All-feed strategy where entire new dataset is used for the feedback. More spe-
cifically, figure 4 shows that the results provided by the WMV-feed approach are 
superior to those obtained by All-feed. 

Table 2. NB, WMV Combination Technique, Feedback – P2 

 No-feed WMV-feed All-feed 

FAR 5.19 2.95 3.63 

FRR 9.57 5.81 7.13 

 

Fig. 4. Comparison between different feedback-based strategies. WMV Combination. 

5 Discussion and Conclusion 

This paper shows the possibility to improve the effectiveness of a multi-expert system  
for automatic signature verification and presents a new strategy which exploits the 
collective behavior of classifiers to select the most profitable samples for knowledge-
base updating.  

The experimental results demonstrate the collective behavior of a set of classifiers 
provides useful information to improve system performance, depending on  the fea-
ture type and matching strategy. Future work will inspect these issues. 
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Abstract. Bio-Cryptographic systems enforce authenticity of cryptogra-
phic applications like data encryption and digital signatures. Instead of
simple user passwords, biometrics, such as, fingerprint and handwrit-
ten signatures, are employed to access the cryptographic secret keys.
The Fuzzy Vault scheme (FV) is massively employed to produce bio-
cryptogra-phic systems, as it absorbs variability in biometric signals.
However, the FV design problem is not well formulated in the literature,
and different approaches are applied for the different biometric traits.
In this paper, a generic FV design approach, that could be applied to
different biometrics, is introduced. The FV decoding functionality is for-
mulated as a simple classifier that operates in a dissimilarity representa-
tion space. A boosting feature selection (BFS) method is employed for
optimizing this classifier. Application of the proposed approach to offline
signature biometrics confirms its viability. Experimental results on the
Brazilian signature database (that includes various forgeries) have shown
FV recognition accuracy of 90% and system entropy of about 69-bits.

Keywords: Fuzzy Vault, Bio-Cryptography, Offline Signatures,
Dissimilarity Representation.

1 Introduction

Cryptographic systems deal with the security of stored or transmitted informa-
tion. For instance, data encryption methods provide a way for confidentiality,
as only authorized persons, who possess the decryption key, can decrypt and
understand the encrypted information. Also, the digital signature technology
guarantee data integrity. A person digitally signs and transmits the informa-
tion, by means of his signing key. A receiving party can verify that the received
information are not changed during transmission.

The drawback of cryptography lies in its dependency on secret cryptographic
keys, that if compromised, security of the whole system is compromised. Al-
though the cryptographic keys are too long to be guessed by impostors, they are
also too long to be memorized by the legitimate users. This problem is alleviated
through storing the key in a secure place, e.g., a smart card, and a user retrieves

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 95–102, 2013.
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his key by providing a simple password. Such token/password solution forms a
weak point in a security system, as whatever strong is the cryptographic key,
overall system security is determined by the password length. Moreover, these
authentication measures are not strongly associated with the user identity, so
they cannot really distinguish between attackers and legitimate users. Any per-
son who steals the password and the card can retrieve the cryptographic key and
access the system.

Biometrics, which are human traits like fingerprint, iris, face, handwritten sig-
natures, etc., are employed to alleviate the cryptographic key management prob-
lem. This new technology is known as bio-cryptography or crypto-biometrics,
where cryptographic keys are secured by means of biometrics instead of the tra-
ditional passwords [1]. As biometrics are strongly associated with user identity,
and it is less likely that they are stolen or forgotten, so they guarantee authentic-
ity of the cryptographic systems users. However, design of the bio-cryptographic
systems is challenging due to the fuzzy nature of the biometric traits. The intra-
personal variability and inter-personal similarity of biometric signals lead to false
rejection of authorized users and acceptance of unauthorized users, respectively.

The Fuzzy Vault Scheme (FV) [2] is employed to produce bio-cryptographic
systems based on different biometric traits. This scheme locks the cryptographic
key by means of locking features extracted from a biometric template. To unlock
the FV, and retrieve the key, a genuine biometric sample is used to extract some
unlocking features. The key can be unlocked only if the locking and unlock-
ing features overlap substantially. As identical matching between the biometric
template and the query sample is not required, so the FV absorbs some of the
biometric variability.

In literature, different design approaches are proposed to design FV systems
based on different biometric traits, and no generic approach is introduced. In
this paper, a generic FV design approach is introduced. The functionality of the
FV system is formulated as a simple classifier that operates in a dissimilarity
space [3], where distances between a query sample and a FV constitute the clas-
sification space. Optimizing the parameters and input features of this classifier
lead to accurate FV decoding. As a proof of concept, the proposed formulation
is applied to the offline signature biometrics, and have shown promising results.
The boosting feature selection method (BFS) [4] is employed here to optimize
the FV model, while different optimization techniques may be applicable.

The rest of this paper is organized as follows. The next section presents a back-
ground on the FV scheme as applied to biometrics. The proposed dissimilarity-
based formulation of the FV design problem is illustrated in section 3. Ap-
plication of the proposed method to the offline signature biometrics, and the
experimental results are presented and discussed in section 4.

2 Biometric Fuzzy Vaults

A FV scheme locks a cryptographic key K by means of a biometric template
T . To unlock K, a biometric query sample Q is provided by the user. Figure 1
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Fig. 1. Illustration of the FV locking/unlocking process

illustrates this locking/unlocking process. For key locking, K is split into k + 1
strings and constitutes a coefficient vector C = {c0, c1, c2, ...., ck}. A polynomial
p of degree k is encoded using C, where p(x) = ckx

k+ ck−1x
k−1+ .....+ c1x+ c0.

Then, a locking set FT = {fT
i }ti=1 is extracted from T . The polynomial is

evaluated for all points in FT and constitutes the set p(FT ) = {p(fT
i )}ti=1. The

points (FT , p(FT )) constitutes the genuine vault points.
It is known that, for a polynomial of degree k, only k + 1 points on its curve

are needed to reconstruct the polynomial equation. So, the genuine vault points
can be used to reconstruct the polynomial p, and thereby the cryptographic
key K. Hence, any person who accesses the genuine points can retrieve the key.
Accordingly, to conceal these data from attackers, a set of z chaff (noise) points

(F̂ = {f̂ii}zii=1, P̂ = {p̂ii}zii=1) are generated. Then, the chaff and genuine points
are mixed to constitute the fuzzy vault VT of length r points. Security of the
vault relies on the amount of concealing chaffs. In case that an impostor accesses
the vault data, he has to search for at least k+1 genuine points, out of r = t+ z
points of the FV. This search task becomes infeasible with high number of chaff
points z.

The proper way to unlockK from the vault VT , by legitimate users, is to apply
a biometric query sample Q. An unlocking set FQ = {fQ

j }tj=1 is extracted from

Q. Then, the chaff points are filtered by matching items of FQ against all items
in VT . In the ideal case, each feature encoded in FQ locates the corresponding
genuine feature encoded in FT (e.g., point 1 in Figure 1). On the other hand,
due to the fuzzy nature of biometrics, some elements of FQ differ from their
corresponding elements in FT , and two types of errors might occur, namely
erasures and noise. For the erasures case, fQ

i does not match with any vault
point, so it does not add any element to the matching set (e.g., point 2 in Figure

1). For the noise case, a feature fQ
i might equate a chaff f̂ii, so that it adds a

noise point (f̂ii, p̂ii) to the matching set (e.g., point 3 in Figure 1).
Finally, the resulting matching set is fed to a polynomial reconstruction al-

gorithm, to reconstruct the encoded polynomial p. This process succeeds only if
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Fig. 2. Proposed formulation of the FV design problem

the matching set contains at least k+1 genuine points. However, even if enough
genuine points exists, it is not possible to differentiate between the genuine and
noise points. To overcome this, FV decoders employ error correction codes, like
Reed-Solomon (R-S). The genuine set (FT , p(FT )) is considered as a code word
of length t, that encodes a secret message of length k+1, where there are t−k−1
redundancy elements. During the decoding process, some noise is added to this
code producing a corrupted version of it. The error correction codes can correct
some of these errors and recover the secret message.

In literature, the FV design problem is addressed with different approaches.
Generally, authors proposed methodologies to absorb the dissimilarities between
template and query biometric signals, so that they are within the error correction
capacity of the decoder. For instance, fingerprint-based FVs are proposed by
Nandakumar et al., where query samples are aligned with the templates [5].
The FV design problem needs to be well formulated, so that a generic approach
could be applied to the different biometrics.

3 Dissimilarity-Based Formulation of the FV System

The proposed approach relies on the concept of dissimilarity representation [3].
Instead of representing an object by a set of absolute measurements (features),
distances between the objects are considered as features. This concept applies
to the FV scheme. A query sample is classified as genuine or forgery, depending
on its distance to the FV template.

Figure 2 illustrates the proposed formulation of the FV design problem. Assume
F = {fi}Mi=1 is a vector of features extracted from a biometric signal. The FV de-
coder does not concern with the absolute feature values, but rather the difference
between the locking and unlocking features. Accordingly, the feature represen-
tation is translated to a dissimilarity feature representation ΔF = {δfQT

i }Mi=1,
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Fig. 3. Illustration of proposed dissimilarity-based FV locking/unlocking process

where δfQT
i = ‖fQ

i −fT
i ‖ is the distance between the query and template signals,

as measured by the feature fi. In this new space, it is easier to locate a subset of
features with similar values for intra-user samples, and that have dissimilar val-
ues when extracted from inter-personal samples. For traditional FV decoders, an
unlocking feature locates a locking FV point, only if they are identical. Due to the
variability of biometrics, it rarely happens that two feature instances are identical.
To alleviate this, we modify the FV decoding functionality, so it consideres sim-
ilar measurements as being identical. In order to define what the term “similar”
means, we define Δ = {δi}Mi=1, where δi is a threshold for a dissimilarity feature

δfi and δfQT
i < δi only if Q is a genuine sample.

The vectorΔ is used during the FV unlocking process, for matching unlocking
features with the FV points adaptively, based on the expected feature variability.
An unlocking element fQ

i is considered matching a FV element fT
i if they lie in

a matching window mi = 2 × δi. Figure 3 illustrates the viability of the adap-
tive matching a method. On contrary to the strict matching shown in Figure 1,
point 2 could be filtered from the chaff points as δfQT

2 < δ2. Also, the dissimilarity
thresholds vector Δ, is used during the FV locking phase, for adaptive chaff gen-
eration. The chaff points are generated so that they have equal separation space
Ω. This separation space is computed for each feature fi, so that Ωi = 3× δi. By
this method, it is less likely that an unlocking element fQ

i equates a chaff element

fii. For instance, point 3 in Figure 3 is filtered, and fQ
3 did not collide with the

chaff fii, as the chaff are generated outside the matching window w3.
Accordingly, similarity of the samples Q and T , as measured by a feature fi

is given by:

SQT
i =

{
1 if (δfQ

i < δi)

0 otherwise
(1)
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The most t discriminative features are selected to encode the FVs, and the
overall similarity score between the biometric query samples and its FV template
is given by:

SQT =

M∑
i=1

(wi × Si). (2)

where wi = 1, only if the feature fi is selected for FV encoding.
Define the decoding thresholdDΘ as the minimum number of correct elements

of a code of length t, that are needed to recover the encoded word of length k.
Also, define the error correction capacity ε as the maximum correctable errors,
where ε = t − DΘ. Consider the Berlekamp-Massey algorithm, as a specific
R-S error correction code employed for FV decoding. For this code, the ε =
(t− k − 1)/2, and DΘ = (t+ k+ 1)/2. Accordingly, the functionality of the FV
decoder can be formulated as:

DF = sign(SQT −DΘ). (3)

where DF is positive if the FV is decoded successfully, and it is negative other-
wise. It is obvious that, good design of a FV decoder implies that DF is positive
only for genuine query samples. This functionality relies on the elements that
produce the similarity score SQT and on the parameters that control the de-
coding threshold DΘ. These elements and parameters have to be optimized for
accurate FV decoding accuracy.

4 Application to the Offline Signature Biometrics

The proposed FV design approach is applied to the offline handwritten signa-
tures, where digitized signature images are used to lock/unlock the FVs. In the
preliminary version of this work [6], only the feature selection task is employed.
In this paper, the feature dissimilarity is modeled and used to implement the
proposed adaptive chaff generation and matching methods.

Although the proposed model of the FV system can be optimized by em-
ploying different supervised learning or optimization methods, we employed a
Boosting feature selection (BFS) algorithm [3] for feature selection and feature
dissimilarity modeling. BFS facilitates selection of a single feature at every boost-
ing iteration, while learning its decision threshold. In case that BFS is employed
in a dissimilarity representation space, the algorithm learns the dissimilarity
threshold δi for every feature feature fi. To this end, the enrolling signature
images are first represented as vectors in a high dimensional feature space. This
representation is projected on a dissimilarity representation space, where pair-
wise feature distances are computed. Boosting feature selection is employed in
this space, producing a compact space with the intra-personal distances are min-
imized and the inter-personal distances are maximized. The feature dissimilarity
thresholds are modeled in this space. This method is originally introduced by
Rivard et al., to develop writer-independent offline signature verification sys-
tems [7]. Recently, we adapted these systems for specific users by tuning their



A Dissimilarity-Based Approach for Biometric Fuzzy Vaults 101

Table 1. Performance of the proposed FV implementation

Measure %
Previous work[6] Proposed Method (ESC+DPDF)

(Only ESC) Strict matching Adaptive matching
FRR 25 28 11.53

FARrandom 3 2 2.05
FARsimple 7 3 2.39

FARsimulated 36 22 24.38
AER 17.75 13.75 10.08

Table 2. Impact of Chaff Quantity on the FV Performance

Chaff separation (Ω)
Without Fixed separation Adaptive separation
chaff 0.2 0.10 0.05 0.025 2δ 3δ

No. of FV points (r) 20 200 400 800 1600 1768 1528
No. of chaff points (z) 0 180 380 780 1580 1748 1508

Security 0-bits 45-bits 52-bits60-bits 68-bits69-bits 68-bits

FRR 5.25 11.53 28.94 55.53 75.81 7.03 6.13
FARrandom 2.74 2.05 1.06 0.58 0.31 2.40 2.31
FARsimple 3.49 2.39 1.58 0.88 0.49 2.89 3.26

FARsimulated 33.14 24.38 15.63 8.15 3.42 29.77 31.06

AERall 11.15 10.08 11.80 16.28 20.00 10.52 10.69

universal representations for specific users [8]. In this paper, training of such
user-specific verification systems is employed in the dissimilarity representation
space, as a wrapper to select discriminative FV locking features, and to learn
the dissimilarity thresholds. This process is out of the scope of this paper, and
more details are found in [9].

In the preliminary version of this work [6], we employed Extended-Shadow-
Code (ESC) features. Here, we investigate a multi-type feature extraction ap-
proach, where Directional Probability Density Function (DPDF) is also em-
ployed. The Brazilian database is used for proof-of-concept simulations. The
FV system is tested for 60 users, with 40 query samples per user (10 gen-
uine signatures, 10 random, 10 simple, and 10 simulated forgeries). The Av-
erage Error Rate (AER) is employed for performance evaluation, where AER =
(FRR + FARrandom + FARsimple + FARsimulated)/4. For more details about
feature extractions, experimental DB and testing protocol, see [7].

Table 1 reports the performance of the signature-based FVs. In [6], only ESC
features are employed. While when the DPDF features are added, the perfor-
mance is enhanced as AER is reduced from 17.75% to 13.75%. Applying the
adaptive matching method, enhanced the performance as AER is reduced from
13.75% to 10.08%.

Table 2 shows the impact of adaptive chaff generation method. It is clear that
the FRR is low when no chaff points are generated, while this implementation is
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not secure. The traditional chaff generation method, is to generate chaff points
with fixed separation space between them. In such case, there is a trade-off
between security and robustness. For instance, with small separation, e.g., 0.025,
there are 40 FV points generated with the same index (1 genuine + 39 chaff
points). In this case, a high number of chaffs (1580) is generated, while system
entropy is 68-bits and FRR = 75%. On the other hand, by applying the adaptive
chaff generation method, high number of chaffs could be generated (1508), with
minimal impact on the system robustness (FRR = 6%).

5 Conclusions and Future Work

In this paper, the FV design problem is formulated based on the dissimilarity
representation concept. The proposed formulation facilitates selection of FV en-
coding features, from large number of feature extractions. Features are translated
to a dissimilarity representation space, so their dissimilarities can be modeled.
Features with discriminative dissimilarities are selected for FV encoding, and
their modeled dissimilarities controls the chaff generation and matching pro-
cesses. The method is applied to the offline signature biometrics, where boosting
feature selection algorithm is employed for training. The proposed method, how-
ever, is general and future work will address different biometrics, feature selection
and optimization techniques. Also, all of the model parameters maybe optimized
for higher FV decoding performance.
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Abstract. In this paper we present a novel comparison among three
local features based offline systems for forensic signature verification.
Forensic signature verification involves various signing behaviors, e.g.,
disguised signatures, which are generally not considered by Pattern
Recognition (PR) researchers. The first system is based on nine local
features with Gaussian Mixture Models (GMMs) classification. The sec-
ond system utilizes a combination of scale-invariant Speeded Up Robust
Features (SURF) and Fast Retina Keypoints (FREAK). The third sys-
tem is based on a combination of Features from Accelerated Segment
Test (FAST) and FREAK. All of these systems are evaluated on the
dataset of the 4NSigComp2010 signature verification competition which
is the first publicly available dataset containing disguised signatures. Re-
sults indicate that our local features based systems outperform all the
participants of the said competition both in terms of time and equal
error rate.

Keywords: Signature verification, disguised signatures, forensic hand-
writing examination, local features, GMM, SURF, FAST, FREAK.

1 Introduction

Signature verification is in focus of research since decades. Traditionally, au-
tomatic signature verification is divided into two broad categories, online and
offline, depending on the mode of the handwritten input. If both the spatial as
well as temporal information regarding signatures are available to the systems,
verification is performed on online data. In the case where temporal information
is not available and the systems must utilize the spatial information gleaned
through scanned or camera captured documents, verification is performed on
offline data [1–3].

In many recent works signature verification has been considered as a two-
class pattern classification problem [3]. Here an automated system has to decide
whether or not a given signature belongs to a referenced authentic author. If
the system could not find enough evidence of a forgery from the questioned
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signature feature vector, it simply considers the signature as genuine belonging
to the referenced authentic author, otherwise it declares the signature as forged.

Apart from the above mentioned two class classification paradigm, another
important genre of signatures especially for Forensic Handwriting Examiners
(FHEs) is the disguised signatures. A disguised signature is written originally
by an authentic author but with the purpose of later denial. Here an authentic
author disguises his/her signatures to make them look like a forgery. The pur-
pose of disguising signatures can be hundreds, e.g., a person trying to withdraw
money from his/her own bank account via offline signatures on the bank check
and trying to deny the check signatures after some time, or even making a false
copy of his/her will etc., but they appear often in forensic casework. The cate-
gory of disguised signatures has been addressed during the ICFHR 4NsigComp
2010 [4]. This was the first attempt to include disguised signatures into a sig-
nature verification competition. The systems had to decide whether the author
wrote a signature in a natural way, with an intension of a disguise, or whether
it has been forged by another writer.

In this paper we investigate three local features based methods on the publicly
available 4NSigComp2010 signature verification competition data set. The first
system is based on nine local features with Gaussian Mixture Models (GMMs)
classification. The second system utilizes a combination of scale-invariant
Speeded Up Robust Features (SURF) and Fast Retina Keypoints (FREAK).
The third system is based on a combination of Features from Accelerated Seg-
ment Test (FAST) and FREAK.

The rest of this paper is organized as follows. Section 2 covers some of the
important related work. Section 3 explains the three offline signature verification
systems considered in this study. Section 4 explains the dataset used in this study,
reports on the experimental results and provides a comparative analysis of the
results. Section 5 concludes the paper and gives some ideas for future work.

2 Related Work

Signature verification has remained an active field since the last few decades. The
state-of-the-art of signature verification from late 1980’s to 2000 are presented
in [1], and [2]. Later methods have been summarized in [3]. Throughout these
years, various classification methods based on global and/or local features have
been presented. A majority of these methods have been tested for detection of
genuine and forged signatures but disguised signatures are generally neglected
apart from some initial research, like [1], and in some comparative studies of
local and global feature based methods, like [5].

Note that, unlike disguised signatures, disguised handwriting in general is
previously considered in some PR-research like [6]. However, [6] only focuses the
classification of disguise versus genuine handwriting which does not completely
suffice the needs of FHEs.

Some local features based methods such as Scale Invariant Feature Transform
(SIFT) are used for writer retrieval and identification, as in [7], but identification
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and retrieval differ from signature verification in their essence, also disguised sig-
natures are not explicitly focused as yet which is a novel aspect of our study. Sim-
ilarly some improvements in the basic SIFT descriptors have been suggested in
recent past for character recognition, such as in [8], and [9]. The SURF Keypoint
detector, which we have used to initially identify the signatures’ local regions of
interest in one of our experiments, in conjunction with SURF keypoint descrip-
tor has been previously used heavily for object and character recognition, such
as in [10–12]. Similarly, the FAST keypoint detector, which we have also used to
initially identify the signatures’ local regions of interest in one of our systems, has
been previously used mainly for problems like multiple object tracking [13], object
recognition for smart phone platforms [14], and recognition of degraded handwrit-
ten characters [15].

The novelty of our work, however, is the way local features are averaged and
applied for signature verification to cater the complete verification paradigm
including disguised signatures as well as the comparison we have performed
among the three approaches with respect to time and memory.

(a) (b)

(c) (d)

Fig. 1. Some example signatures. (a): A genuine reference signature, (b): Keypoints
extracted from the genuine reference signature, (c): Keypoints extracted from a ques-
tioned forged signature, (d): Keypoints extracted from a questioned disguised signature
(red=matching, blue=non-matching with the questioned signatures keypoints).

3 Local Features Based Systems

In this section we provide a short description of the three local features based
offline signature verification systems considered in this study. Note that for the
system 1 (i.e., SURF-FREAK) and system 2 (i.e., FAST-FREAK) we followed
the same methodology of local interest point/areas detection and description.
The difference between the two systems, however, is that in the first system we
used the Speeded Up Robust Features (SURF) for detecting the signatures’ local
areas of interest and in the second system we used the Features from Acceler-
ated Segment Test (FAST) for local interest areas detection. Later, in both the
systems, we used the Fast Retina Keypoints (FREAK) descriptors of these local
areas of interest in order to perform classification. In the following Section 3.1
we will describe the methodology we followed for the first two systems. Later in
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Section 3.2 we will describe the third local features based system we applied in
this study.

3.1 Methodology: System 1 and System 2

The proposed approach for signature verification is based on part-based/local
features. To perform part-based analysis, it is first required to extract keypoints/
areas of interest from the signature images. The regions around these keypoints
are then described using different descriptors. Hence, in the proposed approach
in System 2, FAST [16] keypoint detector is used to detect keypoints in signa-
ture images. FAST keypoint detector is computationally efficient in compari-
son to well known keypoint detection methods, e.g., SIFT [17], Harris [18], and
SURF [12] (we also compare results when we used SURF keypoint detector for
finding the potential local areas of interest, in System 1). In addition, FAST
gives a strong response on edges, which makes it suitable for the task of signa-
ture verification. Once the keypoints are detected, descriptor for each of the key-
points is computed using recently proposed part based descriptor, FREAK [19].
FREAK is a binary keypoint descriptor inspired by the retina in human visual
system. These features are efficiently computed by sampling area around the
keypoint on retinal pattern and encoding it as a binary string by comparing
image intensities over this pattern. FREAK features are computationally very
efficient in comparison to the well known part-based descriptors, i.e., SIFT [17]
and SURF [12]. As the descriptors extracted using FREAK are binary, therefore
Hamming distance is used for comparison of descriptors of query and reference
signatures. The use of Hamming distance in-turn makes it computationally more
efficient as it can be computed using a simple XOR operation on bit level. To
categorize a signature as genuine, forged, or disguised, first it is binarized us-
ing the well known global binarization method OTSU [20]. We preferred using
OTSU since we had fairly high resolution signature images and OTSU is also
computationally efficient. After binarization, we applied the SURF/FAST key-
point detector on all the reference signatures, separately, to get the local areas
of interest from these signatures. Then, obtained the descriptors of all of these
keypoints present in all reference images using the FREAK keypoint descriptor.
All of these keypoints and their associated descriptors describing important lo-
cal information are added into a database. This resulted in a bag-of-features,
which contained features for all of the keypoints which were collected from all
reference signature images. Once the bag-of-features was created, keypoints and
descriptors are extracted for the query/questioned signature. Now a comparison
was made between the query signature keypoints and the keypoints present in
our bag-of-features for that particular author. The same process of detecting
local area of interest using FAST and then descriptors by FREAK is applied
to the query image. After that we compared each of the query keypoints with
the keyponts present in the bag-of-features. Kept this process going until all the
query signatures keypoints were traversed. Finally, the average was calculated
by considering the total number of query keypoints and the query keypoints
matched with the bag-of-features. This represents the average local features of
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the questioned signature that were present in the bag-of-features of that author.
Now, if this average was greater than an empirically found threshold θ, (meaning,
most of the questioned signature local features are matched with reference local
features present in the bag-of-features), the questioned signature was classified
as belonging to the authentic author, otherwise (meaning, there were only a few
query keypoints for whom any match is found in the reference bag-of features),
the query signature did not belong to the authentic author. Figure 1a shows
an example reference (genuine) signature and Figure 1b shows the correspond-
ing SURF-keypoints extracted from this reference (genuine) signature. Similarly
Figure 1c shows a questioned (forged) signature and Figure 1d shows a ques-
tioned (disguised) signature, respectively, with SURF-keypoints extracted. Here
blue dots represent the original questioned keypoints and red dots represent the
keypoints matching with the reference signature keypoints.

3.2 System 3

In this system, given a scanned image as an input, first of all binarization is
performed. Second, the image is normalized with respect to skew, writing width
and baseline location. Normalization of the baseline location means that the
body of the text line (the part which is located between the upper and the
lower baselines), the ascender part (located above the upper baseline), and the
descender part (below the lower baseline) is vertically scaled to a predefined size
each. Writing width normalization is performed by a horizontal scaling operation,
and its purpose is to scale the characters so that they have a predefined average
width.

To extract the feature vectors from the normalized images, a sliding window
approach is used. The width of the window is generally one pixel and nine
geometrical features are computed at each window position. Thus an input text
line is converted into a sequence of feature vectors in a 9-dimensional feature
space. The nine features correspond to the following geometric quantities. The
first three features are concerned with the overall distribution of the pixels in the
sliding window. These are the average gray value of the pixels in the window,
the center of gravity, and the second order moment in vertical direction. In
addition to these global features, six local features describing specific points in
the sliding window are used. These include the locations of the uppermost and
lowermost black pixel and their positions and gradients, determined by using
the neighboring windows. Feature number seven is the black to white transitions
present within the entire window. Feature number eight is the number of black-
white transitions between the uppermost and the lowermost pixel in an image
column. Finally, the proportion of black pixels to the number of pixels between
uppermost and lowermost pixels is used. For a detailed description of the features
see [21].

Gaussian Mixture Models [22] have been used to model the handwriting
of each person. More specifically, the distribution of feature vectors extracted
from a person’s handwriting is modeled by a Gaussian mixture density. For a
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D-dimensional feature vector denoted as x, the mixture density for a given writer
(with the corresponding model A ) is defined as:

p(x‖A) =
m∑
i=1

wipi(x)

In other words, the density is a weighted linear combination of M uni-modal
Gaussian densities, pi(x), each parameterized by a D× 1 mean vector, and D*D
covariance matrix. For further details refer to [23], and [24].

4 Evaluation

4.1 Dataset

We used the test set of the 4NSigComp2010 signature verification competition
for evaluations. This is the first ever publicly available dataset containing dis-
guised signatures. The collection contains only offline signature samples. The
signatures are collected by forensic handwriting examiners and scanned at 600
dpi resolution. The collection contains 125 signatures. There are 25 reference sig-
natures by the same writer and 100 questioned signatures by various writers. The
100 questioned signatures comprise 3 genuine signatures written by the reference
writer in her/his normal signature style and 7 disguised signatures written by
the reference writer where s(he) tried to disguise herself/himself (the reference
writer provided a set of signatures over a five day period); and 90 simulated
signatures (written by 34 forgers freehand copying the signature characteristics
of the reference writer. The forgers were volunteers and were either lay persons
or calligraphers.). All writings were made using the same make of ball-point pen
and using the same make of paper.

4.2 Results

As mentioned above, our evaluation data contained 3 genuine, 7 disguised, and 90
forged signatures. This is not a problem for the evaluation since we computed the
Equal Error Rates (EER), calculated when the False Reject Rate (rate at which
genuine and/or disguised signatures are misclassified as forged by a system) is
same as the False Accept Rate (rate at which forged signatures are misclassified
as genuine by a system).

We performed three experiments for evaluating the efficiency and EER of the
three systems explained above and also compared their performance against all
the other participants of the 4NSigComp2010 signature verification competition
(the participants were tested on the same data under the same conditions in [4]).

– Experiment 1 that focused the classification of disguised, forged, and genuine
signatures using FAST Kepypoint detector and FREAK features.

– Experiment 2 that focused the same classification using SURF Kepypoint
detector and FREAK features.
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Table 1. Summary of the comparisons performed among the participants of the
4NSigComp2010 (from systems 1 to 7) and mentioned local features based systems

System FAR FRR EER Time (sec.)

1 1.1 90 80 312
2 41.1 90 58 1944
3 20.0 70 70 85
4 0.0 80 70 19
5 13.3 80 55 45
6 87.0 10 60 730
7 1.1 80 70 65

(SURF-FREAK) 30 30 30 12
(FAST-FREAK) 30 30 30 0.6
(Bunke-GMM) 20 20 20 100

– Experiment 3 that focused the same classification using Bunke [21] features
and GMM classification.

The results of these experiments are provided in Table 1. As shown in the
table, all of our proposed local feature based systems, i.e., SURF-FREAK,
FAST-FREAK, and Bunke-GMM outperform all the participants of the 4NSig
Comp2010 signature verification competition in terms of EER. The best system
from the competition could achieve an EER of 55%, whereas, the Bunke fea-
tures based system reached an EER of 20% and both the SURF-FREAK and
FAST-FREAK systems achieve an EER of 30%.

Furthermore, Table 1 also presents the performance comparison of the said
systems on the basis of time. The time is given in seconds and is actually the
average time taken by any algorithm to report its result on the authenticity of
one questioned signature. For reporting this result, the system has to process
the questioned as well as 25 reference signatures. Both of the proposed systems
again outperformed all the participants. Specially the FAST-FREAK method is
extremely time efficient. It succeeds from the other nine methods by a times of
(520, 3240, 141, 31, 75, 1216, 108, 166, and 20 respectively). We performed all
the tests at a machine with the following specifications.

– Processor: Intel Dual Core 1.73 GHz

– Memory: 1GB

– OS: WinXP Professional

A general drawback of most of the local features based approaches is the
enormous amount of time they take to compute results. In our experiments,
most of the participating systems were relying on global features except the
proposed systems, yet the execution of the proposed systems was fairly time
efficient than other systems. This shows that, if utilized properly, local feature
approaches show the potential of improving both performance and efficiency of
classification.
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5 Conclusion and Future Work

In this paper we have compared three of our part based forensic signature verifi-
cation systems with each other and also with all the systems that participated in
the 4NSigComp2010 signature verification competition. We explicitly considered
the time required and equal error rate achieved by each system. We performed
three experiments with three different local feature sets. In the first system we
used a combination of SURF-FREAK, in the second: a combination of FAST-
FREAK, and in the third system we used the Bunke features. All of these local
features based systems outperformed the participants of the 4NSigComp2010
signature verification competition by achieving EERs of 30%, 30%, and 20%,
respectively. Whereas the EER of the best participant in the 4NSigComp2010
competition was 55%.

Furthermore, we have made a time efficiency comparison among the consid-
ered local features based systems and the participants of the 4NSigComp2010.
Here again our local features based systems out-performed other participants
and one of our systems (i.e., FAST-FREAK) outperformed all other systems
remarkably.

In future we plan to use larger data sets where disguised signatures from
large number of authors are present in the test set. Regarding the systems’ out-
comes, we plan to enable them produce likelihood ratios according to Bayesian
approach, which will make these systems even more useful in the real world
forensic casework. This, however, is a difficult task since respective likelihood
computation of multiple classes is required in this case.
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Abstract. We present a method for finding the stability regions within
a set of genuine signatures and for selecting the most suitable one to be
used for online signature verification. The definition of stability region
builds upon motor learning and adaptation in handwriting generation,
while their selection exploits both their ability to model signing habits
and their effectiveness in capturing distinctive features. The stability
regions represent the core of a signature verification system whose per-
formance is evaluated on a standard benchmark.

Keywords: online signature verification, stability region, handwriting
generation, motor learning.

1 Introduction

Handwritten signatures are an interesting biometric characteristic, since they
are largely used and accepted in daily life as proof of one individual’s identity.

As any handwriting, they are obtained by concatenating elementary move-
ments, or strokes, in such a way that their execution requests the minimum
amount of metabolic energy. Such an optimization is learned along the years by
repeated practice, so that signing becomes automated and can be performed,
at least partially, without any proprioceptive feedback, as it was an elementary
movement. When the signature has been completely learned, i.e. it becomes a
distinctive feature of the subject, it is stored in the brain as a motor plan that
incorporates both the sequence of target points, i.e. the points where two succes-
sive strokes join, and the sequence of motor command to be executed to draw the
desired shape between them [1]. The encoding of such a motor plan, moreover,
is independent of the actuator [2].

According to those findings, multiple executions of the signature by the sub-
ject may produce ink traces with different shapes only because of variations on
both the psychophysical conditions of the subject and the signing conditions,
since the motor plan remains the same [3,4]. It is also expected, however, that
the variations in the signing conditions mentioned above may affect only some
of the signature features, but not all of them. For this reason, one of the aspects
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around which is centered the research activity in the field of signature verifi-
cation is the detection of stability regions, which are the traits of ink that are
shared by different executions of the signature.

Signature stability can be estimated directly from the signature signal or
indirectly on the set of features used for representing the signature [3]. Among
the methods for directly estimating on-line signature stability, those using DTW
to derive a local stability function [5,6], are the most similar to the one presented
in this paper, in that the analysis of local stability is used to select the best subset
of reference signatures.

In this work we present a method for the detection of stability regions in online
signatures. The proposed method assumes as stability regions the longest com-
mon sequences of similar strokes between pairs of signatures. This assumption
follows from the observation that, as discussed above, signing is the automated
execution of a well-learned motor task, and therefore repeated executions should
produce, at least ideally, the same movements and therefore ink traces with the
same shapes. Because of the variations in the signing conditions, it happens that
the ink traces are different, but because they results from the execution of the
same motor plan, and because the effects of different initial conditions in sign-
ing attenuate quickly during writing, it is expected that only short sequences of
strokes will exhibit different shapes. The longer the sequence of similar strokes
the longer the time during which the same motor program is executed under the
same conditions.

Once the stability regions of the genuine signatures have been found, the
classification of a questioned signature as either genuine or forged is achieved
by evaluating the longest common sequence of similar strokes between the ink
trace of the questioned and those of the genuine containing the selected stability
regions.

The remaining of the paper is organized as it follows. In section 2 we illus-
trate the method for finding the stability regions between a pair of signatures,
and discuss how they can be used for selecting the reference signatures. The
selected reference signatures and their associated stability regions are then used
in a signature verification experiment reported in section 3. Eventually, in the
conclusion we discuss the performance achieved by the proposed method and
outline our future research.

2 Modeling Stability in Signatures

In a previous work we have introduced an earlier version of our method for
finding stability regions between two signatures [7]. Here we introduce a new
version of the method, that takes in account the existing correlation between
consecutive strokes, and an alternative criterion for finding stability regions in
a set of N signatures.
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2.1 Searching for Stability Regions between Two Signatures

The proposed method assumes that the signature signal has been segmented
into a sequence of strokes, each of which has been label as ascender, descender
or normal, and the detection of the stability regions is achieved by an ink matcher
that finds the longest common sequences of strokes with similar shapes between
the ink traces of a pair of signatures. For deciding when two sequences are similar
enough, i.e. when they match, the method exploits the concept of saliency that
has been proposed to account for attentional gaze shift in primate visual system
[8]. Accordingly, sequence of strokes that are ”globally” more similar than other
will stand out in the saliency map.

To implement such an approach one needs to define a scale space, to find a
similarity measure to be adopted at each scale, to compute the saliency map,
and eventually to select the matching pieces of ink. We have adopted as scale
the number of strokes in the sequences whose similarity is being measured. Such
a number will be referred in the following as the length of the sequence. Let us
assume that the two sequences have N and M strokes, respectively. The number
of scales corresponds to the length K ≤ min(N,M) of the longest common se-
quence of strokes. Note that the inequality sign holds because we assume that
ascenders and descenders can match only themselves, not normal strokes. Thus,
K represents the length of the longest common sequence of compatible strokes,
i.e. strokes that can be matched. Successive scales are obtained considering se-
quences made of k = K,K − 1, ..., 2 strokes [9]. As similarity measure, we adopt
the Weighted Edit Distance (WED), which measures the shape similarity be-
tween pair of strokes [10]. The shape similarity of a sequence is obtained by
adding the WED of its strokes. After the shape similarity is evaluated at each
scale, we compute its saliency as it follows. At each scale k, the most similar
pair of sequence is selected and the saliency Sk

ij of all its strokes is computed as

Sk
ij = WEDij/k. Thus, the saliency map for a pair of inks made of N and M

strokes, respectively, assumes the shape of an NxM array, whose elements are
either 0, in case of incompatible strokes, or

∑
K Sk

ij . The saliency map is then

thresholded, and the longest diagonal sequences of values Sk
ij greater than the

threshold Sth are selected and they are named invariants.
As previously said, an ink trace is the result of a complex motor task that

can be decomposed in elementary movements. It is important to point out that
each stroke is not independent by the others but it is affected by the movements
realized before it and by those that will be realized after it. It means that an-
other parameter is needed to describing globally a strokes sequence and giving a
reliability measure of the similarity evaluated before. For this purpose, given an
invariant that goes from stroke T1 to stroke T2, we introduce another parameter
named compatibility:

C =

T2∑
t=T1

WEDt ∗ βt (1)

where βt takes into account the difference of slope variation between two
consecutive strokes in the reference and in the query signature.
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Fig. 1. The segmentation points (dots) and the stability regions (bold) of two
signatures

Therefore, the invariants with a compatibility greater than a threshold Cth

are the stability regions between pair of signatures, as shown in (Fig. 1)

2.2 Searching for Stability Regions in a Set of N Signatures

In way of principle, one would expect that the stability regions appear in all
the signatures of a subject, and therefore would define the stability regions of a
set of N signatures as the longest common subsequences of the stability regions
computed for every available pair of signatures. In practice, however, both the
stroke segmentation and the ink matching may introduce errors in locating the
segmentation points and/or in deciding when a sequence of strokes is similar to
another, that may produce different stability regions for the set of signatures.
For all these reasons, we must define how many and which are the most repre-
sentatives signatures, hereinafter called references, of a given data set. As with
regards to the number of references, we restrict our investigation to 2 and 3,
because this is the number of genuine signatures generally available in real life
applications. Therefore, given a set of N signatures we have

(
N
2

)
and

(
N
3

)
subsets

of signatures respectively, and we need to find the most representative ones.
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According to our basic assumption, longer stability regions correspond to
longer sequence of elementary movements executed in a highly automated fash-
ion. Because the level of automation is the result of the learning process described
above, and because the learning is an individual feature, long stability regions are
more subject-specific than short ones. Accordingly, we can select as references
the signatures corresponding to the longest stability regions.

Another suitable criterion is to select as references the signatures that mini-
mize the equal error rate on a verification experiment performed on the training
set composed by genuine and forgery samples.

3 Experimental Validation

The detection of the stability regions and its effectiveness in a verification
problem can be modulated by choosing the thresholds Sth and Cth of the ink
matcher stage and the number of references. A set of experiments has therefore
been executed for evaluating the effect of the value of those parameters on the
performance.

3.1 The Datasets

The performance of the proposed method has been evaluated on the signatures
of SVC2004 database [11] and on the signatures of the Blind subcorpus of the
SUSIG database [12]. The first contains 20 genuine and 20 forgery signatures for
each of 100 subjects, for a total of 40,000 specimen divided in training set, which
is publicly available, and test sets that is not available. The second database con-
tains 10 genuine and 10 forgery signatures for each of 60 subjects. The protocol
proposed during the First International Signature Verification Competition [11]
has been adopted during the test:

1. Skilled forgery detection: For each subject the genuine signatures are ran-
domly divided in two disjoined subsets: 5 samples are used together with
5 forgery signature as training set, the remaining are added to the set of
forgery signatures and used as test set.

2. Random forgery detection: the training set is built as before, whereas the
test set includes as forgery 20 genuine signatures produced by 20 different
subjects.

3.2 The Classification Rule

In this work we are interested in presenting and evaluating the method for the
detection of the stability regions by means of a signature verification experiment.
For this reason, we use a simple classification rule for showing that the obtained
results mainly depend on the selection of the stability regions and not on the
classification scheme. Each signature of the training set, either genuine or not,
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is mapped in a N dimensional space Γ , where N is the number of references,
and whose dimensions are:

ri =
Lm(f, refi)

Ls(refi)
i = 1, ..., N (2)

In equation 2, Lm is the length of the longest common sequence of strokes
between the signature under verification f and the reference refi and Ls is the
length of the stability region found in refi. Each ri ranges between 0 and 1.
For the sake of clarity, let’s consider the case N = 2. In such a case, Γ assumes
the shape of a square, whose vertices are (0,0), (0,1), (1,0) and (1,1). In such a
space, genuine signatures should have a (long) match with the stability regions
of both references, and therefore should be represented by points close to the
vertex of coordinates (1,1). On the contrary, forged signatures should not have
a (long) match with any of the stability regions of the references, and therefore
should be represented by points near to the vertex of coordinates (0,0). Thus, it
is possible to find two thresholds, Tg and Tf , by maximizing both the number of
genuine signatures correctly classified whose distances from the vertex (1,1) is
smaller than Tg, and the number of forgery correctly classified whose distances
from the vertex (0,0) is smaller than Tf , as shown in figure 2. Then, the selected
references and the value of Tg and Tf model the signing habit of the subject with
respect to a given population of writers. The verification is eventually achieved
by mapping the signatures under verification in Γ as above, and by computing
the distances df and dg between the point representing the signature and the
two vertices (0,0) and (1,1), respectively. The decision criterion follows naturally
from above:

if [(df >= Tf) AND (dg >= Tg) AND (df - Tf) < (dg - Tg)] OR

[(df < Tf) AND (dg >= Tg)] then

forgery;

if [(df >= Tf) AND (dg >= Tg) AND (df - Tf) >= (dg - Tg)] OR

[(df >= Tf) AND (dg < Tg)] then

genuine;

if [(df < Tf) AND (dg < Tg)] then

if [(df - Tf) < (dg - Tg)] then

forgery;

else

genuine;

3.3 Results

The classification rules are applied for different values of Sth and Cth in four
different conditions:

1. ref2 H0: 2 genuine signatures with the longest stability region are selected
as references by the training set;
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Fig. 2. The signatures from the training set and the decision region for genuine and
forgery

2. ref2 H1: 2 genuine signatures that minimize the EER on the training set are
selected as references;

3. ref3 H0: 3 genuine signatures with the longest stability region are selected
as references by the training set;

4. ref3 H1: 3 genuine signatures that minimize the EER on the training set are
selected as references.

In the experiments, Sth and Cth were chosen by using a grid search with Sth =
(0.70 ÷ 1.0) and Cth = (0.40 ÷ 0.80). In the figures 3 and 4 we plot EERavg

as function of Cth for Sth = 0.9 in case when the test set includes skilled and
random forgeries, respectively. The best results on the SVC2004 database were
obtained using Sth = 0.9, Cth = 0.75 and selecting as references the two genuine
signatures that minimize the EER on the training set. The test executed on the
SUSig dataset confirmed that the best performance was obtained by selecting
the references as above, whereas the best values for the parameters of the ink
matcher stage were Sth = 0.9 and Cth = 0.5. In this case, a smaller value of
compatibility is required because the signatures are shorter and segmented in a
smaller number of strokes than the samples of the SVC2004 database and then
shorter stability regions are obtained. Table 1 reports the performance of our
method in its best configuration in comparison with those participating in the
SVC2004 benchmark.

4 Conclusions

We have presented a model for describing the signature of a subject centered
upon the concept of the stability regions. In particular, we have discussed about
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Fig. 3. Trials performed on the test set composed by genuine and skilled forgery sig-
natures. EERavg values are obtained with different scheme of references selection and
different values of ink matching threshold Sth Cth.

Fig. 4. Trials performed on the test set composed by genuine and random forgery
signatures. EERavg values are obtained with different scheme of references selection
and different values of ink matching threshold Sth Cth.
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Table 1. Results on SVC2004 database

Team ID
skilled forgeries random forgeries

EERavg EERsd EERavg EERsd

106 5.50% 7.73% 3.65% 4.80%
126 6.45% 10.41% 3.49% 4.53%
124 7.33% 7.71% 2.93% 3.72%
115 9.80% 13.90% 2.90% 3.60%

Our method 10.94% 2.97% 4.68% 2.38%
114 11.10% 11.11% 3.36% 4.36%
119c 11.98% 17.65% 2.87% 3.68%
119b 11.99% 17.66% 2.88% 3.68%
118 14.34% 16.11% 4.29% 5.45%
119a 14.91% 18.98% 2.90% 3.64%
116 15.67% 13.24% 2.89% 3.64%
117 16.45% 11.79% 4.66% 5.22%
104 18.99% 13.95% 11.57% 13.28%
103 25.83% 22.11% 6.58% 9.20%
112 31.32% 18.09% 11.67% 9.58%

how to select a limited number of signatures by a given set of N genuine sig-
natures for finding the most robust stability regions for a subject. We have
evaluated the effectiveness of the proposed definition of stability by performing
a signature verification experiment based on a standard protocol and using two
standard datasets of online signatures.

The results in Table 1 show that our method ranks 5th in terms of EERavg,
but it is the top performing one in terms of SDavg. These results confirm the
ability of our stability regions to capture the distinctive aspects of signatures
and suggest that, despite the simple classification rule, they are a viable tool for
implementing a good performing system for automatic signature verification.

Our future research will focus on adopting more sophisticated classification
schemes to improve the system performance, on investigating the behavior of
stability regions in case of disguised writers, and on measuring the performance
of the proposed method in such a case and when only genuine signatures are
available for training.
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Abstract. Stability analysis of handwritten signatures is very relevant for auto-
matic signature verification. In this paper the analysis of stability is performed 
by considering the characteristics of the processes underlying signature genera-
tion. More precisely, the analysis of stability is performed by considering the 
Sigma-Lognormal parameters, according to the Kinematic Theory. The experi-
mental tests, carried out using the SUSig database, demonstrate that the new 
technique can provide useful information both for a deep understanding of the 
processes of signature generation and for the improvement of the processes for 
automatic signature verification.  

Keywords: Biometry, Automatic Signature Verification, Stability Analysis, 
Sigma-Lognormal. 

1 Introduction 

In the contemporary society, handwritten signature is a common trait for personal 
authentication and people are familiar with its use [1].  

Unfortunately, a handwritten signature is a very complex trait. The rapid writing 
movement underlying handwritten signature generation is determined by a motor 
program stored into the signer’s brain and implemented through the signer’s writing 
system and writing devices (paper and pen type, etc.). Therefore, each handwritten 
signature strongly depends on a multitude of factors such as the psychophysical state 
of the signer and its social and cultural environment as well as the conditions under 
which the signature apposition acquisition process occurs [2,3]. Hence, it is not sur-
prising that although there is a growing interest in the field of automatic signature 
verification, several basic aspects concerning the nature of this very special kind of 
biometric trait are still open to investigation. Indeed, research on automatic signature 
verification is a multifaceted field of research involving aspects from disciplines as 
wide ranging as human anatomy and engineering, neuroscience and computer 
sciences, and so on.  

One of the basic aspects that is currently at the centre of a large debate concerns 
signature stability [4,5]. In fact, everyone is aware that his/her signature is never the 
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same even if each of us generally learns to sign at an early age and practices con-
stantly to produce similar signatures according to his/her specific and personal model. 
Hence, stability in handwritten signatures is a crucial characteristic for investigating 
the intrinsic human properties related to handwriting generation processes concerning 
human psychology and biophysics. In addition, its study can provide new insights for 
a more accurate treatment of signatures for verification purposes, hence contributing 
to the design of more effective signature verification systems. For these reasons, it is 
not surprising that the scientific community has been devoting much effort to the 
analysis of signature stability.  

When considering dynamic signatures, many approaches estimate signature stabili-
ty by the analysis of a specific set of characteristics. In general, these approaches have 
shown that there is a set of features which remain stable over long time periods, while 
others can change significantly in time [6,7]. More precisely, a comparative study of 
the consistency of certain features of dynamic signatures has demonstrated that posi-
tion, velocity and pen inclination can be considered to be among the most consistent, 
when a distance-based consistency model is applied [6]. Other results based on per-
sonal entropy demonstrated that position is a stronger characteristic than pressure and 
pen inclination in both short and long-term variability. Moreover, although pressure 
may give better performance results in a short-term context, it is not recommended for 
signature verification in a long-term. 

When static signatures are considered, the degree of stability of each region of a 
signature can be estimated by a multiple pattern-matching technique [8,9]. The basic 
idea is to match corresponding regions of genuine signatures in order to estimate the 
extent to which they are locally different. Of course, a preliminary step is used to 
determine the best alignment of the corresponding regions of signatures, in order to 
diminish any differences among them.  

This paper presents a new technique for the analysis of local stability in dynamic 
signature. This technique applies Dynamic Time Warping (DTW) to match signatures 
in their generation domain according to the Sigma-Lognormal model. The organiza-
tion of this paper is the following. Section 2 presents the Sigma- Lognormal model. 
Section 3 presents the new technique for the analysis of stability based on Dynamic 
Time Warping and Section 4 presents the experimental results, carried out on signa-
tures of the SuSig database. Finally, section 5 presents the conclusion of the work.  

2 Sigma-Lognormal Model 

The kinematic theory of rapid human movement[10], relies on the Sigma-Lognormal 
model to represent the information of both the motor commands and timing properties 
of the neuromuscular system involved in the production of complex movements like 
signature [11,12]. 

The Sigma-Lognormal model considers the resulting speed of a single stroke j as 
having a lognormal shape Λ scaled by a command parameter (D) and time-shifted by 
the time occurrence of the command (t0): 
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(1) 

 
where Pj=[Dj, t0j, μj, σj, Θsj, Θej] represents the sets of Sigma-Lognormal parame-
ters[11]: 

• Dj : amplitude of the input commands; 
• t0j : time occurrence of the input commands, a time-shift parameter; 
• μj: log-time delays, the time delay of the neuromuscular system expressed on a 

logarithmic time scale; 
• σj: log-response times, which are the response times of the neuromuscular system 

expressed on a logarithmic time scale; 
• Θsj: starting angle of the circular trajectories described by the lognormal model 

along pivot; 
• Θej: ending angle of the circular trajectories described by the lognormal model 

along pivot. 

Additionally, from the hypothesis that every lognormal stroke represents the 
movement as happening along pivot, the angular position can be computed as [11]: 

  
(2)

 

In this context, a signature can be seen as the output of a generator that produces a 
set of individual strokes superimposed in time. The resulting complex trajectories can 
be modeled as a vector summation of lognormal distributions (being NLN the total 
number of lognormal curves in which the handwritten trace is decomposed): 

  
(3)

 

For each of the components of the signature, and then for each stroke, it can define 
some profiles that add information to those already expressed by the parameters of the 
Sigma-Lognormal [10]. For the aims of this paper, the most relevant profile is the 
velocity profile, that is expressed by this expression: 

  

(4)

 

Of course, expression (4) reaches its maximum for  
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Fig. 1. An example of using ScriptStudio for parameter extraction 

For each signature, Sigma-Lognormal parameters were extracted using Script Stu-
dio [11]. Figure 1 shows an example of parameter extraction for a signature of the 
SuSig database. 

The parameters are modeled in a matrix, in which in each row contains the 
parameters of a Sigma-Lognormal curve of the signature, such as: stroke initial time; 
stroke amplitude; log time delay; log response time; initial angle; final angle. 

Figures 2 and 3 show respectively the velocity profiles obtained by the Sigma-
Lognormal curves for a genuine and a forged signature. It is worth noting that the 
analysis of the signatures in the generation domain (through the lognormal model) 
allows us to have a first indication of the authenticity of a signature. In fact, the num-
ber of curves underlying a forgery signature is generally higher than the number of 
curves that underlying the corresponding genuine specimen. This can be explained 
with the presence of additional strokes that are created by the forger in an attempt to 
imitate particularly complex traits of the genuine signature.  

 

     

 

Fig. 2.  Example of genuine signature and related velocity profile 
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Fig. 3.  Example of forgery signature and related velocity profile  

For the analysis of local stability of the generation process a well-defined Matlab 
function was realized with the following purposes: 

1. determine time and velocity profile for the target signature, that is first signa-
ture produced by author; 

2. determine time and velocity profile for signatures that must be matched with 
the target signature; 

3. determine the warping path using Dynamic Time Warping (TDW); 
4. count the number of DMP for each stroke; 
5. compute the local stability function (according to eq. (15)); 
6. compute the global stability for each signature (according to eq. (16)) 

Figure 4 shows the stability function for a genuine signature, when it is matched 
against other genuine specimens (genuine-genuine) and forgeries (genuine-forgeries).  

 

 

Fig. 4. An example of results obtained by analyzing local stability  



 Stability of Dynamic Signatures: From the Representation to the Generation Domain 129 

 

The result shows that generally the local stability among genuine-genuine signa-
tures is significantly greater than local stability among genuine-forgeries. In particu-
lar, some curves exist in which stability of genuine signatures is clearly superior to 
those of the forgeries signature (examples are curves 4 and 8), while for other curves 
the difference is not so evident (examples are curves 2 and 13).  

 
Fig. 5. An example of results obtained by analyzing global stability 

As regards the global stability, figure 5 shows the results obtained by 10 authors, 
taken randomly from the 94 authors of Visual Subcorpus. For each author the aver-
aged value of the global stability function of their signatures is reported, that provide 
an information about the stability of the signatures of each signer. In this case the 
result demonstrate that generally global stability of the signatures produced by the 
signer exceeds 60%, while global stability of the signatures produced by forgeries is 
just over 20%.  

5 Conclusions 

In this paper, a new approach for the analysis of local and global stability for online 
signatures was presented. This approach is based on Dynamic Time Warping algo-
rithm applied to signatures modeled by speed profiles extracted from appropriate 
parameters of Sigma-Lognormal distributions. The experimental results demonstrate 
that the new approach can provide useful information about signatures that reveal 
some specific characters about signers’ behaviors. 
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Abstract. Our research works are concerned with checking the off-line handwrit-
ten signature. We propose a base of Tunisian static handwritten signatures. In this 
paper, we go through the phase of designing the SID-Signature database and its 
various features. Afterwards, we present the results obtained by this base as part 
of our system of handwritten-signature verification. 

Keywords: off-line handwritten signature, SID-Signature database, Tunisian 
signature, Planar modeling signature. 

1 Introduction 

The biometric verification of the handwritten signature remains one of the main ap-
proaches to authenticating the identity, which are present in various fields of the mod-
ern society such as financial and legal transactions. The static handwritten signature 
has always been used by different social classes to authenticate and certify all sorts of 
official documents and make individuals aware of their commitments (contracts, fi-
nancial and legal transactions, etc.). 

The signature is a draw resulting from a more or less voluntary movement that is 
specific to each individual and which allows certifying the documents they append. 
The signing action has existed for a very long time and has known a significant geo-
metric variation since the Middle Ages. Indeed, to certify documents, people in the 
Middle Ages used the signatures, crosses or monograms, to which they could add 
initials or parts of their names [1]. Fig1 gives examples of signatures used at that era.  

 

Fig. 1. .Sample signatures of the Middle Ages 
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Table 2. The main characteristics of some static-handwritten-signature databases  

Ref\ Base Origin 
Signatory  
Number  

Type of 
signatures 

Characteristics 

[5] SIGMA 
Malay-

sian 
213 

 
Simulated 

 

 

[8] MCYT  
Spanish 

 

75 
600dpi, 

256 gray level 
[6] GPDS960 960 300dpi, BMP 
[7] GPDS960 gray  960 (881) 600dpi, PNG 

[9] SigCom09  
App: 
12 

Test: 
100 

300dpi, 
600dpi, PNG 

[10] 4NSigComp2010 
(Subset of GPDS960) 

Spanish 400 300dpi, BMP 

[11] SigCom11 
Chinese 
Dutch 

12 400 dpi, PNG 

[12] 4NSigComp2012  2 3 
Simulated 
Disguised 

300dpi, BMP 

 
As showing in the literature and Table 2, most databases contain particularly the 

type of forgery by simulation; it is always the most difficult case to solve. Similarly, 
the bases are more and more composed of a large number of signatories to be closer 
to the real situation of the applications. We also note that the different research teams 
set up their own databases to validate their signature verification / identification sys-
tems. This can be explained by the lack of databases of international static handwrit-
ten signatures and the need to have a database tallying with the population of the 
country concerned with the corresponding real application.  

As part of our research works, we have been brought to build a database of North 
African offline handwritten signatures, taking into account the characteristics purely 
specific to the image of the North African signature. In this paper we are confined to 
the sub-base tallying with the Tunisian population; we present the SID-Signature 
database by exploiting it in the case of validating a planar modeling of the static 
handwritten signature. In the following section, we detail the phase of designing the 
database and its various features. Section 3 is devoted to the morphological study of 
the base. Section 4 presents the results of using this basis for validating a planar archi-
tecture of the handwritten signature. The conclusion and the perspectives are given in 
Section 5. 

2 Design of the SID-Signature Database 

To design this database we have proceeded by a collection of signature samples fol-
lowed by a phase of digitizing and storing data. We describe in what follows the dif-
ferent adopted choices. 
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2.1 Collecting Signatures 

The different signature samples have been affixed by means the same make of blue 
ballpoint pen on the same make of white A4 paper forms divided into 15 blocks of the 
same size. The choice of using 15 blocks to append the signatures has been the basis 
of studying a large number of signatures. The space reserved for appending is suffi-
cient to draw different-sized signatures. 

The database has currently 6,000 genuine signatures corresponding to 100 Tuni-
sians with different ages and cultural and scientific levels. Each signatory has pro-
vided 60 samples, in different sessions, to avoid possible geometric variations related 
to the appending close to the time of signatures. Indeed, the signatory risks being tired 
from signing several times in succession or from being pressed to finish, which leads 
to significant variations in the form of their signature. Table 3 shows some statistics 
of  the SID-Signature database.  

Table 3. Some statistics of the SID-Signature database  

SID-Signature Database 

Gender distribution 64% male / 36% female 

Age distribution 
10% (<18); 34% (18-25); 28% (25- 35); 21% (35-50); 

7% (> 50) 

Scientific level 17% employee;  46% student; 37% teacher 

 
10 forgers (persons different from writers) have been solicited to collect the forged 

signatures. Each forger has provided, in different sessions, 2 simple forgeries and 2 
ones by a skilled imitation of each signature class. 

To produce a skilled imitation, we have provided the forger with different static 
images of the genuine signature to imitate, and he produce the skilled forgery without 
practicing imitation.  

Table 4. Samples of the SID-Signature database 

 

Signatory Genuine Skilled 
Imitation 

Simple 
Forgery 

Random 
signature 

Name: Sahnoun 
Surname: Mohamed 

 
 

   

Surname:Wafa  
 

   

Surname: كريم  
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The simple forgery corresponds to writing the surname and / or the name of the 
genuine signatory (which have been provided to them); this gesture is often adopted 
by the majority of this type of falsifiers (Table 4).  

It should be noted that the scrutiny of the two forgery types takes into account the 
highly variable shape of the Tunisian signatures (writing, graphics, and a blend be-
tween the two). 

The SID-Signature database is subdivided into a learning sub-base and a test one. 
The learning base is composed of 4,000 genuine signatures (40 first samples corres-
ponding to each signatory). The test sub-base consists of 2,000 authentic signatures, 
2,000 simple forgeries, 2,000 skilled-imitated forgeries, and 2,000 random signatures: 
The random signatures correspond to the authentic signatures belonging to other writers (20 samples for each type) (Table 5).  

Table 5. Distribution of samples of the SID-Signature database for modeling evaluation 

Sets of data Number of samples Type of signatures 

Learning 4,000 (40x100) Genuine 

Test 

2,000 (20x100) Genuine 

2,000(20x100) Random 

2,000(20x100) Simple forgeries 

2,000(20x100) 
Skilled-imitated  

forgeries  

2.2 Signature Digitization  

The different forms of the collected signatures have been digitized at a 300 dpi resolu-
tion with 256 gray levels. We have used for this three scanners: a HP 3200C, HP 
G2710 and EPSON DX4400.  

Extracting the signatures of each form takes place automatically. To do this, we 
have developed a segmentation module based on exploring mainly the horizontal and 
vertical projections of the image of the considered form. The result images are stored 
in the SID-Signature database in a bitmap format in black and white (Fig 2). This 
database will be accessible to the public from the site http://www.sage-
eniso.org/equipe/fr/1/SID-Signal-Image-et-Document.html 

3 Morphologic Study of the Signature Database 

The morphological study of the samples of the SID-Signature database shows the 
presence of the three signature styles previously mentioned in section 1: 14% of the  
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Fig. 2. Process of acquiring and extracting signatures database 

signatories sign with writing (their surnames and / or forenames), 27% sign with pure-
ly-random graphical forms, and the majority sign with a mixture parts of their sur-
names and / or names linked to graphical lines. 

We have noted an intrapersonal variation that is more or less important for all the 
signatories. This is a natural characteristic of the handwritten-signature drawing. 

We have even noticed strong similarities between the shapes of some signatures 
classes, which can then bring about confusion during verification (Fig 3).  The two 
dimensions of the various signatures of the base are highly diverse and range respec-
tively from 86 to 670 and 137 to 812 (Table 6).  

Table 6. Distribution of some characteristics of the SID-Signature database 

Widths distribu-
tion  

3% (131.5-190) ; 35% (190-365) ; 36% (365-482) ; 22% 
(482-598) ; 4% (598-715) 

Heights  
Distribution 

7% (74-118) ; 38% (118-205) ; 41% (205-336) ; 
14% (336-510.5)  

Slant  
distribution  

4% (< -12.2°) ; 16% (-12.2°… -1.35°) ; 35% (-1.35°… 
9.54°) ; 38% (9.54°- 42.2°) ; 7% (> 42.2°)  

 

 

Fig. 3. Similarities between the shapes of signatures corresponding to different persons  
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4 Exploiting the Database by a Planar Architecture  
of the Handwritten Signature  

Our research is about checking the handwritten signature by a planar modeling  
[13-14]. The choice of the planar modeling allows considering the two dimensions of 
the image in a simplified way. The signature image pre-processed beforehand (binari-
zation, median-filtering, and size normalization) is segmented into three horizontal 
bands in order to bring the successive lines containing approximately homogeneous 
information together in the same band. The number of ‘three’ has been chosen follow-
ing a study of the morphological changes in each class signature. Each band is mod-
eled by a secondary modular MLP model. A vertical main modular MLP model  
ensures thereafter the correlation between the three secondary models. Thus, each 
signature class has been associated with a specific neuronal planar model.  

We use two basic global feature types: geometric features and textural ones ex-
tracted from the application of the wavelet transform. Each secondary model has a 
six-characteristic input vector; these characteristics represent the number of black 
pixels and wavelet features of the corresponding band. As wavelet features, we retain 
the mean and the standard deviation of the approximation image and the standard 
deviation of the horizontal, vertical and diagonal detail images. 

 
Fig. 4. The Planar model Architecture associated to the signatory n°100 
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The input vector of the principal model contains seven characteristics correspond-
ing to the outputs of the three secondary models, the signature orientation, and the 
number of black pixels, in the highest line, of the vertical histogram for each band 
(Fig 4). 

Several experiments have been carried out to determine the best parameters of each 
model tallying with each signatory (the number of hidden layers and hidden neurons 
of the principal and secondary models). We retain an MLP structure with three layers 
for both secondary and principal models. The number of hidden neurons varies ac-
cording to the signatory class from 5 to 13. A particular learning procedure with the 
feed-forward-back propagation algorithm has been necessary [13-14]; we first carry 
out the learning of the three secondary models separately, and then we carry out the 
training of the principal model. 

The training of the secondary models is carried out with an equal number of ge-
nuine and false samples (random genuine signatures of other persons) for each model. 
The training of the principal model is carried out in a particular way. In each algo-
rithm iteration, the outputs of the three secondary models as well as the retained geo-
metric features will then be injected as inputs for training the principal model. The 
experimentations give an FRR of 14.95%, a random FAR of 3.79%, a simple FAR of 
1.25%, and a skilled FAR of 8.95%. 

5 Conclusion 

In this paper we have proposed a database of Tunisian static handwritten signatures for 
research purposes. The conceived database consists of 100 signatories and 10 forgers: 
60 authentic samples and 20 forgeries for each signatory. The morphological study of 
the base has revealed the presence of the three signature styles (writing, graphics and 
hybrid), particularly as a characteristic of the Arabic signature. We have also noted the 
diverse intra-and-interpersonal variations between the different samples of the base. 
We have used this base to validate our system of checking handwritten signatures, 
which is based on a planar modeling of the signature image. The introduction of new 
signatures is underway to expand the database with North-African signatures. 
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Abstract. The purpose of this paper is to present an empirical contribution 
towards the understanding of multi-script off-line signature identification and 
verification using a novel method involving off-line Hindi (Devnagari) and 
English signatures. The main aim of this approach is to demonstrate the 
significant advantage of the use of signature script identification in a multi-
script signature verification environment. In the 1st stage of the proposed 
signature verification technique a script identification technique is employed to 
know whether a signature is written in Hindi or English.    In the second stage, 
a verification approach was explored separately for English signatures and 
Hindi signatures based on the script identification result.  Different features 
like gradient feature, water reservoir feature, loop feature, aspect ratio etc. were 
employed, and Support Vector Machines (SVMs) were considered in our 
scheme. To get the comparative idea, multi-script signature verification results 
on the joint Hindi and English dataset without using any script identification 
technique is also computed. From the experiment results it is noted that we are 
able to reduce average error rate 4.81% more when script identification method 
is employed.  

1 Introduction 

Nowadays, civilized and advanced societies require secure means for personal 
authentication. Traditional authentication methods, which are based on knowledge (a 
password) and the utility of a token (photo ID cards, magnetic strip cards, keys) are 
less reliable because of forgetfulness, loss and theft. These issues direct substantial 
attention to biometrics as an alternative method for person authentication and 
identification. Consequently, handwritten signatures as a pure behavioral biometric 
are used widely and are well accepted as a personal authentication method. 

On the basis of signature acquisition, signature verification methods can be 
categorized into two groups: static (offline) and dynamic (online) methods [1, 7]. 
Offline signature verification uses the shape of the signature to authenticate the signer 
[2]. Online signature verification uses dynamic characteristics of the signature (time-
dependent signals) to authenticate the signer [3]. 

Although significant research has already been undertaken in the field of signature 
verification, particularly involving single-script signatures, conversely, less attention has 
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been devoted to the task of multi-script signature verification. Pal et al. [4] presented a 
bi-script signature identification technique involving Bangla (Bengali) and English off-
line signatures based on background and foreground information. The purpose of that 
paper was to identify whether a claimed signature belongs to the group of Bengali or 
English signatures. In another contribution by Pal et al. [5], a multi-script off-line 
signature identification technique was proposed. In that signature identification scheme, 
the signatures involving Bangla (Bengali), Hindi (Devnagari) and English were 
considered for the identification process. An encouraging accuracy of 92.14% was 
obtained in those experiments. In another report by Pal et al. [6], multi-script off-line 
signature identification and verification involving English and Hindi signatures was 
presented. The verification phase considering multi-script signatures before the 
identification stage was not investigated, and it was the drawback of that technique. As a 
consequence, the comparison of experimental outcomes of two different verification 
stages (before identification and after identification) was not previously considered in 
that paper.  

In this paper a two-stage approach is proposed for multi-script signature verification. 
In the 1st stage of the proposed signature verification technique a script identification 
technique is employed to know whether a signature is written in Hindi or English. In the 
second stage, a verification approach was explored separately for English signatures and 
Hindi signatures based on the script identification result. To get the idea about the 
advantage of this two-stage approach, multi-script signature verification results on the 
joint Hindi and English dataset without using any script identification technique is also 
computed and the diagram of such a system is shown in Fig.1. 

2 Significance of Multi-script Signature Verification 

In a multi-script and multi-lingual country like India, languages are not only used for 
writing/reading purposes but also applied for reasons pertaining to signing and 
signatures. In such an environment in India, the signatures of an individual with more 
than one language (regional language and international language) are essentially 
needed in official transactions (e.g. in a passport application form, an examination 
question paper, a money order form, bank account application form etc.). To deal with 
these situations, signature verification techniques employing single-script signatures 
are not sufficient for consideration. Therefore in a multi-script and multi-lingual 
scenario, signature verification methods considering more than one script are 
expressly needed. Consequently, the idea of the proposed multi-script signature 
verification technique considering Hindi and English signatures are significant. 

Development of a general multi-script signature verification system, which can verify 
signatures of all scripts, is very complicated and it is not possible to develop such a 
system in the Indian scenario. The verification accuracy in such multi-script signature 
environments will not be desirable compared to single script signature verification. To 
achieve the necessary accuracy for multi-script signature verification, it is first 
important to identify signatures based on the type of script and then use an individual  
 



142 S. Pal, U. Pal, and M. Blumenstein 

 
 
 
 
 
 
 
 
 

Fig. 1. Diagram of Signature Verification Considering Joint Dataset 

single script signature verification system for the identified signature script. Based on 
this observation, in the proposed system the signatures of different scripts are separated 
to feed into the individual signature verification system. The diagram of such a system 
is shown in Fig.2. To the best of the authors’ knowledge, a complete analysis of a multi-
script signature verification technique, where signature identification factors affecting 
signature verification results with a large dataset, is still missing from the literature. This 
research work is the first important report towards such a direction in the area of 
signature verification.       
 
 

 
      
 
 

 
 
 
 
 
 
 

Fig. 2. Diagram of Multi-script Signature Identification and Verification Based on Hindi and 
English Signatures 

3 Database Used for Experimentation 

3.1 Hindi Signature Database 

As there has been no public signature corpus available for Hindi script, it was 
necessary to create a database of Hindi signatures. This Hindi signature database 
consists of 100 sets. Each set consists of 24 genuine signatures and 30 skilled forgeries. 
From each individual, 24 genuine signatures were collected. A total number of 2400 
genuine signatures from 100 individuals were collected. A total number of 3000 skilled 
forgeries were collected from the writers.  
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3.2 GPDS English Database 

Another database consisting of 100 sets from GPDS-160 [8] was also utilised for 
these experiments. The reason 100 sets were used from the GPDS on this occasion, is 
due to the fact that the Hindi dataset described previously was comprised of 100 sets, 
and it was considered important to have equivalent signature numbers for 
experimentation and comparison between the two datasets. 

4 Feature Extraction and Classifier Details 

Before feature extraction, the signatures are extracted from the data collection form, 
and for this purpose some pre-processing is performed as follows. The signatures to 
be processed by the system needed to be in a digital image format. Each signature was 
handwritten on a rectangular space of fixed size of a white sheet of paper. It was 
necessary to scan all signature document pages. At the very beginning, the images 
were captured in 256 level grey-scale at 300 dpi and stored in TIFF format (Tagged 
Image File Format) for the purpose of future processing. In the pre-processing step, a 
histogram-based threshold technique was applied for binarization. Then the signature 
images were extracted from the signature-collecting document forms.  

Feature extraction is a crucial step in any pattern recognition system. Three 
different types of feature extraction techniques such as: 576 dimensional gradient 
feature extraction (described in [9]), water reservoir-based technique (described in 
[10]), the aspect ratio-based technique [11] and the loop feature [12] are considered 
here.  

Based on gradient feature, Support Vector Machines (SVMs) are applied as the 
classifier for verification experiments. Other features are used in a Tree classifier for 
signature script identification. 

5 Experimental Settings 

5.1 Settings for Verification Used Prior to Script Identification 

In this experimental method of verification, skilled forgeries were not considered for 
training, and genuine signatures were considered for both training and testing 
purposes. For the experiments in the proposed research, the Hindi database developed 
and 100 sets from the GPDS described in Section 3, were used. For each signature set, 
an SVM was trained with 12 randomly chosen genuine signatures. The number of 
genuine samples (24) in a set was divided in two parts for training and testing 
purposes. The negative samples for training (random forgeries) were the genuine 
signatures of 199 other signature sets. Two signatures were taken from each set. In 
total, there were 199x2=398 random forgeries employed for training. For testing, the 
remaining 12 genuine signatures and 30 skilled forgeries of the signature set being 
considered were employed. The number of samples for training and testing for these 
experiments are shown in Table 1. 
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Fig. 5. Flow Chart of the proposed Identification Method (Here T1=4, T2=3, T3=7 and T4=30 
are different threshold values obtained empirically) 

6 Results and Discussion 

6.1 Experimental Results 

The experimental results of any signature verification system are evaluated based on 
FRR (False Rejection Rate), FAR (False Acceptance Rate) and the AER (Average 
Error Rate).  

6.1.1 First Method of Verification(Without Script Identification) 
In this experiment, 10800 signatures involving English and Hindi scripts were 
employed for training and testing purposes. Among these signatures, 4800 (24x200) 
samples were genuine and 6000 (30x200) samples were skilled forgeries. Using the 
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gradient features, the FRR, FAR and AER are calculated. At this operational point, 
the SVM classifiers produced an FRR of 20.12 % and an FAR of 14.36 %. An 
encouraging accuracy of 82.76 % is achieved for this verification experiment. The 
graphical representation of different accuracies with different values of gamma 
settings for SVMs is shown in Table 3. 

Table 3. Accuracies with Different Values of Gamma Using Joint Dataset 

Gamma FRR(%) FAR(%) AER(%) 
17000     20.12    14.36    17.24 
18000   21.44    16.24    18.84   
19000   21.90    16.34    19.12    
  

6.1.2 Second Method of Verification  
For this experiment, the signatures are first identified based on their script and 
subsequently the identified signatures are sent separately for verification. All 
signature samples are identified based on the features discussed in Section 4. An 
accuracy of 100% is achieved at the identification stage. 

Based on the outcomes of the identification phase, verification experiments are 
conducted as follows. In this phase of experimentation, the SVMs produced an FRR 
of 18.12 %, FAR of 12.18 % and AER of 15.15% using English signatures. On the 
other hand, an FRR of 12.17%, FAR of 7.25% and AER of 9.71% were achieved 
employing Hindi signatures. Three different accuracies for Hindi and English 
signatures are calculated based on three different values of gamma for the SVM 
classifier. The values of these three different experimental outcomes achieved for 
different values of SVM settings for gamma are shown in Tables 4 (a) and (b).  

Table 4. Accuracies using Different Values of Gamma for (a) English and (b) Hindi Datasets 

(a) (b) 

Gamma FRR(%)FAR(%)AER(%) 
 19000     18.12    12.18   15.15 
 18000    18.66    12.20   15.43   
 17000      18.90    16.20   17.55    
  

 

Gamma FRR(%)FAR(%)AER(%) 

  19000     12.17    7.25    09.71 
  18000         12.65    7.85    10.25   
  17000         17.25     8.25   12.75    
  

6.2 Comparision of Performance 

From the experimental results obtained, it was observed that the performance of 
signature verification in the second method is very encouraging compared to signature 
verification using the first method. Table 5 demonstrates the accuracies achieved in 
the first and second methods discussed in sub-Sections 6.1.1 and 6.1.2. 

For the second method of verification, the overall accuracy is 87.57 % (Avg. of 
84.85 and 90.29) which is higher than the accuracy obtained from the first method.  
 



 A Two-Stage Approa

Table 5. Accuracies for D

Verification Methods 

Stages Dataset Used

1st Method  English & Hin

2nd Method  
English 

Hindi 
 

 
The comparison of these tw
table that the average erro
identification method is em

From the above table a
after script identification i
achieved because of the p
research clearly demonstra
signature verification techn

6.3 Error Analysis 

Most of the methods used 
In the proposed approach
classifier is shown in Fig.6 
by the classifier. The first 
forged signature samples. T
as genuine signature sample
 
 

Fig. 6. Genuine Signatures Tre

7 Conclusions and

This paper demonstrates an 
signature verification tech
Actually, the novel approac
with the combination of a la
a substantial contribution in
environment, the proper uti
affects the verification acc
comparatively higher veri
experimentation (identificat

ch for English and Hindi Off-line Signature Verification 

Different Methods     Table 6. Accuracies for Diffe
Schemes 

Accuracy (%) 

d  

ndi 82.76 

84.85 

90.29 

Verification Method Accuracy (%)

Without Script 

Identification 
82.76 

With Script 

Identification 
87.57 

 

wo accuracies is shown in Table 6. It can be noted from 
or can be reduced 4.81% (87.57-82.76) when the sc

mployed. 
and chart it is easily understood that verification accur
is much higher than before. This increased accuracy
proper application of the identification stage. Thus, 
ates the importance of using identification in multi-sc
iques.  

for signature verification generate some erroneous resu
, confusing signature samples obtained using the SV
and Fig.7. Two categories of confusing samples are gi
category illustrates genuine signature samples treated

The second one illustrates forged signature samples trea
es. 

 
eated as Forgeries Fig. 7. Forged Signatures Treated as Genu

d Future Work 

investigation of the excellent performance of a multi-sc
hnique involving Hindi and English off-line signatu
ch used in a multi-script signature verification environm
arge newly-prepared Hindi off-line signature dataset provi
n the field of signature verification. In such a verificat
ilization of a script identification phase, which substanti
curacy, indicates an important step in the process. T
ification accuracy obtained for the second method 
tion plus verification) is likewise a substantial contributi

147 

erent 

) 

the 
cript 

racy 
y is 
this 

cript 

ults. 
VM 
iven 
d as 
ated 

uine 

cript 
ures. 
ment 
ides 
tion 
ally 
The 

of 
ion. 



148 S. Pal, U. Pal, and M. Blumenstein 

The gradient feature, water reservoir feature, loop feature and aspect ratio feature as 
well as SVM classifiers were employed for experimentation. To the best of the authors’ 
knowledge, the idea of multi-script signature verification, which deals with an 
identification phase, has not previously been used for the task of signature verification, 
and hence this is the first important report detailing such a process in the area of 
signature verification. The proposed off-line multi-script signature verification scheme 
is a new investigation in the field of off-line signature verification. In the near future, we 
plan to extend our work considering further groups of signature samples, which may 
include different languages/scripts.  
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Abstract. In this paper we present an image-based classification
method for ancient Roman Republican coins that uses multiple sources
of information. Exemplar-based classification, which estimates the coins’
visual similarity by means of a dense correspondence field, and lexicon-
based legend recognition are unified to a common classification approach.
Classification scores from both coin sides are further integrated to an
overall score determining the final classification decision. Experiments
carried out on a dataset of 60 different classes comprising 464 coin im-
ages show that the combination of methods leads to higher classification
rate than using them separately.

1 Introduction

Numismatics deals with all forms of money and other payment media and its
contemporary and historic aspects [9]. Along with studying use and production
of historic money, cataloging or classifying coins is one of its major aspects. Coin
hoards possibly comprise thousands of coins and therefore the classification of
each individual coin is a time-consuming and cumbersome task, which up until
now has to be carried out manually [9]. This is where numismatists could largely
benefit from a fully-automated coin classification method. When the coins are
registered in digital archives, their front (obverse) and back sides (reverse) are
photographed using a digital camera and stored in a database along with textual
descriptions. Hence, we suggest an image-based classification method since it
does not require additional digitization steps which would cause extra work and
costs and therefore would reduce the chances of such a system to be accepted
by numismatists.

Several image-based coin classification systems for modern coins were de-
veloped in the past (e.g., Dagobert [16] and Coin-O-Matic [15]). However, the
development of a fully-automated image-based coin classification system for an-
cient coins is still subject of ongoing research. One of the major reasons for
this is that, as opposed to their modern counterparts, ancient coins show little
inter-class variability and large intra-class variability (see Fig. 1) and thus pose
different challenges to computer vision. The intra-class variability is related to
the manufacturing process of ancient coins. They were cast or struck using man-
ually engraved dies. The longer a die was used, the more worn down it became

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 149–158, 2013.
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Fig. 1. Examples of Roman Republican coins. (a) Low inter class-variability: three
coins of different classes that show the same basic motive and only differ in the depicted
legend (highlighted in red). (b) High intra-class variability: three coins of the same class.

and consequently the quality of the struck coins decreased over time. Hence, a
die could only be used for a limited number of coins before they had to be re-
placed by a new one, which introduced additional variations. Moreover, the dies
were not always centered and the relative alignment of obverse and reverse die
on the flan (the raw piece of metal the coin is made of) shows inconsistencies.

In the past, promising approaches for recognizing ancient Roman coins in-
cluding image matching [20] and the recognition of the coin legends [12] have
been proposed. The former measures the visual similarity of coin images by the
energy needed to establish a dense correspondence between them. This approach
has the advantage that it is more independent on the number of images avail-
able from the same class, as no offline machine learning is performed. However,
it also suffers from a low inter-class variability as different coin classes possibly
depict the same central motive (e.g., a chariot or a god portrait) [5]. In such
hard cases only minor sources of information like the legend can be exploited for
differentiation [5].

In this paper, we present a way of fusing these methods which helps to improve
the robustness of image-based coin classification. Legend recognition is based on
a vocabulary which maps the words to coin classes and thus adds a different kind
of background knowledge to the pure visual similarity of coins estimated from
the dense correspondence. We also increase the level of robustness by exploiting
both coin sides for classification.
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The remainder of the paper is organized as follows: Section 2 reviews the state
of the art in coin classification. Section 3 explains the proposed image matching
and legend recognition algorithms and how they are combined. In Section 4 the
experimental setup and test results are presented. Finally, Section 5 concludes
this work.

2 Related Work

Fukumi et al. [8] were the first to use computer vision methods for coin classifica-
tion. Their system can distinguish 500 yen from 500 won coins. After separating
the coin from the background, it is divided into several ring segments by a log-
polar grid; this separation ensures rotational invariance. For each segment, the
sum of gray levels is computed and fed to a multilayered neural network. Nölle
et al. [16] presented a powerful coin recognition system called Dagobert, which
discerns 600 different coin types. Their method computes a binarized edge im-
age from the coin input image which is compared to master images stored in
a database. The coin is assigned to the class which gives the closest match us-
ing nearest neighbor classification. To reduce computation time, a pre-selection
based on the measurements of two additional sensors, which capture the coin’s
diameter and thickness, is carried out beforehand. Bremananth et al. [4] pro-
posed a method for the recognition of 1-, 2- and 5-rupee coins. After successful
edge detection, the location of the numerals depicted on the coin is found via
template matching. Next, Gabor features are computed for the subimage con-
taining the numeral, which are then classified by a back propagation network.
The Coin-O-Matic system suggested by van der Maaten and Poon [15] re-
lies on edge information, similar to the Dagobert approach. After computing
an edge image from a coin input image, a histogram based on a log-polar grid,
which captures the angle and distance distribution of the edge pixels, is calcu-
lated and classified using nearest neighbour classification. Finally, Reisert et al.
[17] introduced another classification system for modern coins. Their approach
segments the coin from the background using a generalized Hough transform [3].
Next, the segmented image is transformed to polar coordinates and gradients are
computed. The gradients are quantized into different orientational bins and for
each of which a binary image is constructed. The binary images serve as feature
vectors and are classified using a nearest neighbor classification.

Kampel and Zaharieva were among the first to present an end-to-end recog-
nition workflow for ancient coins [11]. They experimented with various inter-
est point detectors and local image descriptors in order to determine the best
combination. Recognition is performed by finding the nearest neighbour using
the Euclidean distance. While Kampel and Zaharieva only considered three dif-
ferent coin types in their experiments, Arandjelovic [1] works with 65 classes.
He introduced a new type of feature called locally-biased directional histogram,
which captures geometric relationships between interest points found via the
Difference-of-Gaussian detector [14]. Huber-Mörk et al. [10] extended the work
of Kampel and Zaharieva [11] to coin identification by introducing an additional
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preselection step which exploits the coin’s contour as a characteristic feature for
single coin specimens. The contour is analyzed by intersecting rays cast from the
coin’s center of gravity with the coin border. The distances between the intersec-
tion points and a hypothetical perfect circle fit to the coin contour are measured
and used to build a descriptor, which can be computed quickly and allows for
an efficient preselection. Thus, the introduction of this step allows fast prun-
ing and increases the recognition rate while the computation time of the coin
recognition algorithm can be reduced. Arandjelovic recently introduced another
coin classification method which exploits coin legends [2]. He focuses on Roman
Imperial denarii, which have legends running along the coin border. This a pri-
ori assumption about the coin layout allows to align the legends horizontally
by transforming the coin images to polar coordinates. The individual letters are
then detected by a sliding window for which HoG-like features [6] are computed.
This results in a likelihood for each letter and sliding window location, which
is then combined to legend words using dynamic programming. The recognized
legend is used to select a subset of matching coin types for which SIFT-based
matching is performed in order to determine the final class.

Like in the work of Arandjelovic [2], we combine legend recognition with image
matching for an improved classification. However, we are focusing on Roman
Republican coins instead of Roman Imperial coins. Thus, legends in our case
can be arbitrarily located on the coin and are not restricted to be circularly
placed at the coin border [5]. Furthermore, instead of doing legend recognition
on one side and image matching on the other, we apply both methods to both
sides to achieve a more reliable and robust classification.

3 Methodology

The method we propose combines image matching with legend recognition in
order to improve the classification rates the methods achieve separately. The
general architecture of the fused methodology is depicted in Fig. 2. It takes
two input parameters: an image showing the obverse of a coin and one of the
corresponding reverse. For each of these images, image matching and legend
recognition compute their separate probabilities PM

s,c and PL
s,c for each coin side

s ∈ {1, 2} and class c ∈ C. These values are then combined to an overall prob-
ability for each class, which finally allows the determination of the coin class to
which the input image belongs.

3.1 Coin Classification by Image Matching

Coin classification by image matching [20] has the advantage that there is no
need for a large amount of training data as no machine learning techniques
with an offline straining stage are involved. Instead, classification is done by
means of reference images per class whose visual similarity to an input image is
estimated. This methodology has the benefit that we can cope better with the
partially limited amount of available training data for ancient Roman coins [20].
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Obverse
image

Reverse
image

Fused Coin Classification

Fused probability
for each class

Fig. 2. The fused coin classification workflow

The challenge of high intra-class variance is thereby overcome by using a flexible
model for dense correspondence that is able to handle the spatial variations of
local structures between coins of the same class and is robust to image clutter.

Similar to the SIFT flow method proposed in [13], we use a dense field of
SIFT features [14] to compute pixel-to-pixel correspondences between two im-
ages. Each SIFT feature provides a rotation-invariant description of its local
neighborhood by means of gradient orientation distributions and thus the costs
of matching two pixels can be computed by their Euclidean distance. This can
be described in form of an energy term E(w) with an additional regularization
term to favor smoothness of the result:

E(w) =
∑
p

||S1(p)− S2(p+w(p))||2 (1)

+
∑

(p,q)∈Ω

min(α|u(p)− u(q)|, d) + min(α|v(p) − v(q)|, d) (2)

where S1 and S2 are dense fields of SIFT features computed at every image
point p of the two images to be compared, w(p) = (u(p), v(p)) describes the
correspondences, Ω contains all four-connected pixel pairs and α and d control
the influence of the regularization term.

As in the SIFT flow method [13], a dual-layer belief propagation [18] is used
along with a coarse-to-fine matching scheme to minimize E(w) and determine
the optimal image matching. The resulting energy value is taken as measure of
dissimilarity between the two coin images. Therefore, for a given input image
class scores ΨM

s,c are determined by comparing it to single reference images of all
classes in the database.
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Fig. 3. Overview of the legend recognition methodology [12]. (a) Training of SVMs.
(b) Legend recognition pipeline.

3.2 Coin Classification by Legend Recognition

The overall architecture of the legend recognition [12] method is depicted in
Fig. 3. The method is classification-based and therefore requires an initial train-
ing step before the actual recognition can be performed.

Training. In order to teach the appearance of the individual legend letters
to our system, we again use SIFT features [14] for letter representation (see
Fig. 3(a)). The training set comprises 50 100× 100 pixel-sized images per char-
acter class. The legends considered can be represented by 18 different capital
letters. Since structures resembling the letter ’I’ often occur in the depicted
imagery, this letter is not trained. Due to high variations in the illumination
conditions and heavy degradations related to wear and chemicals in the soil,
some letters are barely visible and the respective edges in the image cannot be
used for robust keypoint detection. Thus, only one descriptor which is centered
and scaled according to the letter size is computed and used in the Support
Vector Machine (SVM) training. Because both rotationally invariant and fixed
SIFT descriptors are required in the recognition step, two different databases
are created.

Legend Recognition. The legend recognition step is depicted in Fig. 3(b).
Its input parameters are a coin image and a lexicon containing all legend words
the image should be scanned for. Since the legend recognition results are more
reliable for longer words, we do not consider words having less than five letters.
After an initial downscaling of the image to a standard size of 384 × 384 pixel,
the image is passed to the Keypoint Detection step where flat image regions
are identified using an entropy filter and ignored for further processing. Next, a
densely sampled grid is constructed in the remaining image regions which rep-
resents the candidate character locations (CCL) [19]. These locations serve as
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input for the Keypoint Classification step, in which a SIFT descriptor is com-
puted for each of the CCLs. Every descriptor is tested against the 18 SVMs
trained for rotationally invariant SIFT features and yields a score telling how
likely it is to encounter a letter of the respective class at this location. Thus,
every CCL is now associated with 18 scores. In the Word Detection step, the
optimal configuration for every word of the input lexicon is found within the
image using pictorial structures [7]. Finally, all words found are rescored. Since
the individual character locations are known for a specific word hypothesis, the
respective character orientations are known as well and can be used to compute
SIFT descriptors aligned accordingly. This increases the confidence in the hy-
pothesis since orientationally fixed SIFT descriptors lead to a better character
recognition rate [12]. In the end, the output of the legend recognition pipeline is
a list of words ordered by their scores. The respective coin classes are retrieved
via a lookup table which maps the legend words to coin types, resulting in the
class scores ΨL

s,c.

3.3 Combination of Image Matching and Legend Recognition

Both image matching and legend recognition provide class scores ΨM
s,c and ΨL

s,c,
respectively, which indicate the dissimilarity of the input coin’s side s ∈ {1, 2}
to class c ∈ C. In order to combine the individual class scores, we first transform
them to the same range. More specifically, the class scores are transformed to
pseudo probabilities PM

s,c and PL
s,c in such a way that the class score with lowest

dissimilarity is mapped to the highest probability and
∑

c∈C Ps,c = 1. Further-
more, we define a parameter δ that describes the factor between the class with
highest probability and the class with lowest probability, i.e., the class with low-
est class dissimilarity has a probability δ times higher than the class with highest
dissimilarity:

Ps,c =
1

Ψ̃s,c ·
∑

c∈C 1/Ψ̃s,c

(3)

where

Ψ̃s,c =
Ψs,c −minc∈C(Ψs,c)

maxc∈C(Ψs,c)−minc∈C(Ψs,c)
(δ − 1) + 1. (4)

For the final class decision we apply a weighted sum rule, since it allows for
a flexible combination which accounts for the unequal recognition accuracies of
the individual votes. Thus, a coin is finally classified to class c∗ with

c∗ = argmax
c∈C

(λM
1 PM

1,c + λM
2 PM

2,c + λL
1 P

L
1,c + λL

2 P
L
2,c) (5)

4 Experiments

The experiments were conducted on images of 232 coins from 60 classes. All coins
are from the Roman Republican age and have been provided by the Museum
of Fine Arts in Vienna. Class membership is defined by Crawford’s standard
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Fig. 4. Classification accuracy of legend recognition, image matching and our proposed
fusion method for the top N classes

reference book [5]. For each coin, an image of obverse and reverse is present in
the dataset; thus, an overall of 464 images was used. The lexicon of obverse and
reverse words contains 21 and 41 words, respectively, since some classes have
words in common and not all words present on the coins can be used: legend
recognition is not robust enough for words with less than five letters because
falsely classified letters have a stronger influence on the overall score for shorter
words. The parameters for classifier combination have been empirically chosen
as δ = 10, λM

1 = λM
2 = 0.4 and λL

1 = λL
2 = 0.3. The weights of the legend

recognition are lower due to the general worse performance of legend recognition
compared to image matching.

In Fig. 4 the results for legend recognition, image matching and our proposed
fusion method are compared. The plot shows the respective percentage of coins
where the correct class is within the topN probabilities. First of all, it can be seen
that combining both coin sides supports the classification, as for image matching
only the classification rate is generally higher compared to the case where only
the reverse side is considered (78.9% vs. 71.1% for N = 1). Legend recognition
is more error-prone than image matching due to the challenging nature of the
problem: in contrast to image matching only small coin parts are analyzed and
thus this process is more affected by noise and the variation of the image data.
Nonetheless, it is clearly shown that in combination with image matching legend
recognition improves the classification rate, as for N = 1 the classification rate
is increased from 78.9% to 81.0%. The highest gap between image matching only
and the fused result is spotted at N = 3, where an improvement from 87.9% to
91.4% can be achieved.

The benefit of using legend information is also demonstrated by the two clas-
sification results shown in Fig. 5. By using image matching only, the coins are
classified to the wrong class (Fig. 5(b)), since the reference images (Fig. 5(c)) are
in a sub-optimal condition and the strong abrasions on the coin impede to estab-
lish the true correspondences. However, with the support of legend recognition
the final decision is changed to the correct class.
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(a) Input image (obverse
and reverse coin side)

(b) Classification result
for image matching only

(c) Classification result
for the proposed
combination of image
matching and legend
recognition

Fig. 5. Two classification results comparing the use of image matching only and the
proposed fusion method

5 Conclusion

In this paper, a novel way for the classification of ancient Roman Republican coins
is proposed that combines image matching with legend recognition to improve the
classification rates the methods achieve individually. The presented experiments
carried out on 464 images prove the effectiveness of the fused approach as it out-
performs both methods when applied separately. The proposed method is more
flexible than state-of-the-art coin classification systems for ancient coins as it does
not rely on a specific coin layout and legend alignment. However, for future re-
search both methods, but especially the legend recognition, have to be further
improved to provide a stronger benefit of combining both methods.
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Stopwords Detection in Bag-of-Visual-Words:

The Case of Retrieving Maya Hieroglyphs
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Abstract. We present a method for automatic detection of stopwords
in visual vocabularies that is based upon the entropy of each visual word.
We propose a specific formulation to compute the entropy as the core
of this method, in which the probability density function of the visual
words is marginalized over all visual classes, such that words with higher
entropy can be considered to be irrelevant words, i.e., stopwords. We
evaluate our method on a dataset of syllabic Maya hieroglyphs, which is
of great interest for archaeologists, and that requires efficient techniques
for indexing and retrieval. Our results show that our method produces
shorter bag representations without hurting retrieval performance, and
even improving it in some cases, which does not happen when using
previous methods. Furthermore, our assumptions for the proposed com-
putation of the entropy can be generalized to bag representations of
different nature.

Keywords: Bag-of-words, stopwords, retrieval, archaeology,hieroglyphs.

1 Introduction

The bag-of-visual-words (BOW) paradigm [9] stands among the most efficient
representations of images for the purpose of classification and retrieval [5] [12].
Based upon an analogy with the representation of text documents, this approach
models a given visual document (i.e., image) as the frequency histogram of its
visual words. In practice, the BOW model consists in a single vector per image
which corresponds to a global representation constructed from a set of local
descriptors, often robust to a variety of transformations, e.g., rotation, scale,
affine, etc. As such, the BOW representation enables the capabilities for efficient
indexing of large datasets and fast comparison of documents, as opposed to the
expensive point-to-point matching paradigm.

One important step to generate discriminative BOW models of text docu-
ments consists in removing all stopwords from the vocabulary, i.e., words that
are of low relevance for the BOW representation, e.g., articles or prepositions.
This step is relatively trivial as text documents have finite vocabularies that can
be easily discovered by identifying all unique words within the dataset. However,
this is not the case for visual documents whose local descriptors are vectors in the
continuous feature space RN , and whose vocabularies often need to be estimated
by the unsupervised quantization of the local descriptors [5]. As a consequence of
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this, it is rather difficult to associate visual words to lexical components such as
nouns or verbs, and consequently, equally difficult to decide which visual words
should be considered stopwords and removed from the vocabulary.

Following the analogy with text representations, many past works have defined
lists of visual stopwords as those words occurring with the highest frequencies
[1] [9]. However, there is neither empirical nor statistical evidence that all the
popular words in a corpus correspond to stopwords. Furthermore, recent works
have shown that removing frequent visual words can harm the classification
performance [11] [12]. Fig. 1 shows one example of a frequent visual word that
is of high relevance and therefore must not be removed from the vocabulary.
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Fig. 1. Example of a frequent visual word in a vocabulary of 1000 words estimated for
a dataset of Maya hieroglyphs. 1a shows a visual example of the word, i.e., the blue
circle indicates the local feature computed using the HOOSC descriptor [6]; 1b shows
the frequency of this word across 24 visual classes; and 1c shows the contribution of
the word to each class, proportional to the rest of the vocabulary. Although this word
presents high occurrence count in the dataset, it is relevant as it distributes differently
among the visual classes, thus contributing to the discriminative potential of the BOW
representations.

In this work, we propose to use the probability distribution of each word as
an indicator of the relevance of each such a word. More specifically, we consider
that irrelevant words are roughly equally present in all visual classes, i.e., their
probability distribution is uniform, thus resulting in high entropy [7], and there-
fore they must be considered stopwords. We also propose a specific formulation
to compute the entropy as the core of this method, in which the probability
density function of the visual words is marginalized over all visual classes.

We evaluate our methods on a dataset of syllabic Maya hieroglyphs that exists
in binary format. This is a dataset of great importance for archaeologists devoted
to the study of the ancient Maya civilization, as it serves the purpose of catalog
to compare an identify new symbols as they are discovered. This dataset contains
instances from 24 visual classes, while there are almost 1000 Maya symbols that
have been identified thus far [6]. Yet it posits many challenges for automatic
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retrieval. In practice, this dataset is a portion of a large corpus that is currently
under construction, and that, in the long term, would benefit from automated
methods that enable its efficient browsing and retrieval.

We compare our proposed approach with: (1) previous methods that simply
consider stopwords those words having high or low frequency within a given
dataset [1] [9]; and (2) a PCA-based method for dimensionality reduction [3]
[2]. Our results show that different from these approaches, ours allows to re-
move up to 30% of visual words with almost no drop in the retrieval precision.
Furthermore, it results in higher retrieval precision in some cases.

The rest of this document is organized as follows. Section 2 presents the related
work in the detection of visual stopwords. Section 3 introduces our proposed
approach. Section 4 explains the dataset and protocol followed to evaluate our
proposed approach. Section 5 discusses our results. And section 6 presents our
conclusions and potential future directions for this research.

2 Related Work

The most common approach to remove visual stopwords consists in simply ex-
cluding all the most frequent words from the vocabulary [1] [9]. This approach
was devised based the analogy that text-stopwords have high frequencies over
the whole corpus, e.g., articles and prepositions [9], and assuming that in the im-
ages they will point to local descriptors corresponding to background or simply
to uninformative structures.

A more recent work [4] shows that the most frequent words are in fact not
very informative, as the classification performance is not impacted by removing
them. In addition, some new experiments show an increased performance after
removing the most frequent words from the vocabulary [10]. However, some
other recent explorations on this regard have shown that simply excluding the
most frequent visual words may be harmful for the classification performance
[12]. Furthermore there is not guarantee that all of the most frequent terms
correspond to stopwords, and some claims have been raised in favor that frequent
visual words are highly informative [11].

A related approach that pursuits dimensionality reduction of BOW represen-
tations is PCA [3]. This approach consists in projecting the BOW representations
onto linear uncorrelated variables that are sorted according the amount of vari-
ance they are able to describe. These projected variables are called principal
components, and a reduced BOW representation can be constructed by using
only the N most principal components. However, this approach does not guar-
antee that the components excluded from the reduced representation correspond
to stopwords. Also, the discussion regarding whether the loss in performance is
acceptable or not remains open [2].

Upon an entropy-based approach, visual stopwords are automatically detected
in a video corpus [13], where words correspond to actions and their distribution is
conditioned to their occurence within each video. However, this approach suffers
from two main drawbacks: (1) the list of actions (words) must be manually
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defined, which might be unfeasible when there are no labels associated to the
visual content; and (2) the entropy of each visual word is sensitive to small
variations in its density across videos.

Similar approaches to ours are used to remove stopwords from text corpora
[14] [15] and web documents [8], with the difference that the distribution of words
is conditioned directly over the documents rather than on the classes, thus these
approaches are sensitive to intra-class variations. However, to the best of our
knowledge, there are not previous works that detect visual stopwords for still
images based on their entropy.

3 Identifying Stopwords

This section explains our proposed method to compute entropy for visual words.
The entropy [7] can be used as an indicator of information content for a given

random variable X , in the sense that the entropy of this variable will be larger
as its probability density function (PDF) tends to the uniform distribution. This
follows after the observation that little information is represented when all the
possible values of a random variable are equally probable, i.e., no information is
acquired by knowing the value of the random variable. Based on this observation,
we define a visual stopword as a word with high entropy.

The Shannon entropy [7] of the discrete random variable X , with possible
values {x1, x2, . . . , xn} is defined as,

H(X) = −
n∑

i=1

p (xi) log p (xi) , (1)

where p (xi) denotes the PDF of the random variable X , i.e., the probability of
the variable taking the value X = xi.

For the case of visual words, we marginalize their PDF over all possible visual
classes in the dataset. This is, we can consider each visual word as a random
variable W that can take values {w1, w2, . . . , wn},

wi = P (W |ci) , i = 1, . . . , n, (2)

where ci denotes each of the n visual classes in the dataset, and P (W |ci) indi-
cates the relevance of W given the i-th class.

In practice, we can compute the PDF of the random variable W directly by,

p (wi) =
fW (ci)∑
i f

W (ci)
, (3)

where fW (ci) denotes the frequency of the word in class ci, and the normal-
ization induced by the denominator corresponds to the summation over all the
visual classes within the dataset, but independently for each visual word.
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Therefore, for each visual word in the dataset, the entropy of its associated
random variable W can be computed as,

H(W ) = −
n∑

i=1

p (wi) log p (wi) . (4)

After the entropy of each word is computed, we mark as stopwords all visual
words with high entropy values, and remove them from the vocabulary.

4 Experiments

This section presents the dataset used to evaluate the proposed approach for
detection of visual stopwords, and the experimental protocol we followed.

4.1 Dataset

The dataset consists of 24 visual classes of syllabic Maya hieroglyphs in binary
format. Each class having 10 instances manually segmented from larger inscrip-
tions that were collected by the AJIMAYA project [6], and that correspond to
manual drawings traced upon photographies of stone monuments. This dataset
also contains 25 synthetic variations that were randomly generated for each in-
stance with the purpose of increasing the size of the dataset, thus accounting for
260 final instances per visual class.

The process to generate the synthetic data consisted in shifting the position
of the bounding box containing the glyph of interest within the inscription that
contains it, but without modifying its original size. During this process, the
position was shifted at fixed intervals of {−16,−8, 0, 8, 16} pixels from the orig-
inal position, both in the horizontal and vertical axes. Therefore, the synthetic
variant contain only sections of each original instances plus random visual struc-
tures that are present in the large inscription. Fig. 2 shows some examples the
instances in the Maya dataset.

4.2 Experimental Protocol

We compare the performance of our proposed method against two approaches.
Namely, (a) the traditional method that removes the most and less frequent vi-
sual words [1] [9], and (b) a PCA-based method [3] [2] for dimensionality reduc-
tion which assumes that the less principal components correspond to stopwords.
Independently for each of these methods, we performed retrieval experiments to
evaluate the proposed approach under the following protocol:

1. Compute local descriptors for all the images. We used the HOOSC descrip-
tors [6] for the binary shapes.

2. Estimate a visual vocabularies of different sizes using a random subset of the
descriptors and the k -means clustering algorithm.
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Fig. 2. Examples of Maya instances. The first element in each row is the initial seg-
mented glyph, and the following elements are some of its synthetic variations. The
glyph of interest is highlighted by a cyan rectangle in all cases. c©AJIMAYA

3. Estimate the BOW representation of each image, removing at each time,
different portions of the vocabulary, i.e., the words that most likely are stop-
words given the evaluated method.

4. Perform retrieval experiments under a leave-one-out full-cross validation, i.e.,
each of the instances in the dataset, one at the time, was considered as query,
and the rest of the instances in the dataset were ranked according their visual
similarity with respect to the current query. We use the Manhattan distance
as ranking function, except for the PCA-based method that uses Euclidean
distance since this metric is more suitable due to the Gaussian underlaying
model and the orthonormality induced by the PCA projections.

5. Compute the mean Average Precision (mAP) of the retrieval experiment.

Note that the retrieval experiments were repeated several times, removing a
different percentage of the visual vocabulary each time. All of our results are
reported in terms of mAP.

5 Results

We start by evaluating the retrieval performance of the baseline approach that
removes the most frequent visual words by varying the rate of words removed.
Fig. 3a shows the mAP achieved by removing up to 30% of the most frequent
words in dictionaries of different size. Note that the performance exhibits a slight
degradation as more words get excluded, specially for the smaller dictionaries.

Similarly, Fig. 3b shows the mAP obtained after removing up to 30% of
the visual words based on our method. Contrary to the frequency-based case,
the performance only degrades for small dictionaries with the entropy-based
approach, and provides a slight improvement for larger dictionaries. This result
shows that it is possible to obtain compact dictionaries that not only hold good
retrieval performance but also could improve it in some cases.

To validate the idea of considering words with low frequency to be stopwords
as suggested by some previous works [1] [9] [10], we combined such an approach
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(b) Entropy-based.

Fig. 3. mAP achieved by removing words from the BOW representations at different
rates based on: 3a their high frequency; and 3b their high entropy. Each curve corre-
sponds to a vocabulary of different size, i.e., 2000, 1000, 500, 250, and 100 visual words,
respectively.

with both the baseline and our proposed approach. This is, we removed (a)
words of high frequency and also words of low frequency first, and then (b)
words of high entropy together with words of low frequency. Fig. 4a shows the
degradation in the retrieval performance as more words of low frequency get
removed from the BOW representations using the vocabulary of 2000 words,
where each curve corresponds to a fix rate of words removed using the criteria
of high frequencies. Note that all of these curves degrade as more words of low
frequency are excluded. A very similar behavior is found when the approach of
excluding the less frequent words is combined with the proposed approach based
on high entropy, as shown in Fig. 4b. The curves obtained for the dictionaries of
1000, 500, 250, and 100 words all have similar behavior when removing words of
low frequency (we do not show those curves here due to space limitations).

This consistent degradation in the performance suggests that words of low
frequency do not correspond to stopwords. However, the performance is not
drastically affected by removing up to 30% of these words. More specifically, by
looking at the cyan curve in Fig. 4b1, that corresponds to removing 30% of the
words with higher entropy, we can see that it is also possible to remove up to
10% of the less frequent words without hurting the retrieval performance, thus
800 words in total. This means that there are roughly 1200 words that are of
actual relevance for a vocabulary of 2000 visual words. Note that this does not
imply that a direct estimation of a vocabulary of 1200 words would achieve the
same performance, as this would change the structure of the vocabulary.

The final approach that we evaluated consists in a PCA-based dimensional-
ity reduction. Fig. 5a shows the curves of the retrieval precision obtained after
removing words that correspond to the less principal components. Note that

1 Best viewed as pdf since the red curve overlaps the cyan curve.
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Fig. 4. mAP achieved by removing words of low frequency from the BOW representa-
tions at different rates, and using a fixed dictionary of 2000 visual words. Each curve
corresponds to the approach that removes words based on: 4a their high frequency;
and 4b their high entropy. Note that the two blue curves are the same, as they mean
that words are excluded solely based on their low frequency.

in this case, removing more words results in better retrieval precision for the
largest dictionaries, e.g., the best performance is achieved by using only 10% of
the words from the dictionaries of 1000 and 2000 words (blue and green curves).
In Fig. 5b, the retrieval precision of PCA is further compared with an entropy-
based method that also uses the Euclidean distance for ranking, red and blue
curves respectively. We can see that these two approaches achieve similar results
up to 70% of the words are removed, and that PCA is more suitable that the
entropy to produce very short representations, although at the price of a small
drop in performance when compared with the entropy-based method that uses
the L1 distance (green curve, which corresponds to the green curve also in Fig.
3b). Note that this comparison corresponds to the vocabulary of 1000 words,
and that the behavior remains similar for vocabularies of different sizes.

In practice, the proposed entropy-based approach proves to be a suitable
option for detection of visual stopwords, as it ensures that only those words that
are irrelevant for a given visual vocabulary get excluded from the final BOW
representations, i.e., words having a uniform distribution over the visual classes.

6 Conclusions

We presented a method to detect stopwords in visual vocabularies, and proposed
a formulation to compute the entropy of visual words based upon their probabil-
ity distribution, which is marginalized over all the visual classes but independent
for each visual word.

We evaluated our proposed formulation on a dataset of syllabic Maya hiero-
glyphs, which consist in complex shapes. The dataset we used represents but
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(b) PCA-based vs Entropy-based com-
parison for 1000 visual words.

Fig. 5. mAP achieved by removing words from the BOW representations at different
rates based on the amount of variance they describe after applying PCA on the visual
vocabulary

a portion of a potentially enormous corpus that its currently under construc-
tion, and which will require adequate representations for efficient indexing and
automatic retrieval, thus the motivation for this research.

Our proposed formulation ensures that only those words that are irrelevant
for a given visual vocabulary get excluded from the final BOW representations.
This is those visual words having a uniform distribution over the visual classes,
regardless of their distribution across a given document or their frequency within
the whole dataset. In practice, our results demonstrate that the proposed formu-
lation provides with shorter BOW representations of equal or higher discrimina-
tive power to retrieve complex shapes. Such shorter representations are equally
capable of good retrieval results as the original representations constructed after
simple quantization, and much more suitable than those found under a PCA-
based dimensionality reduction approach. Furthermore, a slight improvement in
the retrieval precision was possible in some cases.

It remain to be evaluated whether our findings will be true also for visual
vocabularies of different nature, e.g., bag representations for intensity images, or
based on other kind of local descriptors. However, we believe that our approach
will be equally suitable for those cases, under the same assumption that the
entropy can guide the detection of visual stopwords, as it previously did for the
detection of text stopwords.

Acknowledgments. This works was supported by the Swiss NSF through the
NCCR IM2.
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Abstract. In this paper, a methodology for 3D object partial matching
and retrieval based on range image queries is presented. The proposed
methodology addresses the retrieval of complete 3D objects based on
artificially created range image queries which represent partial views.
The core methodology relies upon Dense SIFT descriptors computed on
panoramic views. Performance evaluation builds upon the standard mea-
sures and a challenging 3D pottery dataset originated from the Hampson
Archeological Museum collection.

Keywords: 3D object retrieval, partial matching, 3D pottery dataset.

1 Introduction

Generic 3D object retrieval has considerably matured and a number of accurate
and robust descriptors have been proposed in the literature [5, 14, 21, 22, 27].
However, there are still many challenges regarding the retrieval of 3D models
that originate from specific domains and/or exhibit special characteristics. One
such domain is Cultural Heritage (CH) which includes 3D models that are usually
deteriorate, due to aging, their shape is altered due to environmental factors and
in most cases only incomplete artefacts have been preserved.

The problem with the partial data is that it is not possible to effectively match
them against a full 3D model representation, since most of it may be missing.
The representation gap makes it difficult to extract a signature that will be,
at least partially, similar when presented with a complete 3D model and when
presented with a partial query of a similar object.

We have addressed this challenge by using a panoramic view representation
that is able to encode the 3D surface characteristics onto a 2D image map,
as well as range image representation which can be mapped to the panoramic
views through interest points correspondence. For the complete 3D models, we
compute a number of panoramic views on axes, which are perpendicular to
the faces of a dodecahedron. Each axis defines three panoramic view cylinders

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 169–178, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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(one for the axis itself and two more for any two axes in order to make up
an orthonormal basis, along with the first one.). Then, we apply the Dense
SIFT (DSIFT) algorithm [9, 18] to the points and calculate the corresponding
descriptor. In the same spirit, for the partial objects, we initially compute a range
image representation used as the query model for which the DSIFT algorithm is
calculated.

The remainder of the paper is structured as follows. In Section 2, recent work
on 3D model retrieval based on range image queries is discussed. Section 3 details
the proposed method and Section 4 presents experimental results achieved in the
course of the method’s evaluation. Finally, conclusions are drawn in Section 5.

2 Related Work

Over the past few years, the number of works addressing the problems of partial
3D object retrieval has increased significantly. Although this task still remains
non-trivial, very important steps have been made in the field.

Stavropoulos et al. [25] present a retrieval method based on the matching of
salient features between the 3D models and query range images. Salient points
are extracted from vertices that exhibit local maxima in terms of protrusion map-
ping for a specific window on the surface of the model. A hierarchical matching
scheme based is used for matching. The authors experimented on range im-
ages acquired from the SHape REtrieval Contest 2007 (SHREC’07) Watertight
Models [11] and the Princeton Shape Benchmark (PSB) standard [24] datasets.
Chaouch and Verroust-Blondet [3] present a 2D/3D shape descriptor which is
based on either silhouette or depth-buffer images. For each 3D model a set of six
projections in calculated for both silhouette and depth-buffers. The 2D Fourier
transform is then computed on the projection. Furthermore, they compute a
relevance index measure which indicates the density of information contained in
each 2D view. The same authors in [4] propose a method where a 3D model is
projected to the faces of its bounding box, resulting in 6 depth buffers. Each
depth buffer is then decomposed into a set of horizontal and vertical depth
lines that are converted to state sequences which describe the change in depth
at neighboring pixels. Experimentations were conducted on range images arti-
ficially acquired from the PSB dataset. Shih et al. [23] proposed the elevation
descriptor where six depth buffers (elevations) are computed from the faces of
the 3D model bounding box and each buffer is described by a set of concentric
circular areas that give the sum of pixel values within the corresponding areas.
The models were selected from the standard PSB dataset.

Experimenting on the SHREC’09 Querying with Partial Models [7] dataset,
Daras and Axenopoulos in [6] present a view-based approach for 3D model re-
trieval. The 3D model is initially pose normalized and a set of binary (silhou-
ette) and range images are extracted from predefined views on a 32-hedron. The
set of features computed on the views are the Polar-Fourier transform, Zernike
moments and Krawtchouk moments. Each query image is compared to all the
extracted views of each model of the dataset. Ohbuchi et al. [20] extract features
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from 2D range images of the model viewed from uniformly sampled locations on
a view sphere. For every range image, a set of multi-scale 2D visual features are
computed using the Scale Invariant Feature Transform (SIFT) [18]. Finally, the
features are integrated into a histogram using the Bag-of-Features approach [10].
The same authors enhanced their approach by pre-processing the range images,
in order to minimize interfere caused by any existing occlusions,as well as by
refining the positioning of SIFT interest points, so that higher resolution images
are favored [9, 19]. Their works have experimented on and have participated on
both corresponding SHREC’09 Querying with Partial Models and SHREC’10
Range Scan Retrieval [8] contests. Wahl et al. [28] propose a four-dimensional
feature that parameterizes the intrinsic geometrical relation of an oriented sur-
face point pair (surflets). For a 3D model a set of surflet pairs is computed over
a number of uniformly sampled viewing directions on the surrounding sphere.
This work was one of the two contestants of the SHREC’10 Range Scan Retrieval
track. Finaly, Koutsoudis et al. [16, 17] presented a set of 3D shape descriptors
designed for content based retrieval of complete or nearly complete 3D vessels.
Their performance evaluation experiments were performed on a dataset that
included among others a subset of Virtual Hampson Museum 3D collection [15].

In this work, we propose the use of a 3D model representation that bridges
the gap between the 3D model and the range scan.

3 Methodology

The main steps of the proposed methodology for partial 3D object retrieval via
range queries are: (i) shape descriptors extraction from each full 3D model of
the dataset (off-line), (ii) range image computation of the partial query model,
(iii) shape descriptor extraction from the range image query (on-line) and (iv)
matching of the query descriptor against the descriptor of each 3D model of the
dataset.

In the case of the full 3D models, a number of panoramic views of each model
are extracted on viewpoint axes that are defined by a dodecahedron, thus ex-
tending the PANORAMA [21] method to multiple viewpoint axes. Each axis
defines three panoramic view cylinders (one for the axis itself and two more for
any two axes so that, along with the first one to make up an orthonormal basis).
To obtain a panoramic view, we project the model to the lateral surface of a
cylinder of radius R and height H = 2R, centered at the origin with its axis
parallel to one of the coordinate axes (see Fig. 1a). We set the value of R to
2 ∗ dmax where dmax is the maximum distance of the model’s surface from its
centroid. In the following, we parameterize the lateral surface of the cylinder us-
ing a set of points s(φ, y) where φ ∈ [0, 2π] is the angle in the xy plane, y ∈ [0, H ]
and we sample the φ and y coordinates at rates B and 2B, respectively (we set
B = 256). Thus, we obtain the set of points s(φu, yv), where φu = u ∗ 2π/(2B),
yv = v ∗H/(B), u ∈ [0, 2B − 1] and v ∈ [0, B − 1]. These points are shown in
Fig. 1b.

The next step is to determine the value at each point s(φu, yv). The compu-
tation is carried out iteratively for v = 0, 1, ..., B − 1, each time considering the
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(a) (b)

Fig. 1. (a) A projection cylinder for the acquisition of a 3D model’s panoramic view and
(b) the corresponding discretization of its lateral surface to the set of points s(φu, yv)

set of coplanar s(φu, yv) points i.e. a cross section of the cylinder at height yv
and for each cross section we cast rays from its center cv in the φu directions. To
capture the position of the model surface, for each cross section at height yv we
compute the distances from cv to the intersections of the model’s surface with
the rays at each direction φu.

Let pos(φu, yv) denote the distance of the furthest from cv point of intersection
between the ray emanating from cv in the φu direction and the model’s surface;
then s(φu, yv) = pos(φu, yv). Thus the value of a point s(φu, yv) lies in the range
[0, R], where R denotes the radius of the cylinder.

A cylindrical projection can be viewed as a 2D gray-scale image where pix-
els correspond to the s(φu, yv) intersection points in a manner reminiscent of
cylindrical texture mapping [26] and their values are mapped to the [0,1] range.
In Fig. 2a, we show an example 3D model and in Fig. 2b the unfolded visual
representation of its corresponding cylindrical projection s(φu, yv).

Once the panoramic views have been extracted, the DSIFT descriptor is calcu-
lated on the cylindrical depth images. The first step of the DSIFT computation,
is the extraction of a number of interest points, for which the DSIFT descriptors
are calculated. The original implementation by Lowe, calculates these interest
points through the Difference of Gaussians (DoG) method, which is geared to-
wards enhancing the edges and other details present in the image. It has been
experimentally found that the calculation of the DSIFT descriptors over the
complete image for a large number of randomly selected points [1, 2, 9, 18] (fre-
quently defined as Dense SIFT/ DSIFT, in the literature), instead of selecting
a limited number of interest points, yields better results in terms of retrieval
accuracy.

In the case of query models, range images are computed by taking the depth
buffer projection. The selected size of sampling is 256×256 pixels and the DSIFT
descriptor is computed directly on the range image. The histogram produced out
of the total number of DSIFT descriptors is stored as the signature.
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(a) (b)

Fig. 2. (a) An example 3D model and (b) its corresponding cylindrical projection on
the z-axis.

Finally, the descriptors for each interest point of the range image must be
matched against the 3D model dataset descriptors. To this end, every DSIFT
point of the range image is compared against every DSIFT point of a 3D model’s
panoramic views, for which the minimum is kept in terms of L2 distance. The
average of these minimum distances is stored as the final distance of the query
and the target model.

4 Evaluation

For the experimental evaluation we have use a dataset related to the cultural
heritage domain which is a 3D pottery dataset originated from the Hampson
Archeological Museum collection.

The Hampson Archeological Museum collection composes a major source of
information on the lives and history of pre-Columbian people of the Mississippi
river valley [12]. The Centre of Advanced Spatial Technologies - University of
Arkansas worked on the digitisation of numerous artefacts from the Hampson
museum collection using a Konica-Minolta Vivid 9i short-range 3D laser scanner.
The digitisation was performed at a precision close to 0.2 mm. The 3D digital
replicas are covered by the creative common 3.0 license and are offered for online
browsing or downloading in both high (>1M facets) and low (<= 25K facets)
resolutions [13].

As a testbed for content based retrieval and partial matching experiments, we
have used 384 models of low resolution, that were downloaded from the website
of the museum along with associated metadata information, as a testbed for
content based retrieval and partial matching experiments. Initially the models
were classified by the museum into six general classes (Bottle, Bowl, Jar, Effigy,
Lithics and Others). As the current classification did not ensure similarities
based on shape within a given class, we performed an extended shape-oriented
classification. We initially organised the models into thirteen classes of different
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Fig. 3. Average P-R scores for the pottery dataset originating from the Hampson
Archeological Museum collection. Illustrated is the performance of the presented
method, obtained using queries with reduced surface (40% - 25%) with respect to
the surface of the original complete 3D models.

populations (Bottles, Bowls 1 - 4, Figurines, Masks, Pipes, Tools, Tripod-Base
Vessels, Conjoined Vessels, Twin Piped Vessels and Others).In the sequel five of
these classes (all Bottle and Bowls classes) were further divided into 15 subclasses
resulting in a total of 23 distinct classes.

Since this dataset does not contain any partial 3D object that can be used
as query, we artificially created a set of 20 partial queries by slicing and cap
filling an amount of complete 3D objects, originating from those classes that are
densely populated. The partial queries comprise objects with a reduced surface
compared to the original 3D object by a factor which ranges from 40% to 25%
with a step of 5%.

Our experimental evaluation is based on Precision-Recall (P-R) plots and
five quantitative measures: Nearest Neighbor (NN), First Tier (FT), Second
Tier (ST), E-measure (E) and Discounted Cumulative Gain (DCG) [24] for the
classes of the corresponding datasets. For every query model that belongs to a
class C, recall denotes the percentage of models of class C that are retrieved
and precision denotes the proportion of retrieved models that belong to class C
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over the total number of retrieved models. The maximum score is 100% for both
quantities. Nearest Neighbor (NN) indicates the percentage of queries where the
closest match belongs to the query class. First Tier (FT) and Second Tier (ST)
statistics, measure the recall value for the (D− 1) and 2(D− 1) closest matches
respectively, where D is the cardinality of the query class. E-measure combines
precision and recall metrics into a single number and the DCG statistic weights
correct results near the front of the list more than correct results later in the
ranked list under the assumption that a user is less likely to consider elements
near the end of the list [24].

In Figure 3 we illustrate the average P-R scores for the presented 3D model
retrieval method using the artificially created partial queries of the complete
pottery dataset. Results are presented for various amounts of partiality. Table 1
shows the corresponding five quantitative measures. Figure 4 illustrates query
examples and the corresponding list of the retrieved 3D models.

Our experimental results show that the proposed method is able to handle
quite well the problem of partial to complete matching and illustrates stability
in its performance with respect to the percentage of partiality. Even at the
high partiality levels where only one quarter of the surface of original model is
available, the results are promising.

Table 1. Five quantitative measures for the presented 3D object retrieval methodology,
using partial queries on the pottery dataset. All measures are normalized.

Method NN FT ST E DCG

Proposed Method (25%) 0.23 0.227 0.388 0.185 0.587
Proposed Method (30%) 0.428 0.289 0.495 0.228 0.655
Proposed Method (35%) 0.619 0.372 0.536 0.327 0.713
Proposed Method (40%) 0.857 0.288 0.508 0.237 0.683

Fig. 4. Example retrieval results from the pottery dataset. At each row, a partial query
(column 1) and a ranked list of the retrieved 3D objects (columns 2 - 8) are shown.
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The proposed method was tested on a Core2Quad 2.5 GHz system, with
6 GB of RAM, running Matlab R2012b. The system was developed in a hybrid
Matlab/C++/OpenGL architecture. The average descriptor extraction time for
an 100,000 faces 3D model is about 5 seconds.

5 Conclusions

We have presented a method for partial matching based on DSIFT and
panoramic views. This method is able to encode the continuous characteristics of
the (partial) 3D models into a 2D representation, thus preserving model struc-
ture. The performance of the method is evaluated on a pottery dataset originated
from the Hampson Archeological Museum collection of historical artefacts. We
have shown that using the proposed methodology, we can attain retrieval re-
sults which are not severely affected by the reduction in 3D model surface. This
work sets a baseline for methodologies addressing partial 3D object retrieval for
cultural heritage datasets.
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Abstract. This paper presents a method to assist in the tedious process of re-
constructing ceramic vessels from excavated fragments. The method exploits 
vessel surface marking information (models) supplied by the archaeologists 
along with anchor points on the fragment borders for reconstruction. Marking 
models are based on expert historical knowledge of the period, provenance of 
the artifact, and site location. The models need not to be identical to the original 
vessel, but must be within a geometric transformation of it in most of its parts. 
Marking matching is based on discrete weighted moments. We use anchor 
points on the fragment borders for the fragments with no markings. Corres-
ponding anchors on different fragments are identified using absolute invariants, 
from which a rigid transformation is computed allowing the fragments to be vir-
tually mended. For axially symmetric objects, a global constraint induced by the 
surface of revolution is applied to guarantee global mending consistency. 

Keywords: 3D Weighted Moment, Mending, Archeological Shards, Ceramic 
Fragments, Global Constraint, Virtual Reconstruction. 

1 Introduction 

The mending of unearthed archeological ceramic shards to reconstruct vessels that the 
fragments once formed is currently a tedious and time-consuming process, and yet is 
a vital step in interpreting, understanding, and preserving cultural heritage. In this 
paper, we focus on virtually reconstructing/mending ceramic vessel fragments shown 
in Figure 1. They are scanned using Konica Vivid 910 3D scanner. Our contribution 
is that we develop a method that makes use of marking vessel models given by the 
experts and surface makings (of both fragments and marking models) to drive the 
reconstruction of the vessels from broken fragments via a novel set of weighted dis-
crete moments, coupled with the use of fragment borders to mend them as a jigsaw 
puzzle game.  

1.1 Related Work 

Computer vision technology has been used to facility the image and document  
reassembly. Saharan and Singh [1] use the flood fill algorithm to obtain the closed  
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Fig. 1. Ceramic remains and digitized model 

boundaries of fragmented images and calculate the local curvature of each boundary 
pixel which is stored into a string. 

The fragment matching is then reduced to a string matching problem. Zhu et al. [2] 
propose to use turning-function-based partial curve matching to find the candidate 
matches and define the global consistency as the global criterion to do document re-
construction. The global match confidences are assigned to each candidate match and 
then these confidences are iteratively updated via the gradient projection method to 
maximize the criterion. Tsamoura and Pitas [3] instead pre-sent a color based ap-
proach to reassemble fragmented images and paintings. A neural network based color 
quantization approach for the representation of the image contour followed by a dy-
namic programming technique is employed to identify the matching contour segments 
of the image fragments. Aminogi et al. [4] utilize both the shape and the color charac-
teristics of the image fragment contours for matching.  

1.2 Marking Models 

Archeologists usually possess a library that consists of excavated broken, unbroken, 
or mended artifacts, patterns of relief, color markings, and historical documents de-
scribing the shape and dimension of various artifacts. The creation of a set of marking 
models is a process that involves the archaeology experts who are assisted by graphics 
and computational engineers of rendering in 3D what the archaeology experts perce-
ive and consider as possible representations for possible vessels in a given dig.  

A raw template can be one of those unbroken or manually mended vessels. It is 
scanned and imported into any commercial 3D sculpture software such as Zbrush. 
When the unbroken/mended vessels are not available, we simply create a 3D template 
vessel in ZBrush with the information supplied by the archaeologists (e.g., height, 
neck size, belly size of a vase), and have them interactively modify the template in 
accordance with what they think are good marking models. 

The creation of the marking models is also a dynamic process. If the marking 
models in one category have very few fragments aligned to them, the archeologists 
will make changes to the shape, the marking patterns, or the location of these patterns, 
creating new variations. An overview of the proposed system is shown in Figure 2.  
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Fig. 2. System overview 

2 Reconstruction of Archeological Vessels 

2.1 Alignment Using Marking Models 

Figure 3 shows the mending procedure based on the surface markings, the patterns 
drawn on a vessel and usually having different colors from most other parts of a ves-
sel. The surface markings on the marking models and fragments are first extracted by 
thresholding the color information of the markings and/or the background. For each 
surface marking, a 3D convex hull is computed based on its containing points. Cor-
responding markings are established using the 3D convex hulls, based on which the 
transformation between a matched marking pairs is computed. The transformation 
giving the smallest alignment error is used to align a fragment to the marking model. 
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Fig. 4. Absolute invariants with anchor points with some possible missing. The algorithm in 
section 2.2.2 will always find the longest matching string. 

affine transformation that maps the convex hull on the fragment onto its correspond-
ing one on the vessel is computed as explained in 2.1.3. 

2.1.3 Aligning Fragments against Marking Models 

Given corresponding convex hull pairs determined using AAIs, we proceed to esti-
mate the unique affine transformation ,  that will align them. Towards that 
end, we use a set of first order s-weighted affine invariant central moments. To solve 
the transformation  that has 9 unknowns, a set of 3 different s values is used to 
arrive at 9 equations with 9 unknowns. This results in the linear equation 
 

     

, ,, , , ,, , , ,, ,, ,, , , ,, , , ,, ,, ,, , , ,, , , ,, ,
                      (1) 

 
And  is the counterpart of . The transformation  is uniquely computed 

from (1). Once  is found, the translation parameters  can be obtained from the 
centroids of the matched convex hull pair. To evaluate the goodness of the alignment 
we use the average distance error between all the 3D points (not just those on the 
marking) on the morphed fragment to their closest points on the vessel. The morphing 
of the fragment into the vessel coordinate space is done in accordance with the esti-
mated affine transformation .  
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Fig. 6. With/without global optimization 

for example, in Figure 4, , then the distance  will be discarded and the 
distance between points 4  and 6  will be calculated, then . Generally 
speaking, if we encounter an “unmatched” segment, we will always jump over one 
point and check its next anchor point. As this process is recursive we can deal with 
more than one missing point. The rigid transformation ,  can be recovered 
from three pairs of matched points, or estimated from more matched anchor points 
using a least square error (LSE) estimation method [6]. Once the transformation pa-
rameters are found, the fragments are mapped into the same coordinates system by 
undoing the rigid transformation and the fragments are aligned.  

2.2.3 Global Optimization 

The mending described in the previous section and shown in Figure 5 is a pair wise 
mending process. It is conceivable that alignment errors will accumulate, rendering 
the reconstruction result less than satisfactory (See right hand side of Figure 6).  

For vessels that are axially symmetric, this problem can be solved by adopting the 
surface of revolution as a global constraint. The surface of revolution is obtained by 
going through the following steps: 1) Extract the “profile curve” [7]; 2) Obtain the 
symmetry axis (revolution axis); 3) Rotate the profile curve about the axis; 4) Gener-
ate a rotation surface; 5) Use the surface as a global optimization “basis”. Steps 1~2 
are shown in Figure 7 left.  

The lower rim and upper rim are obtained by fitting a circle to the fragment border 
segments. Of all the fragment border segments, the one with the smallest fitting error 
is the rim. The cross-section curve c is the profile curve. Steps 3~4 are shown in 
Figure 7 right. Here we rotate the profile curve about the revolution axis to generate a 
set of curves which constitute the rotation surface. This rotation surface is used in our 
mending process as a basis shape, where the fragments are not only aligned to each  
 

                      
 
Fig. 7. Obtain profile curve, symmetric axis and generate a rotation surface 
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Fig. 8. 3D scanned fragments and marking models 

other, but are also aligned to this surface. With this global optimization constraint, the 
result is improved as shown on the left hand side of Figure 6. Note that before a basis 
shape is found, fragments with no upper and lower rims are set aside, and only frag-
ments that do possess both rims are found and possibly mended using the pair wise 
invariants approach. After we obtain a mended fragment with both upper and lower 
rims, we extract the profile curve and generate the rotation surface (steps 1-5).  
We then improve on the mending for all fragments using the basis shape as a global 
constraint.  

3 Experiments 

We test our methods on 62 fragments (40 of them have markings and are shown in 
Figure 8 left. The 22 fragments with no markings are mended later using the anchor 
point method. The fragments are from 3 types of vessels: cups, bowls and plates. The 
archaeologists provide 20 marking models for each type of vessel, hence a total of 60 
possible marking models. We show 3 marking models for each category (cups, bowls 
and plates) in Figure 8 right.  

The reconstruction results of the 62 fragments are shown in Figure 9. The frag-
ments bounded by red boundaries are aligned using markings and marking models.  

 

 
  (a)              (b)                (c)                (d)             (e) 

Fig. 9. Reconstruction results 

(a) 3 marking models for cups 

(b) 3 marking models for bowls 

(c) 3 marking models for plates 
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The fragments bounded by green boundaries are mended using anchor points. We 
find that most fragments can be aligned against one marking model for each category 
of vessels. However, as the marking models are not exact, it’s possible that parts of 
the best marking model are not close enough to the true vessel, which resulted in hav-
ing a few fragments not aligned with the best marking model. Based on markings 
alone, 70% of fragments with markings (red boundaries in Figure 9) are aligned to the 
best models. This figure changes upward to around 90% if we consider the markings 
along with the anchor points in the mending. Finally, out of the 22 fragments that 
don’t have any markings on, 18 (>80%) fragments are properly mended (see Figure 9 
(d), (e)). The remaining 4 fragments had insufficient number of anchor points on their 
borders and hence couldn’t be mended. In the end, 54 (>85%) out of the 62 fragments 
are successfully mended, when using markings plus anchor points for the first set and 
anchor points for the set with no markings on them.  

4 Conclusions 

We present novel complementary methods to reconstruct vessels virtually by aligning 
3D scanned fragments against vessels based on surface markings and anchor points 
on borders. These methods weigh between expert opinion (with expected uncertain-
ties), and total lack of prior knowledge. Building in uncertainties in the markings 
models allow for rotation, scaling, shifting, and shearing between markings on the 
marking vessels and their corresponding ones on the fragments. Whereas using anc-
hors points as complementary information on fragment surfaces allows for a natural 
mending when expert prior information is lacking or as cross validation method. This 
paper shows the importance of using complementary information in the mending 
process for assisting in the tedious process of vessels reconstruction from fragments. 
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Abstract. In this paper, the problem of automatic people removal from
digital photographs is addressed. Removing unintended people from a
scene can be very useful to focus further steps of image analysis only on
the object of interest, A supervised segmentation algorithm is presented
and tested in several scenarios.

Keywords: people removal, segmentation, cultural heritage imaging,
inpainting.

1 Introduction

Multimedia technologies find fruitful employment into tools and solutions for
Cultural Heritage (CH) preservation and exploitation. Traditionally CH doc-
uments, reports and publications are created by few (expert) for many (e.g.
users,tourists,etc...) based on expensive photographic and documentation cam-
paigns. Instead, there is a huge heritage, especially in Italy and Europe, that is
still only partially documented both for lack of economic support, and for ter-
rible environmental changes (e.g. earthquakes), which change their conservation
status and external aspects.

In this paper we address the problem of fully-automatic people removal from
single images in order to create a privacy-compliant and de-personalized dataset
of CH pictures, working on the huge picture footage coming from social networks
and photo sharing sites. CHI fosters the development of technologies for digital
capture and documentation of the worlds cultural, scientific, and artistic trea-
sures, although most of the related techniques are up-to-now oriented to creating
manual or semi-automatic tools both for experts and private users [15].

The “people removal” is a typical problem for digital documentation and
consists in deleting humans from pictures to improve the quality or the semantic
value of the picture. This is a useful feature of many graphic tools (e.g. GIMP),
which is now also being provided for mobile devices1 or as an online tool2. Indeed,
people removal is a well-addressed problem on videos or image sequences, where
multiple images differences [19,10] or structure prediction [21] are available, while
robust automatic solutions for single images have not been presented yet.

1 http://www.scalado.com/display/en/Remove
2 http://www.snapmania.com/info/en/trm

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 188–197, 2013.
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Fig. 1. Overview of the proposed system

Three steps are required to address the single-image people removal task:
automatic target detection, person segmentation and highlighted area inpainting.
While an automatic people detector can be used to initialize the system, in our
solution the detection are manually supplied, so to correctly initialize the further
steps. A supervised segmentation algorithm, able to accurately outline the people
thanks to a structured machine learning approach is adopted. This step creates
the mask to apply photo enhancing algorithms, such as inpainting [6] or Seam
Carving [1], to remove people in the scene without any user input.

In this paper we describe the system workflow, focusing in particular on the
structured segmentation algorithm, comparing with other segmentation algo-
rithms and illustrate results on a common segmentation dataset and on web
images.

2 Single-Image People Removal

Taking a clear picture of a cultural heritage site, a church, a statue in the middle
of a crowded square can be an undertaking. Unintended people often clutter the
scene, ruining the shot. Since inpainting has to add unreal but plausible image
data, the less is added, the better it is. So, usually, manual selection of the
removal areas should be provided, in order to have a perfectly segmented shape,
without under-segmented areas and possibly with very small over segmented
ones. In our case the problem of target removal becomes a problem of automatic
target detection and segmentation.

Automatic people (or pedestrian) detection is a well-studied problem in com-
puter vision, Enzweiler and Gavrila provide a thorough survey on the topic [8].
All of these approaches return the bounding box where the target is found, with-
out a precise silhouette segmentation, which is a challenging problem, due to the
high variability of people pose and scale, different lighting condition, low con-
trast between the selected person and the background and not uniform color and
texture distribution within the shape. The main strength of this work is indeed
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the people segmentation step: a graph-cut [4] segmentation is employed, and the
unary potentials are learned from a training set, weighting examples based on
their similarity to the target image. We exploit One Class SVMs to describe the
people class and Joint Kernels between image and mask pairs, to robustly learn
an energy function to be minimized with an s/t graph cut framework.

This approach allows to cope with the fact that people shapes are found in
several poses and postures, and walking pedestrians, chatting groups or other
tourists have different aspects. Figure 1 summarizes the steps of the algorithm
and describes the full system workflow.

3 Structural Segmentation

Structural prediction through SSVMs [18] proved to be effective in many com-
puter vision tasks, such as object detection [12], tracking [13] and recently
also image segmentation [16]. Structured segmentation describes the problem
of learning a function f : X → Y, where X is the space of samples (images) and
Y is the space of structured labels (binary masks), from a segmented training
set. SSVMs learn a scoring function F (x, y) that matches a sample x with a label
y, such that maximizing F through the label space gives the correct output label
for sample x.

A common approach is to work in the dual formulation using positive definite
joint kernels, so that the scoring function F (x, y) can be written as:

F (x, y) =
∑
y′∈W

αy′

(
1

n

n∑
i=1

[K((x, y), (xi, yi))−

K((x, y), (xi, y
′
i))]

)
,

(1)

where W is the set of the most violated constraints, α are the weights for the
support vectors that are found solving the dual problem, and (xi, yi) are the
training pairs. Given an input image x, we can find the output label by maxi-
mizing F (x, y):

y∗ = argmax
y∈Y

F (x, y). (2)

This maximization can be done using graph cuts. Unfortunately, this formulation
has two relevant performance issues:

– during training we have to construct the set of the most violated constraints
W : for each training sample, find k constraints (k depends on the desired
accuracy), each with the size of the training set, and solve an inference step
(graph cut maximization) for each element;

– during testing we have to compare a sample x with each support vector.
A single support vector is composed of all training images and their corre-
sponding most violated constraint (mask), as in (1).
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The main idea behind the proposed model is to exploit one-class SVMs in
a kernel space to learn a set of support vectors and their relative weights and
to delete outliers from the training set, thus reducing the complexity at testing
time. This idea was firstly introduced by Lampert et al. [14], with the name
of Joint Kernel Support Estimation, and applied to object localization and se-
quence labeling. We want to use f(x) = argmax p(x, y) for prediction, assuming
that p(x, y) is high only if y is a correct label for x. The support of p(x, y) can
be effectively obtained by a one-class support vector machine (OC-SVM), ex-
pressing p(x, y) as a linear combination of a suitable joint kernel K that matches
two sample-label pairs. The joint kernel can be an arbitrary Mercer kernel [20].
The output of the OC-SVM learning process becomes a linear combination of
kernel evaluations with training samples, thus the prediction function can be
formulated as:

f(x) = argmax
y∈Y

n∑
i=1

αiK ((x, y), (xi, yi)) . (3)

The learning process can be done using standard existing implementations of
OC-SVM, with the joint kernel matrix between sample-label pairs.

It is important to point out the difference between our approach and
KSSVMs [2]: in the training phase we only have to construct the joint kernel
matrix between training samples, and then train a standard non linear OC-SVM,
no inference steps are required during training. As a consequence, the training
time does not depend on the structure of the output space, but only on the size
of the training set.

The similarity kernel for the task of people segmentation was formulated as
the product of an image kernel and a mask kernel:

K((xi, yi), (xj , yj)) = θ(xi, xj) ·Ω(xi, xj , yi, yj), (4)

where θ(xi, xj) measures the similarity of the objects depicted in xi and xj , and
acts as a weight for the mask similarity kernel Ω(xi, xj , yi, yj). Consequently, if
the two images are very different, the final similarity measure will be low, even
if the masks are similar.

3.1 Image Similarity Kernel

The purpose of the image similarity kernel is to return high similarity values be-
tween images that contain very similar objects. We adopt a general purpose sim-
ilarity measure between images, the comparison of HOG descriptors [7]. HOGs
can be compared using standard similarity measures like Bhattacharyya dis-
tance. Since we are working with images of the same category (people), we
employ a Gaussian kernel, capable of distinguishing between different images,
due to the parameter σ, optimized for the specific dataset. The image similarity
kernel between image xi and image xj becomes:

θ(xi, xj) = exp

(
−‖ρ(xi)− ρ(xj)‖2

2σ2

)
, (5)
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where ρ(xi) is the feature vector extracted from image xi. For the computation
of the HOG descriptors we adopted rectangular HOG (R-HOG) [7], computing
gradients on R,G, and B color channels and taking the maximum, then dividing
the image with a 5×5 grid of cells (25 cells), and grouping them in 4 partially
overlapped blocks of 3×3 cells each. Trilinear interpolation between histogram
bins and cells was appropriately applied.

3.2 Mask Similarity Kernel

The mask similarity kernel takes into consideration both images and masks to
extract knowledge about how comparable two segmentations are. The kernel is
composed of a linear combination of three parts:

Ω(xi, xj , yi, yj) =

3∑
k=1

βkΩk(xi, xj , yi, yj). (6)

The first kernel Ω1(yi, yj) only depends on the binary masks, and directly com-
pares the similarity between the two, by counting the number of corresponding
pixels:

Ω1(yi, yj) =
1

P

P∑
p=1

δ(yip, yjp), (7)

where P is the total number of pixels in the image, yip is the p-th pixel of image
yi, and δ(·, ·) is an indicator function defined as:

δ(yip, yjp) =

{
1 if yip = yjp
0 if yip �= yjp

. (8)

The second and the third kernels exploit 3D color histograms computed in the
RGB space. Let’s define F j

i and Bj
i as foreground and background histograms

extracted from image xi using mask yj, and Pr(xp|H) as the likelihood of pixel xp

to match histogram H . We use negative log-likelihoods to express the penalties
to assign a pixel to foreground or to background, as firstly introduced by [5].
Negative log-likelihoods are defined as:

L(xp |H) = −log(Pr(xp|H)). (9)

We can also define:

L(xp|yp, F,B)=

{
L(xp |B) if yp = “obj”
L(xp |F ) if yp = “bkg”.

(10)

To highlight the mutual agreement of two masks, the second kernel extracts an
histogram from image xi using mask yj and evaluates it using yi. Having F j

i and

Bj
i :

Ω2(xi, yi)=
1

P

P∑
p=1

L(xip|yip, F j
i , B

j
i ). (11)
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The third kernel exploits global features extracted from the entire training set
to model the expected color distribution of foreground and background pixels.
We define FG and BG as the global histograms extracted from training samples
using their relative masks.

Ω3(xi, xj, yi, yj)=Ω3i ·Ω3j (12)

where
Ω3i =

1
P

∑P
p=1 L(xip|yip, FG, BG)

Ω3j =
1
P

∑P
p=1 L(xjp|yjp, FG, BG)

. (13)

The histograms are quantized uniformly over the 3D color space using a fixed
number of bins per channel, set at 16 by experimental evaluations (no smoothing
is applied).

4 Graph Construction

It is worth noting that the previously defined kernels compare two image-mask
pairs, while at testing time the test mask is obviously missing. Kernels must
thus be reformulated so to return pixel-wise potentials, in order to perform the
maximization reported in (3). This maximization is done using s/t graph cuts [5].

The problem can be formulated as a maximum a posterior estimation of a
Markov Random Field, minimizing the energy function:

E(y) = R(y) + λB(y), (14)

where y is a binary vector of pixel labels and R(y) is the unary term expressing
the cost of assigning a pixel to the foreground or to the background. B(y) is the
smoothness term, formulated as proposed by Rother et al. [17]:

B(y) =
∑

p,q∈N
δ(yp, yq)

1

dist(p, q)
exp

(
−‖xp − xq‖2

2σ2

)
(15)

where N is the set of neighboring pixels (8-connected), δ(·, ·) is the indicator
function defined in (8), dist(p, q) is the distance between pixels and σ is the
expectation of the euclidean distance in color space ‖xp − xq‖2. At classification
time we have to compute the foreground and background potentials Pf and Pb

corresponding to the unary term in the graph cut framework. They are the result
of a linear combination of potentials Pf i and Pbi obtained from the compari-
son of the testing image xj with each support vector (xi, yi), weighted by the
corresponding αi. The potentials at position p are:

Pf ip = θ(xi, xj)(β1Pf
1
ip + β2Pf

2
ip + β3Pf

3
ip)

Pbip = θ(xi, xj)(β1Pb
1
ip + β2Pb

2
ip + β3Pb

3
ip)

(16)

where θ(xi, xj) is the image similarity kernel defined in (5). The first kernel is
strictly related to the mask yi:

Pf
1
ip = yip

Pb
1
ip = 1− yip

(17)
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The second kernel expresses the cost of assigning a pixel to foreground or to
background, according to the histograms F i

j and Bi
j , defined in Sec. 3.2:

Pf
2
ip = L(xjp |Bi

j)

Pb
2
ip = L(xjp |F i

j )
(18)

The third kernel expresses the cost of assigning a pixel to foreground or to
background, given the global histograms FG , BG calculated on the training set:

Pf
3
ip = L(xjp|BG) · 1

P γ(xi, yi)

Pb
3
ip = L(xjp|FG) · 1

P γ(xi, yi)
(19)

where

γ(xi, yi)=

P∑
p=1

L(xip|yip, FG, BG). (20)

5 Experimental Evaluation

The experimental setup is thought to evaluate both the segmentation accuracy
and the inpainting effectiveness, comparing the proposed approach with other
segmentation algorithms. To test the segmentation accuracy we chose the Weiz-
mann horse dataset [3], publicly available and commonly used in the segmenta-
tion community. We compared our results with GrabCut, initialized using the
bounding boxes coming from a part based detector [11,9], or using the average
of the masks of the k nearest image found with the object similarity of Eq. 5.
We also report the results obtained by Bertelli et al. [2]. Their approach exploits
Kernelized Structural SVMs, and reaches the best results (Table 2). The accu-
racy gap between our solution and the one proposed in [2] is noticeable, but To

Table 1. Image reconstruction results with different initializations

Inpainting Init. MSE SSIM

Our approach 57.24 0.469
GrabCut 67.55 0.391
Bounding Box 110.3 0.123

test the impact that different segmentations have on the inpainting procedure,
we collected some images from the web, depicting CH sites with unintended
people cluttering the scene. A qualitative comparison between our approach and
GrabCut shows that in the 70% of cases we perform better

We created a dataset to test the impact that different segmentations have on
the inpainting procedure. The dataset is composed of 60 photographs of churches
and monuments, with several people cluttering the scene. For each photograph, a
background image is provided. The inpainting algorithm [6], is initialized in three
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Fig. 2. Visual comparison of the segmentation results. First column contains the orig-
inal image with the detected people. The other columns show the area to be inpainted
using the bounding box, the GrabCut and the proposed approach respectively.

different ways: directly using the bounding box of the people detection, using the
binary mask provided by GrabCut and using the proposed approach. To evaluate
the quality of the image reconstruction step we use Structural Similarity Index
(SSIM). SSIM is commonly used for image quality assessment, and measures
the changes in structural information given a couple of images. SSIM is chosen
because more consistent human eye perception than MSE or PSNR.

Results are reported in Table 1. As expected, initializing the inpainting al-
gorithm with the bounding boxes leads to the worst results, in particular, the
accuracy of the reconstruction quickly worsen as the person size increases. Het-
erogeneous background is very difficult to reconstruct, but the precision of the
segmentation mask considerably affect the reconstruction process. Some quali-
tative results are reported in Figure 2.

Some parameters of the proposed solution must be optimized over a validation
set. These are the kernel weights β1, β2, β3 and the parameter ν of the One Class
SVM. As for training, the optimization step is done over the 3DPeS dataset, by
means of a grid search over the parameter space.
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Table 2. Performance comparison on the three datasets

Horses Dataset Sa(%) So(%)

KSSVM + Hog feature 93.9 77.9
Our method 91.04 73.28
GrabCut init. with BB 69.53 50.39
GrabCut init. with 1-NN mask 85.66 62.34
GrabCut init. with 5-NN masks 86.93 63.83
GrabCut init. with 10-NN masks 86.46 63.20

6 Conclusions

We proposed a novel segmentation approach based on one-class SVMs and joint
kernels between image-mask pairs. The method exploits the ability of OC-SVMs
to identify and ignore outliers in the training set, while reducing the number
of kernel computations needed at classification time. The characteristics of this
generative learning algorithm allow to deal with very large datasets, otherwise
intractable using discriminative approaches like KSSVMs and increase the ro-
bustness to mislabeled or incomplete ground truths.
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Abstract. Considering the huge amount of art pieces that exist, there is
valuable information to be discovered. Focusing on paintings as one kind
of artistic creature that is printed on a surface, artists can determine its
genre and the time period that paintings can belong to. In this work we
are proposing the interesting problem of automatic influence determina-
tion between painters which has not been explored well. We answer the
question “Who influenced this artist?” by looking at his masterpieces
and comparing them to others. We pose this interesting question as a
knowledge discovery problem. We presented a novel dataset of paintings
for the interdisciplinary field of computer science and art and showed
interesting results for the task of influence finding.

1 Introduction

How do artists describe their paintings? They talk about their works using sev-
eral different concepts. The elements of art are the basic ways in which artists
talk about their works. Some of the elements of art include space, texture, form,
shape, color, tone and line [7]. Each work of art can, in the most general sense,
be described using these seven concepts. Another important descriptive set is the
principles of art. These include movement, unity, harmony, variety, balance, con-
trast, proportion, and pattern. Other topics may include subject matter, brush
stroke, meaning, and historical context. As seen, there are many descriptive
attributes in which works of art can be talked about.

One important task for art historians is to find influences and connections
between artists. By doing so, the conversation of art continues and new intuitions
about art can be made. An artist might be inspired by one painting, a body of
work, or even an entire genre of art is this influence. Which paintings influence
each other? Which artists influence each other? Art historians are able to find
which artists influence each other by examining the same descriptive attributes
of art which were mentioned above. Similarities are noted and inferences are
suggested.

It must be mentioned that determining influence is always a subjective deci-
sion. We will not know if an artist was ever truly inspired by a work unless he
or she has said so. However, for the sake of finding connections and progressing

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 198–207, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Fig. 1. An example of an often cited comparison in the context of influence. Diego
Velázquez’s Portrait of Pope Innocent X (left) and Francis Bacon’s Study After
Velázquez’s Portrait of Pope Innocent X (right). Similar composition, pose, and subject
matter but a different view of the work.

through movements of art, a general consensus is agreed upon if the argument is
convincing enough. Figure 1 represents a commonly cited comparison for study-
ing influence.

Is influence a task that a computer can measure? In Computer Vision, there
has been extensive research on the object-recognition in images, similarity be-
tween images.
Also there has been united research on automated classification of paintings
[1,2,3,9,8]. However, there is very little research done on measuring and deter-
mining influence between artists ,e.g. [9]. Measuring influence is a very difficult
task because of the broad criteria for what influence between artists can mean.
As mentioned earlier, there are many different ways in which paintings can be
described. Some of these descriptions can be translated to a computer. Some re-
search includes brushwork analysis [9] and color analysis to determine a painting
style. For the purpose of this project, we do not focus on a specific element of
art or principle of art but instead we focus on finding new comparisons by ex-
perimenting with different similarity measures.

Although the meaning of a painting is unique to each artist and is com-
pletely subjective, it can somewhat be measured by the symbols and objects in
the painting. Symbols are visual words that often express something about the
meaning of a work as well. For example, the works of Renaissance artists such as
Giovanni Bellini and Jan Van-Eyck use religious symbols such as a cross, wings,
and animals to tell stories in the Bible. This shows the need for an object-based
representation of images. We should be able to describe the painting from a
list of many different object classes. By having an object-based representation,
the image is described in a high-level semantic as opposed to low-level seman-
tics such as color and texture. By using the Classemes [11] feature, we are able
to capture both high-level and low-level semantics. For example, Figure 2 may
not look like similar images, but when considering the objects placed in each
of the paintings, similarity becomes clear. This comparison is a result from our
experiments which we describe later.
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Fig. 2. Frédéric Bazille’s Studio 9 Rue de la Condamine (left) and Norman Rockwell’s
Shuffleton’s Barber Shop (right). The composition of both paintings is divided in a
similar way. Yellow circles indicate similar objects, red circles indicate composition,
and the blue square represents similar structural element. The objects seen – a fire
stove, three men clustered, chairs, and window are seen in both paintings along with
a similar position in the paintings. After browsing through many publications and
websites, we conclude that this comparison has not been made by an art historian
before.

One important factor of finding influence is therefore having a good measure
of similarity. Paintings do not necessarily have to look alike but if they do or
have reoccurring objects (high-level semantics), then they will be considered
similar. If influence is found by looking at similar characteristics of paintings,
the importance of finding a good similarity measure becomes prominent. Time
is also a necessary factor in determining influence. An artist cannot influence
another artist in the past. Therefore the linearity of paintings cuts down the
possibilities of influence.

By including a computer’s intuition about which artists and paintings may
have similarities, it not only finds new knowledge about which paintings are
connected in a mathematical criteria but also keeps the conversation going for
artists. It challenges people to consider possible connections in the timeline of
art history that may have never been seen before. We are not asserting truths
but instead suggesting a possible path towards a difficult task of measuring
influence. The main contribution of this paper is proposing the interesting task
of determining influence between artist as a knowledge discovery problem and
proposing a new relevant dataset. To the best of our knowledge, Carneiro et
al[4] recently published the ”PRINTART” on paintings along with primarily
experiments on image retrieval and genre classification. However this dataset
contains only monochromatic artistic images. Our dataset have chromatic images
and its size is about double the ”PRINTART” dataset.
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2 Dataset

Our novel dataset contains a total of 1710 works by 66 artists chosen from Mark
Harden’s Artchive database of fine-art. Each image is annotated with the artist’s
first name, last name, title of work, year made, and genre. The majority of the
images are of the full work while a few are details of the work. We are primarily
dealing with paintings but we have included very few images of sculptures as
well. The artist with the most images is Paul Cézanne with 140 images and the
artist with the least number of works is Hans Hoffmann with 1 image.

The artists themselves ranged from 13 different genres throughout art history.
These include Expressionism (10 artists), Impressionism (10), Renaissance (12),
Romanticism (5), Cubism (4), Baroque (5), Pop (4), Abstract Contemporary
(7), Surrealism (2), American Modernism (2), Post-Impressionism (3), Symbol-
ism (1), and Neoclassical (1). The number in the parenthesis refers to the number
of artists in each genre. Some genres were condensed such as Abstract Contem-
porary, which includes works in the Abstract Expressionism, Contemporary, and
De Stijl periods. The Renaissance period has the most images (336 images) while
American Modernism has the least (23 images). The average number of images
per genre is 132. The earliest work is a piece by Donatello in 1412 while the

Fig. 3. Examples of paintings from thirteen genres: Renaissance, Baroque, Neoclassical,
Romanticism, Impressionism, Post-Impressionism, Expressionism, Cubism, Surrealism,
Symbolism, American Modernism, Pop, and Abstract Contemporary.

most recent work is a self portrait by Gerhard Richter done in 1996. The earliest
genre is the Renaissance period with artists like Titian and Michelangelo during
the 14th to 17th century. As for the most recent genre, art movements tend
to overlap more in recent years. Richter’s painting from 1996 is in the Abstract
Contemporary genre.

3 Influence Discovery Framework

Consider a set of artists, X . For each artist, Xi, we have a ground truth time
period ti that artist Xi has performed his work. Also consider a set of images Ii,
for each artist Xi. We extract Classeme features [11] as visual features for each
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image and represent it by a vector called C = [c1, ..., cN ] where N represents the
dimension of the feature space.

We represent the problem of influence as similarity following time. For the
statement Xi ⇒ Xj to be true, where the arrow indicates the left side influencing
the right side, two requirements must be met. In the time constraint, time period
ti must be either come before or overlap tj thus, we not only allow artists to
be influenced by their past but also by people from an overlapping time period
since this is generally true for influence within a genre.

For the second requirement, two artists in the the feature space should be
similar Xi ∼ Xj . For determining similarity, averaging of each artist Xi’s image
set Ii will not work. Doing so results in a loss of information. If an artist Xi has
significantly less images in Ii than an artist Xj does in Ij , then Xj will have
a larger variation of images. This may result in skewed information about the
similarity between artists since it reflects each I’s number of images. Therefore,
a method that measures distance between sets is important. This way, artists
can be represented by their entire work, yet still keep information about each
individual painting. The goal is to avoid the risk of losing information about a
painting while providing meaningful set distances.

We consider potential influence if it reflects ground-truth or artists are of
similar genre. Our ground-truth is a collection of known influences and general
consensus of influences.

Once a good similarity measurement is found, we can map artists into a space,
and here knowledge discovery becomes prominent. Which artists are similar but
have not been talked about before? How will different distance metrics lead to
different conclusions about artists? This portion of the study is also important
for contribution to the art world.

4 Experiments

4.1 Visual Features

We extracted the Classeme feature vector [11] as the visual feature for our ex-
periments. Classeme features are output of a set of classifiers corresponding to a
set of C category labels, which are drawn from an appropriate term list (defined
in [11] and not related to our art content). For each category c ∈ {1 · · ·C}, a set
of training images was gathered by issuing a query on the category label to an
image search engine. After a set of coarse feature descriptors (Pyramid HOG,
GIST) is extracted, a subset of feature dimensions was selected [11]. Considering
this reduced dimension feature a one-versus-all classifier φc is trained for each
category. The classifier output is real-valued, and is such that φc(x) > φc(y)
implies that x is more similar to class c than y is. Given an image x, the feature
vector (descriptor) used to represent it is the classeme vector [φ1(x), · · · , φC(x)].
The Classeme feature is of dimensionality N = 2569.
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4.2 Artist Similarity

To judge about similarity between paintings and consequently judge about sim-
ilarity between artists we computed the Euclidean distance between Classeme
features corresponding to each image in the dataset. The results showed some
interesting cases, several of which have not been studied by art historians as a
potential comparison before. Figure 2 is an example of this, as well as Figure 4
and Figure 5.

Fig. 4. Vincent van Gogh’s Old Vineyard with Peasant Woman 1890 (left) and Joan
Miro’s The Farm 1922 (Right). Similar objects and scenery but different moods and
style.

We researched known influences between artists within our dataset
from multiple resources such as The Art Story Foundation and
The Metropolitan Museum of Art. For example, there is a general consen-
sus among art historians that Paul Cézanne’s use of fragmented spaces had a
large impact on Pablo Picasso’s work.

We say there is a good artist-to-artist similarity if 1) it reflects the ground-
truth artist influence list or 2) they are of similar genres. We include the genre
as another indication of influence because the works of artists in the same genre
tend to be influenced by the same people and also by each other. After computing
distances, an affinity matrix of similar artists is made. To measure accuracy, we
focus on the top 5 artists similar to each artist X and considered how many of
them are correct based on annotation.

We tried several different methods for measuring the distance between two
sets of artists. First, we used the Hausdorff distance [5] to measure the distance
between sets of artists. We computed the distance between each artist set in a
Euclidean space. Our result had an accuracy of 22.73%.

In another variation, we modified the Hausdorff distance to consider a subset
of distances. Our modification only considers 90 percent of the paintings for
every artist set. This would presumably eliminate 10 percent of the least similar
images. The results were not very different from the previous case. Those artists
which were affected had slightly better results than regular Hausdorff distance.
This results held an accuracy of 23.03%

Next we tried modified Hausdorff distance (MHD) proposed by Dubuisson et
al [5]. This adjusted version of Hausdorff distance is shown to work better for
object matching. This result had an accuracy of 30%, which was our best result.

http://www.theartstory.org/
http://www.metmuseum.org/
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Fig. 5. Georges Braque’s Man with a Violin 1912 (Left) and Pablo Picasso’s Spanish
Still Life: Sun and Shadow 1912 (Right).

Previously, we had tried using only symmetric measurements. If artists are
influenced by each other (meaning they have overlapping t time periods), it
may be important to describe which artist influences the other more. Further
experiments were done on asymmetric and symmetric affinity matrices and those
results are seen in Figure 8.

We also tried to see if we can reduce the feature dimensionality before com-
puting the similarity or not. We applied various methods including PCA, MDS,
LLE, Isomap, etc but got a worse results emphasizing classemes feature are
optimized in terms of dimension.

4.3 Visualizing Influences - A Map of Artists

In order to visualize artists in a new space based on similarity, we used a
non-linear dimension reduction approach, namely Locally Linear Embedding
(LLE) [10]. With LLE, we map our high-dimensional data to an embedded space.
The embedding provides relationships between artists in relation to the artist
space as a whole.

First, we applied LLE to the affinity matrix computed previously down to one
dimension. In this reduction, Modern and Abstract artists seemed to be grouping
together while other artists were too clustered to determine groupings. In a
different mapping, we use LLE to reduce the affinity matrix to two dimensions.
Figure 6 visualizes this two dimension varying mapping in both the x and y axis.
We color each artist name according to its genre (13 colors for 13 genres) to get
a better sense of groupings.

In Figure 6 we can see a few Expressionist artists (in red) clustered together
as well as Abstract Contemporary artists (in grey-blue). As seen, the artists
at the bottom of the mapping are Lichtenstein, Hepworth, Malevich, Mondrian,
Motherwell, O’Keffe, and Rothko who are all Modern and Abstract artists. Their
genres differ slightly but all share some stylistic approaches and time period.
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Fig. 6. Similar artists in two dimensions

However, this time we can see that the Impressionists and Renaissance artists
seem to have similar values in one dimension but not the other. Other genres,
such as Romanticism, seem to have a broader range of values.

Some artists in this mapping seem to cluster according to their genre, but
in the context of influence, it is also important to think about the similarities
between artists instead of the classification of genre. This is especially true as
style varies in certain genres. This is yet another complication of the task of
measuring influence.

Therefore, another way to analyze this graph is to disregard genre all together.
We can wonder whether Richter and Hockney share a connection because they
lie close to each other. Or we can wonder if Klimt was influenced by Picasso
or Braque. In fact, both Picasso and Braque were listed as influences of Klimt
in our ground-truth list. When comparing these close mappings to the ground
truth influence, some are reasonable while others seem less coherent. In another
example, Bazille lies close to Renoir and Delacroix who were both influences of
Bazille. Renoir was also influenced by Delacroix according to our research and it
is reflected in our mapping. Other successful mappings include Munch’s influence
on Beckmann, Pissarro’s influence on Cezanne, Degas’s influence on Caillebotte,
Velazquez’s influence on Manet, and so on. Caillebotte and Van Gogh are nearly
mapped on top of each other. Although it is not reflected in our sparse ground-
truth list, it is known that both Caillebotte and Van Gogh were influenced by
an outside source, Japanese art and composition [6]

We try another mapping with a 3-dimensional reduced space. Figure 7 shows
a 3-dimensional view of artists mapped using an asymmetric affinity matrix.
Here, more of the genres seem to be clustering together. There is a clear band
of Impressionists (green), Renaissance (blue), and Expressionist (red) artists.
Other interesting pairs include Ruben’s influence on Delacroix, Pissarro and
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Fig. 7. Embedded mapping of artists in three dimensions using an asymmetric Haus-
dorff distance

Monet’s influence on Van Gogh, Manet’s influence on Munch, and the congestion
of Modern and Abstract artists. This asymmetric 3 dimensional LLE mapping
shows a better categorization of genres then any other mapping we tried.

We’ve tried other reduction methods besides LLE, e.g. PCA, MDS, etc. How-
ever we figure out that LLE dimension reduction is the best method for accuracy
in the context of influence with accuracy 28.18 %.

Variation of Hausdorff distance Accuracy
Symmetric Asymmetric

Hausdorff 22.73% 20.00%

Percentile Hausdorff 23.03% 20.30%

Modified Hausdorff 30.00% 26.36%

Fig. 8. Accuracy rates of asymmetric vs. symmetric affinity matrices for similarity
measuring

5 Conclusion and Future Works

In this paper we presented a new dataset with diverse set of artists and wide
range of paintings. This dataset will be publicly available and can be used for
interdisciplinary tasks of Art and Computer Science. We also posed the inter-
esting question of finding influence between painters as a knowledge discovery
problem and showed interesting results for both of the qualitative and quantita-
tive measurements.
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Through our experiments we have found that Modified Hausdorff Distance
(MHD) works well on image similarity. We also found that combining this with
Locally Linear Embedding is the best technique for mapping into a low dimen-
sional embedding space. Mapping results in lower accuracy than without the
mapping but the trade-off is that we are able to visualize artists in relation to
each other. MHD worked best for symmetric affinity matrices at 30% accuracy.
However, applying LLE to an asymmetric matrix shows better accuracy than a
symmetric one and it can be explained by the fact that LLE is graph based di-
mensionality reduction and asymmetric MHD will make more accurate directed
graph to apply LLE on it.
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Abstract. Historical monuments are considered as one of the key as-
pects for modern communities. Unfortunately, due to a variety of factors
the monuments get damaged. One may think of digitally undoing the
damage to the monuments by inpainting, a process to fill-in missing re-
gions in an image. A majority of inpainting techniques reported in the
literature require manual selection of the regions to be inpainted. In
this paper, we propose a novel method that automates the process of
identifying the damage to visually dominant regions viz. eyes, nose and
lips in face image of statues, for the purpose of inpainting. First, a bi-
lateral symmetry based method is used to identify the eyes, nose and
lips. Textons features are then extracted from each of these regions in
a multi-resolution framework to characterize both the regular and irreg-
ular textures. These textons are matched with those extracted from a
training set of true vandalized and non-vandalized regions, in order to
classify the region under consideration. If the region is found to be van-
dalized, the best matching non-vandalized region from the training set
is used to inpaint the identified region using the Poisson image editing
method. Experiments conducted on face images of statues downloaded
from the Internet, give promising results.

Keywords: texton, inpainting, vandalism, damage-detection, heritage.

1 Introduction

Heritage sites are essential sources of precious information. Cultural heritage con-
servation helps a community to preserve its history and gives a sense of continuity
and identity. However, because of a variety of factors such as weather, antisocial
elements, etc., monuments are sometimes ruined or vandalized. Renovating such
sites is a very sensitive activity and requires great expertise. Renovation not only
poses danger to the undamaged monuments but may also introduce changes in
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the damaged ones that notably deviate from the historical existence. An obvious
solution that avoids physical contact is to digitally renovate these monuments,
which may be accomplished using image restoration and inpainting techniques
[2,3,10]. Image restoration refers to the recovery of an original image from its de-
graded version, while image inpainting refers to the process of modifying image
contents imperceptibly, such as adding or removing object.

Image inpainting has been an active area of research for over a decade. A
number of techniques have been proposed during this period. Notable among
these works are those based on level lines [2,10], exemplar [3], solving Poisson’s
equation [12], global image statistics [9], multiple views of a scene [18], multiple
images that are semantically similar [6], texture and structure information [1]
and many more. All the above listed inpainting techniques are, however, not
fully automatic i.e. they require the target regions for inpainting to be either
known or selected manually. Work proposed in this paper addresses this issue by
automating the region detection process for inpainting face images of damaged
statues. Globally, it is observed that vandalism by humans is a major reason for
statues being damaged. The facial regions like eyes, nose and lips are the visually
the most dominant ones when one looks at a statue and are therefore more
likely to get damaged when vandalized. A damage to such regions diminishes the
attractiveness of the statues. Although other facial regions may be vandalized,
the damage may not be as noticeable as that to the eyes, nose or lips, when it
comes to visual attractiveness. We therefore intend to detect and inpaint any
damaged eye, nose or lips in a given facial image of a statue.

Recently, Parmar et al. [11] proposed a method on similar lines. Their method
relies on the use of edge based features and template matching to detect the
damaged regions in frontal-face images of statues. However, the method is highly
dependent on the scaling, rotation and pose in the facial images. Moreover,
images of different statues may have different sizes and shapes of eyes and lip
regions, while the templates used are of fixed size and shape, leading to unreliable
results. Further, their method does not address the classification of nose regions.
Our proposed approach also takes care of these limitations.

The motivation behind our proposed work is twofold. First, it can be a useful
tool to continuously monitor the heritage site using a surveillance system and
alert the authorities if any damage to monuments takes place. This damage may
be unintentional due to the curiosity of visitors to know details or it may be
intentional. After the alert is sounded, a corrective action can be initiated and
monuments can be protected from further damage. Secondly, since our approach
automatically detects the target regions for inpainting, the subjectiveness associ-
ated with the manual selection of target regions for inpainting will be eliminated.
Results of an inpainting algorithm are highly influenced by selection of target
regions. If the target regions are manually selected, a fair comparison of vari-
ous inpainting algorithms might not be possible. Thus, a common automatically
detected target region for inpainting may prove helpful here. Our work may be
used to add up a new feature in digital cameras to create immersive navigation
effect. The work can also be useful to replace the manual selection of regions
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by automatic detection in a photo editing software, for correcting / replacing a
damaged part of a given photograph.

Texture analysis of several facial images of statues downloaded from the In-
ternet [5] revealed that the texture of a damaged region is different from that
of an undamaged region. This study motivated us to use texture as a feature
for region classification. Textons, which are cluster centres in a filter response
space, have been extensively used for texture classification [14,15]. In the pro-
posed method, we try to identify a region being vandalized or non-vandalized
by comparing its textons with those of a training set consisting of true vandal-
ized and non-vandalized regions. Moreover, our method extracts these textons
in a multi-resolution framework to characterize both the regular and irregular
textures. The organization of this paper is as follows. Section 2 presents the
proposed approach. In section 3, experimental results are shown and finally, we
conclude in section 4.

2 Proposed Approach

Our approach for automatic inpainting the face images of monument is divided
into following major steps viz. (a) extraction of potential regions of interest,
(b) identification of vandalized regions and (c) inpainting vandalized regions.

Fig. 1. Block diagram of the proposed approach

Figure 1 illustrates our proposed approach. Initially, major regions of interest
from given face image are extracted using bilateral symmetry of gradient di-
rections. Vandalized and non-vandalized regions are identified using the texture
based method, out of which the vandalized regions are inpainted using Poisson
image editing technique [12]. Here, we have considered eyes, nose and lips as the
potential region of interest because of the tendency of human beings to target
these regions while vandalizing. The inputs are assumed to be frontal face im-
ages. It may be noted that our algorithm works well even when there is slight
deviation from the frontal pose. For large deviation due to complex distortions,
one may think of using image registration as a preprocessing step. However,
given a single image with complex distortions, registration itself is a difficult
problem and involves pixel interpolation, affecting texture classification.

2.1 Extraction of Potential Regions of Interest

Given a face image of a statue, we intend to identify visually attractive regions
like eyes, nose and lips. Such regions have a common property viz. symmetry.
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(a) (b)

(c) (d)

Fig. 2. To extract potential regions of interest; (a) input image, (b) image containing
edges, (c) plot of symmetry measure SMx, (d) plot of symmetry measure SMy

A method to identify eyes, nose and lips that uses symmetry as a cue has been
proposed by Katahara and Aoki [7]. In our approach, we use symmetry based
method with noise removal as a preprocessing. This leads to better edge preser-
vation and hence the potential regions are extracted with better accuracy. The
use of single scale retinex (SSR) algorithm [16] makes our method invariant to
illumination changes. Following are main steps of face region extraction.

(a) Make the input image illumination invariant using SSR algorithm [16].
(b) Apply Perona-Malik edge preserving diffusion [17] to smooth the image.
(c) Extract various outlines present in the smoothed image.
(d) Compute the symmetry measure of each pixel bm(x, y) [7].
(e) Project the symmetry measure onto X-axis, i.e. SMx

SMx =
M∑
j=1

bm(j, x), (1)

where, M is number of columns in an image and bm represents symmetry
measure around horizontal axis. Once SMx is computed, its peak value is
used to find mid-line about which the face is nearly symmetric.

(f) Project the symmetry measure onto Y-axis, i.e. SMy

SMy =

N∑
i=1

bm(y, i), (2)

where, N is number of rows in an image. The various peaks in SMy are used
to find eyes, nose and lips.

Figure 2. shows an input edge image and the plots of symmetry measure on the
X and Y axis, respectively.
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2.2 Identification of Vandalized Regions

Our approach for classifying a region as vandalized or non-vandalized is based
on the work of Varma and Zisserman [15], where the materials to be classified
were of uniform texture and thus enabled effective modeling of different texture
classes. The proposed method aims to detect damage having natural texture.
We therefore avoid building the model of different texture classes, which in turn
reduces the complexity of the proposed method. Moreover, our method auto-
matically calculates the number of clusters representing the texture classes as
opposed to the approach in [15], which uses fixed number of clusters. In addition,
our method explores multi-resolution framework to address the issue of irregu-
larities in natural texture at different resolutions; a property characterized by
stone-work and monument surfaces.

Textons are basic entities which represents a particular class of texture. They
are cluster centres in the filter response space. The textons are extracted by first
convolving each extracted potential region interest with the maximum-response-
8 (MR8) filter bank [14]. The MR8 filter bank consists of 38 filters which include
Gaussian, Laplacian of Gaussian, edge and bar filters, out of which 8 responses
are considered [14]. Each pixel of the input region is now transformed into a vec-
tor of size 8 as there are 8 filter responses. K-means algorithm is then applied on
these vectors where the K cluster centres are known as textons. In the proposed
method, selection of K for K-means is done automatically as described later in
section 2.3. The texton are extracted individually for each region of interest viz.
eyes, nose and lips. Figure 3 illustrates extraction of textons from a nose region.

Since the face images of monuments have natural texture which is complex,
it is difficult to extract any repetitive pattern at a single scale. However, irreg-
ular patterns and structures in nature have been successfully represented using
fractals in computer modeling [4,8]. A fractal is a geometric pattern that is re-
peated at smaller scales to produce irregular shapes and surfaces that cannot be
represented by classical geometry. This property of fractals motivated us to apply
a multi-resolution framework for obtaining textons that would better represent
the natural texture of the photographed monuments. In order to incorporate the
multi-resolution framework, the procedure of texton extraction is repeated for two
coarser scales as well. Thus, the actual region and the corresponding two coarser
resolution versions are the three different scales at which the MR8 filter response
is computed. To obtain coarser versions of an actual regions (i.e. extracted nose),
the image is low-pass filtered before down sampling using Gaussian filter.

The training set that consists of true vandalized and non-vandalized regions is
now used in a learning stage. This stage is used to extract textons that represent
the true vandalized and non-vandalized regions. Thus, all the training images
containing true vandalized eye are considered together to extract the textons
representing vandalized eye. Similarly, textons for non-vandalized eye, vandalized
and non-vandalized nose and lips are extracted from the training set. Figure 4
illustrates the learning of textons for vandalized nose region.

In the classification stage, the Euclidean distance between the textons of ex-
tracted regions of the test image and those from the corresponding vandalized
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Fig. 3. Extraction of textons using the MR8 filter bank

Fig. 4. Learning of texton for vandalized nose region using the MR8 filter bank

and non-vandalized region of the training images is computed. The minimum dis-
tance criteria is used to classify the region as either vandalized or non-vandalized.
It may be noted that for each extracted region, viz. eyes, nose and lips, classifica-
tion is performed independently. This enables detection and inpainting of more
than one damaged regions in an image simultaneously. Since the textons being
robust features are used to represent the training images containing a variety of
textures, the vandalized and non-vandalized regions in different statues can be
successfully identified.

2.3 Automatic Selection of Number of Clusters

Many of the existing clustering algorithms require the number of clusters (i.e.
textons represented as vectors) to be known in advance. However, it may not
be possible to pre determine the number of clusters. In our work, we use an
uncomplicated approach to estimate the number of clusters. Here, we obtain
clusters by varying the value of K in the K-means algorithm. We then plot a
two dimensional evaluation graph, where X-axis shows number of clusters (K)
and Y-axis shows a function of the pooled within cluster sum of squares around
the cluster means (Wk) calculated as follows [13],

WK =

K∑
r=1

⎛⎝ ∑
∀i,i′∈Cr

di,i′

⎞⎠ (3)
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Fig. 5. Auto-selection of number of clusters K by fitting two straight lines to the data

where di,i′ is the squared Euclidean distance between members (i, i
′
) of

cluster Cr.
For such curves Tibshirani et al. [13] have shown that the point at which the

monotonic decrease flattens markedly is taken as the best K. However, if the
curve is smooth (like the one shown in figure 5) where it is difficult to determine
where exactly the decrease flatters, then we have a challenging task to obtain
the best value of K. To overcome this difficulty, we try to best fit two straight
lines to the curve using expectation-maximization (EM) algorithm. The point of
intersection of the two best fit lines then gives the approximate point at which
the curve starts to flatten. We take this point to be the bestK. This is illustrated
in figure 5.

2.4 Inpainting

After the identification of vandalized and non-vandalized regions, final step is to
inpaint vandalized regions using the corresponding non-vandalized regions from
the same image or from different images available in the database. The source
region that replaces the vandalized region is selected from the training set of true
non-vandalized images. Here the selection criteria is the extent of similarity of the
undamaged regions in the vandalized image with the true non-vandalized images.
The extent of similarity is measured as the distance in the Euclidean space. Once
the vandalized region and the non-vandalized source image are identified, we use
Poisson image editing technique for seamless blending as described in [12].

Let f denote the test image, Ω denote the vandalized region in the test image
and δΩ denotes the boundary of vandalized region. The minimization problem
to be solved for replacing vandalized region with corresponding non-vandalized
region can be written as

min
f

∫∫
Ω

|∇f −∇f∗|2 with f |δΩ = f∗|δΩ, (4)

where, f∗ represents the non-vandalized source, ∇ is the gradient operator.
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3 Experimental Setup and Results

Our database consists of 40 facial images of statues having vandalized and non-
vandalized regions. The inputs used are frontal face images downloaded from the
Internet [5]. However, the proposed method can be extended for non-frontal faces
by using homography with keypoints invariant to changes in scale, illumination
and view point, which we intend to address in future. The spatial resolution of the
images is adjusted such that all images are of the same size. A mean correction
is applied to the images so that, they have the same average brightness. To
select the source image from which the non-vandalized regions are chosen for
inpainting, we use minimum of the squared distance between the non-vandalized
regions of the test image and the database images. A manual selection of the
non-vandalized source image would be required in case all the regions in the test
image classified as vandalized. Figure 6-9 show results of our proposed approach.

(a) (b) (c) (d) (e)

Fig. 6. Auto-inpainting on vandalized nose; (a) input image, (b) extracted potential
regions of interest, (c) detected vandalized nose, (d) inpainted image, (e) source image.

(a) (b) (c) (d)

Fig. 7. Auto-inpainting on single vandalized eye; (a) input image, (b) extracted poten-
tial regions of interest, (c) detected vandalized eye, (d) inpainted image.

Training for the eyes, nose and lips regions was done independently. For train-
ing, we have used 10 images each for vandalized and non-vandalized regions.
Testing was carried out on all the images from the database including those used
for training. Results are shown in figures 6-9. In figure 7, the reflected version of
non-vandalized left eye has been used to inpaint vandalized right eye. However,
in figure 8, since both eyes are vandalized, the face image from the training set
which gives minimum squared Euclidean distance for the non-vandalized regions
when compared to the test image, is used as the source image. Figure 9 shows
a result where our proposed work fails to detect vandalized region. As the in-
put image contains nose having small, the corresponding textons match those
of a non-vandalized nose. This happens due to the similarity in the extracted
statistics of the vandalized and non-vandalized regions, and our method fails to
differentiate the two regions.
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(a) (b) (c) (d) (e)

Fig. 8. Auto-inpainting on vandalized eyes; (a) input image, (b) extracted potential
regions of interest, (c) detected vandalized eyes (d) inpainted image, (e) source image

(a) (b) (c)

Fig. 9. Failed vandalism detection; (a) input image, (b) extracted potential regions of
interest, (c) unable to detected the vandalized nose

The performance of our method is discussed in terms of precision and recall
metrics defined as follows

Recall =
|Ref ⋂Dect |

|Ref | , Precision =
|Ref ⋂Dect |

|Dect | , (5)

where Ref are the regions declared to be damaged or undamaged by volunteers
and Dect are the regions detected as damaged or undamaged by the proposed
technique. From a set of 40 images, 50 regions were found to be damaged, while
50 were undamaged. Out of 50 damaged regions 47 were correctly classified, while
all 50 undamaged regions were correctly classified. For source region selection
49 out of 50 regions were correctly selected in accordance to the volunteers. The
performance in terms of these metrics is summarised in table 1.

Table 1. Performance evaluation

Region type # regions Recall Precision

Damaged 50 0.9400 1.0000
Undamaged 50 1.0000 1.0000

The source selection method used in our approach in not comparable with
content based image retrieval (CBIR) techniques. This is because for a large van-
dalized region, a CBIR system may not find adequate amount of non-vandalized
content to retrieve the best match relevant for inpainting. The proposed method
is developed for images of statues. However, since statues and natural face im-
ages, both have same facial characteristics, the method can certainly be effective
for facial regions in natural images.
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4 Conclusion

In this paper, we have presented a texture based approach to automatically
detect vandalized regions in face images of statues for inpainting. The results
show that facial regions viz. eyes, nose and lips in images can be effectively
repaired. In future we aim to incorporate invariance to rotation, illumination
and view point so that vandalized regions in non-frontal face images can also be
inpainted. Also we would extend our work such that damage in non-facial region
can be auto-detected for inpainting.
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12. Pérez, P., Gangnet, M., Blake, A.: Poisson image editing. In: ACM SIGGRAPH
2003 Papers, SIGGRAPH 2003, pp. 313–318 (2003)

13. Tibshirani, R., Walther, G., Hastie, T.: Estimating the number of clusters in a
data set via the gap statistic. Journal of Royal Stat. Soc., B 63(2), 411–423 (2001)

14. Varma, M., Zisserman, A.: A statistical approach to material classification using
image patch exemplars. IEEE Trans. PAMI 31(11), 2032–2047 (2009)

15. Varma, M., Zisserman, A.: Classifying images of materials: Achieving viewpoint and
illumination independence. In:Heyden,A., Sparr,G.,Nielsen,M., Johansen,P. (eds.)
ECCV 2002, Part III. LNCS, vol. 2352, pp. 255–271. Springer, Heidelberg (2002)
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Abstract. Nowadays video technology is basically digital, but in the last
half century the most diffused devices have been analog magnetic tapes.
Since this is an old storing technique, it is necessary to convert these data
in digital form. Moreover, analog videos may be affected by particular
defects, called drops. Despite there are many hardware to perform the
digitalization, few implement the correction of drops. In this paper, the
drop also known as “Mistracking” is focused. A method to detect and
correct this artifact is developed.

Keywords: Mistracking, Tracking Error, Analog Video, Drop Out.

1 Introduction

Image processing techniques have been successfully applied in many fields re-
lated to cultural heritage [1–3] and can be also exploited in video storage and
restoration as part of the “Archeomatica Project” [4]. Since 1950s videotapes
are used as data storage, and nowadays there are huge archives which contain
considerable information. Today the magnetic tapes are obsolete and replaced by
digital devices. Hence, in order to preserve these data it is necessary to convert
them in digital form. For example, TV networks have a lot of news report stored
on magnetic tapes only. In particular, Italian public broadcasting company RAI
(Radiotelevisione Italiana [5]), our partner in this research, needs to solve this
problem by software.

Videotape technology is based on electromagnetism. In particular using an
electric field to align magnetic domains on the material of tape so that they
remain aligned, even in absence of it. In this way, thanks to electromagnetic
induction principles, it is possible to retrieve information stored on the tape
through the magnetic fields of domains. Usually, reader devices consist in me-
chanical heads and reels for winding the tape. Data information is not recorded
longitudinally and it does not fill all tape surface, so a synchronization signal,
usually called CTL (Control Track Longitudinal), is required. A wrong synchro-
nization or general mechanical problems could introduce some defects during
reading or writing video flow. The Fig. 2 shows some examples of these analog
drops: Dropout, Head Clog, Tracking Error or Mistracking, Skew Error, Comets,
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Sync Loss, Tape Crease, Head Switching Noise, Dot Crawl, AC Beat. In this pa-
per, a method to correct the Mistracking is presented. Mistracking error is one
of the most common defect originated by CTL, and it is independent from video
coding format (PAL or NTSC) [11]. In particular, we propose a method to detect
and correct this artifact (Fig. 1).

In literature, at the best of our knowledge, there are not work related on
Mistracking. However, there are many papers about film defects. A. Kokaram
et al. [7, 8] focused just in Dirt, Lines, Shake, Flicker or Noise. Also Buisson et
al. [9] and Rosenthaler et al. [10] develop techniques to solve video restoration
problems. Unfortunately, none of these algorithms can be applied to Mistracking.

The paper is organized as follow. Section 2 reports an overview onMistracking.
Then, Section 3 describes the detection phase and Section 4 the correction phase.
Finally, experimental results are shown in Section 5. Conclusions ends the paper.

2 An Overview on Mistracking

Mistracking, also called Tracking Error, consists in random rows of noise in the
frame, usually white or black (Figs. 6(a), 5(a)). It is caused by misreading of
video tracks recorded on a tape for an error in synchronization signal (CTL). In
this way video heads could read a wrong area of tape, which may contains no data
or inconsistent information, like a previous subscribed record. When interlaced
mode is used, each frame consists of two distinct fields (odd rows and even rows),
and Mistracking could affect just one field or both of them (Fig. 4). In some cases
is possible to solve Mistracking modifying synchronization analogically by device
components, but if this is allowed by the device and CTL skew is uniform along
all the track. Otherwise, if the video is already converted in digital form, some
Image Processing technique is required to solve this problem.

3 Detection Phase

The Mistracking consists in a quick variation of luminance between close hor-
izontal lines in a rectangular area. This property suggests a connection with
edge detection filters, which may be implemented through convolution masks. A
known example is Laplacian kernel, which allow to detect vertical and horizontal
edges of the image [6]. Effectively if we use this approach, the result isn’t bad.
In fact, the damaged area, is highlighted exactly such as an edge, but unfortu-
nately it can’t be distinguished by other regular edges (Fig. 3(b)). This problem
is slightly attenuated if we use an edge detection filter for horizontal edges only,
as Prewitt or Sobel, but not enough to distinguish the tracking line by other
edges. In some case, mainly in images with very few details, this approach could
show satisfactory results, because the edge filters would detect less edges with
respect to a typical detailed image, allowing the distinction. However, it is not
a good solution. To solve this problem we propose a new filter, with kernel:[

1 −1 1
−1 1 −1

]
/6 (1)
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Fig. 1. Flow Chart of the proposed algorithm
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(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)

Fig. 2. Some examples of Analog Video Artifacts. (a) Head Clog: black or dark frame
due to bad contact between heads and tape; (b) Drop Out: white and/or black lines of
missing information in the picture; (c) Mistracking: horizontal lines of random noise;
(d) Skew Error: frame hooked to the right or to the left; (e) AC Beat: bar of milky
rolling luminance; (f) Comets: white or black dots with tail on the frame; (g) Sync
Loss: loss of vertical hold during switching interval; (h) Tape Crease: horizontal rolling
band of noise; (i) Head Switching Noise: loss of information in the lower border of the
frame; (l) Dot Crawl: colored dots on horizontal borders.

This kernel, as well as detects horizontal edges only, sharpens above all the
horizontal lines close together with marked luminance difference. Now, the fil-
tered image consists in a grey scale frame with a great pixel value in the damaged
area and a low value in other areas (Fig. 3(c)). The next step consists to find
an index to describe the damage level. Our idea takes into account rectangular
area whose length is the same as that of the image. The height depends on other
criteria. Although this solution is definitely better than the previous proposals,
it could fail when the image contains pattern similar at the tracking lines.

(a) (b) (c)

Fig. 3. (a) Input image; (b) Frame filtered with Laplacian kernel. (c) Frame filtered
with the proposed kernel. The new kernel selects the corrupted lines but less details of
the image. The figures (b) and (c) are gamma-modified to permit to see the not zero
values.
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3.1 Processing Filtered Image

Once we gain the filtered frame we have to establish a principle to determine
which part of this one must be considered damaged or not. Due the convolution,
now there are higher luminance values where an artifact appears in the new
image. Since these areas extend horizontally from one side to the other of frame,
is easy to see that the sum of luminance values of one or more damaged rows will
be higher. Try to locate a damaged line using only the values of its pixels can be
unreliable, but since the drop usually occurs on several consecutive rows, should
also be considered for each row few lines adjacent to it, for a better estimation.
We decided to analyze for each row the two upper and two lower, that is the
same to use the values of the rectangle for each row r:

Ω(r) = {f(x, y)|1 � x � c; r − 2 � y � r + 2} (2)

where c is the number of all columns of the image. For each row r, the Equation
(2) defines a set of luminance values where the average is the index related to
row r.

3.2 Application Threshold

Indexes show the level of noise in each row so we have to decide which can be
considered a correct line or not. The values obtained experimentally are always
between 0 and 10 (theoretical values are between 0 and 64). Areas affected by
other types of noise or containing details not have a value equal to 0, but in any
case the value is still low, so is obtained experimentally that a good threshold
value is between 1.5 and 3.5, according to the quality of the image. With the
use of a low threshold we will have a most sensitive detection, on the other hand
will be higher the chance of getting a false positive. A higher value would cause
a failure detection of the drop.

Fig. 4. Interlaced frame splitted in its two fields



Detection and Correction of Mistracking in Digitalized Analog Video 223

4 Correction Phase

After the tracking lines have been detected, some property of video is used to
allows to correct this problem (Fig. 1). Two main characteristics are considered:

– Two adjacent frames are very similar each other. This doesn’t happen when
there is a “scene transition”.

– Each frame consists in two fields: pair rows and odd rows (height is half of
the entire frame, Fig. 4).

There are two coding modes: progressive or interlaced. When interlacement is
used each frame consists of two fields, stored in two distinct tracks. Devices read
the tracks individually but the frame rate is high enough that a unique frame is
perceived. In progressive mode, each frame is not splitted in two fields but there
is just a single track.

Our solution uses the similar information in adjacent frames and in the most
genuine field. The original video could be interlaced, while after the conversion,
a progressive video is obtained. First we split each frame in correspondent two
fields again (Fig. 4), and use it as input of detection algorithm. Basically, to
repair damaged frames, the single tracking lines or the entire frame/field can be
replaced. Now, there are three different cases:

1. Detection of a strongly damaged frame;
2. Detection of a slightly damaged frame or half-frame (field);
3. Detection of a correct half-frame.

We fix that when a frame has over 50% of tracking lines in both fields (even
and odd), is “strongly damaged”; when at least one half-frame has between
3% and 50% of tracking lines, is “slightly damaged”; otherwise the frame is
“correct”. Moreover, a discarded frames counter is used for correction in case 3.
When discarded frames counter has a value higher than 0 is not a good choice to
correct the single lines of a “slightly damaged” frame because the last “correct”
frame could be temporally incoherent with the current scene. In particular:

Case 1. This case happens when we detect at least 50% of tracking lines
in the even field, and at least 50% of tracking lines in the odd field. In this
condition is very difficult to restore the damaged area, because we have very few
information. For this, the best solution is to remove the entire frame. We will
explain how replaces this damaged frame in the third case. Finally, the counter
for discarded frames is increased.

Case 2. When at least one of two fields has a number of tracking lines between
3% and 50%, it’s possible try to correct it. First, the field with the lowest damage
is chosen and restored. If the counter of discarded frames is 0, the damaged lines
of chosen field is replaced with correspondent genuine lines in the last correct
field. Finally, the new field is resized and becomes the “the last” corrected frame.
Else, if the counter of discarded frames isn’t 0, to replace the single lines isn’t a
good solution, because the last corrected frame could be temporally too far by
the field under consideration. The result would be a bad image. To solve this,
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(a) (b) (c)

Fig. 5. Correction of Mistracking of frame called “Clint”. (a) Original; (b) Detection
on a non blurred frame, with several threshold values on the right; black lines under
each value show which defected rows have been detected; (c) Restored frame using
threshold equal to 1.5.

we do a further consideration: if the number of tracking lines is over 6%, we fall
back in the case 1, else go to the case 3.

Case 3. In the last case if the percentage of at least one field is lower than 3%
or is lower than 6% and the consecutive damaged frame counter is higher than
0, then we consider this field as a correct field. First of all we have to consider
this frame (or field) as the new “correct frame” (or “correct field”). Then if the
consecutive damaged frame counter is equal to d we have to correct previously
discarded frame. To avoid an abrupt replacement of all these frames with the
current correct frame, and the consequent effect of freeze frame, we use a fading
transition that weights the previous correct frame (start) and the current one
(end), based on the temporal position of appearance. The fading is described by
the following process:

Let m be the consecutive damaged frame counter, ai be the generic frame with
i = 0, 1, . . . ,m + 1 and k = 1, . . . ,m, where “a0” is the previous correct frame
and am+1 is the current correct frame; so each ak frame of fading is obtained
by:

ak = a0

(
1− k

m+ 1

)
+ am+1

(
k

m+ 1

)
(3)

Instead if the counter is equal to 0, than we don’t make any correction opera-
tion. The choice of considering a frame as a “correct frame” even with a damage
up to 6% due to the fact that if we find a slightly damaged frame after at least
one strongly damaged one, then the slightly damaged frame will be discarded
with a greater margin of error. In this way we avoid long sequence of fading, as
seen in case 2. We must keep in mind that we can consider a “correct frame” or
a “correct field”. During the correction phase we have to compare the size of the
damaged frame with the correct frame or correct field, so if these are different we
have to resize the smallest vertically, or if these are equal we can correct them
immediately, and only at the end if they were fields, resize the result to the size
of a frame.
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(a) (b) (c)

Fig. 6. Correction of Mistracking of frame called “Indy”. (a) Original; (b) Detection
on a blurred frame, with several threshold values on the right; black lines under each
value show which defected rows have been detected; (c) Restored frame using threshold
equal to 2.

5 Experimental Results

The proposed algorithm is tested on several videos. In some cases the Mistracking
is properly generated to know percentage of total defect in each frame, in this
way is possible to verify the correctness of detection algorithm.

From the Table 1 it can be seen that in almost all cases good results are
obtained with a threshold value equal to 4. However, this threshold is not rec-
ommended because it does not take into account the correct rows adjacent to the
damage. These rows often show a slight deterioration, so it is better to detect
and correct them too. For this a threshold value such as 2.5, which also detects
those lines, will provide better results. Very low threshold values, like 1.5, should
be used in the case of very blurry images and poorly detailed, which are common
in many analog video. In the Figs. 6(b) and 5(b) are reported two images taken
from video affected by real Mistracking and are presented some results of the
detection algorithm with threshold values from 1 to 2.5. The Fig. 6(c) and Fig.
5(c) shows results of the correction algorithm. Two restored videos can be found
in [4].

5.1 Other Considerations about Correction Phase

The correction algorithm works well in most of the cases treated. However, there
are situations in which the results do not coincide with those expected; the most
significant cases are those in which:

– Many other types of drop are present in the same video;
– The content of the video is not homogeneous throughout the duration;
– There are undamaged horizontal lines identical to tracking lines;
– There are black bands in the sides of the frame.

When there are drops of other kinds, to detect mistracking can become diffi-
cult, and during the correction phase the areas affected by another defects could
be used to make the replacement. Anyway, this usually enhances these drops. If
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Table 1. Experimental results. T is the threshold values used in detection phase.

% % % %
IMAGE RESOLUTION DAMAGED T = 2.5 T = 3.5 T = 4

8.78 9.39 7.87 7.87
Geometric 416x330 40.60 40.90 40.30 40.00

60.30 60.30 60.00 60.00

13.92 15.62 14.48 13.92
Lawn 470x352 41.19 42.61 42.04 41.19

68.75 69.31 68.75 68.75

18.95 29.58 21.04 19.79
People 641x480 32.29 42.91 32.70 32.50

83.12 85.83 83.54 83.33

13.43 16.25 13.75 13.43
Text 400x320 37.81 39.37 38.43 37.81

61.25 63.43 62.50 62.50

12.67 14.40 12.84 12.50
Cartoon 720x576 29.51 30.38 29.68 29.51

62.15 62.32 61.97 61.97

the video quality is not uniform or there are very different scenes/contexts, it
may happen that there is not a single threshold value suitable for the correct
detection of each frame of video. In this case it is possible to split the video
into several parts and correct them separately using different threshold. Among
the other problems mentioned, there is the difficult identification of the tracking
lines when the frames contain many lines similar in shape. This situation is very
common in the case of cartoons, or video with a few shades of color or sharp
lines. This usually results in false positives. Similar problems occur when the
video presents the classic black bars to adapt to a certain aspect ratio. Their
presence has different effects depending on the position. When these are located
at the top or bottom of the frame, the percentages of the damage is altered. The
“black” part of each frame always will be correct even if not contain any informa-
tion. The case in which the bands are present in the right or left side will cause
an incorrect calculation of the average of each rectangle described in detection
algorithm, with the effect of false negatives. Moreover, in our implementation
we use always a previous frame for the correction.

6 Conclusions

Although the analog technologies of recording and playback are intended to
be completely replaced by digital ones, the development of algorithms for the
correction of defects typical of analog media is required to ensure the preservation
in the years ahead. Our experiments show that the proposed algorithm detects
and corrects Mistracking in many cases. Moreover, some other drops like Tape
Crease, Drop Out or Head Switching Noise, which have an error pattern similar
to Mistracking one, are also partially corrected.
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Abstract. Historical spoken documents represent a unique segment of
national cultural heritage. In order to disclose the large Czech Radio
audio archive to research community and to public, we have been devel-
oping a system whose aim is to transcribe automatically the archive files,
index them and make them searchable. The transcription of contempo-
rary (1 or 2 decades old) documents is based on the lexicon and statistical
language model (LM) built from a large amount of recent texts available
in electronic form. From the older periods (before 1990), however, digital
texts do not exist. Therefore, we needed a) to find resources that repre-
sent language of those times, b) to convert them from their original form
to text, c) to utilize this text for creating epoch specific lexicons and
LMs, and eventually, d) to apply them in the developed speech recogni-
tion system. In our case, the main resources included: scanned historical
newspapers, shorthand notes from the national parliament and subtitles
from retro TV programs. When converted into text, they allowed us to
built a more appropriate lexicon and to produce a preliminary version
of the transcriptions. These were reused for unsupervised retraining of
the final LM. In this way, we significantly improved the accuracy of the
automatically transcribed radio news broadcast in 1969-1989 era, from
initial 83 % to 88 %.

Keywords: historical audio archives, speech-to-text transcription,
OCR, lexicon building, machine learning.

1 Introduction

Historical spoken documents represent a unique segment of national cultural
heritage. They authentically illustrate events, ideas, language, personalities and
atmosphere of the past and present. Usually they have form of audio (or audio-
video) files originally recorded and stored on various types of fragile carriers.
Therefore, for many years, their content was available only to a limited num-
ber of people. Due to the recent progress in information processing technology,
namely digitization, speech-to-text transcription software and Internet, they can
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be disclosed to any interested researcher or even to public. Let us mention at
least several examples of oral archives that have been made accessible, recently:
the US National Gallery of the Spoken Word [1], the Dutch collection of his-
torical oral records [2], audio-video library HistoryMakers [3], or international
project MALACH [4]. The process of recording, preserving, processing, tagging,
indexing and searching speech-based information has been described from several
points of view in [5].

In 2011 we launched a large 4-year project supported by the Czech Ministry
of Culture, whose aim is to disclose more than 100,000 spoken documents col-
lected by the Czech Radio (and its predecessor Czechoslovak Radio) during its
90 years of broadcasting [6]. For this purpose, we have adapted our previously
developed large-vocabulary continuous speech recognition (LVCSR) system to
deal with broadcast recordings in Czech and Slovak and designed modules for
speech indexation and search. During the first 18 months of the project, we have
processed about 75,000 audio files (with total duration of 30,000 hours) and
created a demo version of the web service that allows for smart search in the
transcribed data [7].

The large amount of the data processed within the first two years was pos-
sible due to one main reason: So far, we have focused on the transcription of
the files from the last two decades (1990 to present). Within that epoch, the
Czech Radio archive covers hundreds of different broadcast programs, includ-
ing main evening news, political debates, discussions, talk-shows, regional news,
daily commentaries or read feuilletons. All are provided in good audio quality
and their automatic transcription can benefit from the lexicon and statistical
language model (LM) developed for contemporary Czech. However, when mov-
ing deeper to the history, we face two additional challenges: a lower signal quality
and a language that differs from the recent one. The latter aspect is related to the
fact that former Czechoslovakia belonged to the Soviet block (till 1989) where
all official media was controlled by a strong communist regime. Most archive
documents from that era are news and reports highly influenced by propaganda.
Yet, these audio files reflect one important epoch in national history and their
disclosure helps younger generations to understand it better.

The main difficulty with adapting the LVCSR system to the language of pre-
vious epochs consists in the fact that there are no texts available in digital form
from those older periods. This complicates the creation of the epoch specific
lexicons and LMs, which are necessary for the reliable performance of the tran-
scription system. In this paper, we show our solution to the problem. We try to
utilize less common resources, like scanned and digitized newspapers, subtitles
from retro TV programs or shorthand parliament notes. When converted into
electronic form, pre-processed and analyzed, these are a good source of epoch
specific names, words and phrases. We describe the procedures used to build a
representative corpus of historical texts, and to employ it for lexicon and LM
adaptation. In experimental section, we show that this approach yields a signif-
icant improvement in the transcription accuracy.
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2 Spoken Archive Transcription System and Its Linguistic
Module

The speech transcription system is the most complex part of the Archive Pro-
cessing and Accessing Platform (APAP). It converts audio recordings into text
and provides detailed information on each processed document, each individual
utterance (namely about speaker and language) and each word (including its
pronunciation and exact time of occurrence). All these pieces of information are
stored in a large database, they are indexed and made searchable. More technical
details about the APAP can be found in [8]. In this contribution, we will focus
mainly on its linguistic module.

The linguistic module consists of a lexicon (words with their pronunciations)
and a statistical language model. Its version applicable for contemporary Czech
has been based on a huge (11 GB) corpus of electronic texts, mainly newspapers
published since 1990 to present. (This corpus will be referred to as CPaper.)
A small subset of the corpus (2 GB) contains human made transcriptions of
real speech, namely speech in selected major TV and radio programs broadcast
during the last decade. (Let us denote it CBroad.) Recently, the size of the whole
text corpus is 13 GB of data, and every year it increases by approx. 0.3 GB.

The corpus is regularly analyzed to identify the most frequent words that
should be included in the lexicon. Its current version contains 551K lexemes
(words, word-forms and multi-word expressions) that occurred at least 10 times
in the corpus. In spite of the lexicon’s large size, the Out-of-Vocabulary (OOV)
rate is still about 1 %, mainly due to the fact that Czech belongs to the languages
with a very high degree of inflection. The corpus also serves as a source data for
computing the statistical (N-gram based) LM. In our system, we use a bigram
LM, which is a compromise between memory usage, computation speed and
performance accuracy. Again, more details can be found in [8].

Fig. 1.Main resources used for building lexicon, and training statistical language model
for speech recognition of contemporary Czech
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3 Language Resources for Historical Document
Transcription

As explained in Introduction, year 1990 makes an important milestone in the
audio archive. Before 1990, the language of media was much influenced by the
communist regime and propaganda. The crucial question is how to adapt the
transcription system to the speech of that historical epoch, i.e. how to teach the
system the words, phrases, names and language structure that are not covered
by the above mentioned corpus. The only effective solution consists in building
a similar corpus that will represent the language before 1990. Because almost no
electronic texts from that period exist, they must be acquired first. So far, we
have discovered three major sources: old newspapers (in paper form), shorthand
notes from parliament sessions and audio-visual retro programs with subtitles.
Each source and its specific way of processing is described below.

Fig. 2. Resources and procedures used to adapt the lexicon and language model to the
period before 1990

3.1 Historical Newspapers and Their Processing

In the period of the communist regime (1948-1989), the main and the largestCzech
newspaper wasRude pravo. It was the official pressmedia of the Communist party.
Recently, all its issues (with approx. 80 thousand pages) have been scanned by the
Czech National Library. The same institution launched a project of their conver-
sion (via an OCR software) into electronic texts. Up to now, years 1948 to 1983
have been processed. The OCR-based word error rates differ from page to page
(typically in range 5 to 20 %), depending on the quality of the original copies.
Unfortunately, many common methods used for OCR error reduction, like those
based on statistical language modeling, could not been applied. It is logical, be-
cause a languagemodel corresponding to that historical period does not exist, yet,
and the application of the contemporary one would introduce irreversible loss in
historical texts (e.g. changes in names or in spelling, replacements of epoch specific
- and now obsolete - words by the modern ones, etc.)
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To convert the raw OCR output to the text suitable for our purpose, we have
performed the following steps:

Page Filtering. For each page we measured the number of OOV strings. If
the OOV rate was larger than 15 % (the threshold found by the histogram anal-
ysis of the development data), the page was removed from the corpus, because
either the original print or the scan were of very low quality.

Advertisement Blocking. To avoid repeated passages irrelevant for further
linguistic analysis (namely advertisement, programs of TV, radio and theaters,
etc) we have trained a simple key-word based classifier that identifies this type
of unwanted text and removes it, too.

Safe Single-Letter-Error Correction. Using a small subset of OCRed
texts we have detected the most frequent letter confusions (e.g. ’́ı’ instead of ’i’,
’l’ instead of ’i’, ’v’ instead of ’y’, ’é’ instead of ’ě’, etc). After that, we have
compiled a list of the most frequent OOV strings that can be automatically and
safely corrected. It was those strings that differed only in a single letter (one
from the confusion pair list) from existing words in the contemporary lexicon.
The correction was performed only if the considered string could be replaced
by a unique lexicon item. In this way, the original number of 8.5 million OOV
strings has been reduced to 6.4 million. The size of the newspaper texts is really
large - 843 MB (see Table 1). However, the last year covered in the corpus is
1983. Therefore, we had to search for another source that would represent the
remaining years of the historic epoch (1984 to 1989).

3.2 Historical Parliament Shorthand Records

On the Czech Parliament web [9] we have found official shorthand records from
all sessions of the Czechoslovak Federal Parliament and the Czech National
Council held during their entire existence. We have chosen the latter institu-
tion because its documents contain only Czech, while in the Federal Parliament,
both Czech and Slovak occurred. The records written originally by stenographers
and now available in electronic form describe 93 sessions within the 1969-1989
period and include verbatim transcriptions of all speeches. To get a text resource
appropriate for our purpose, we wrote a script that extracted only the transcrip-
tions of verbal communication and removed the description of formal acts, like
session opening and management, voting protocols, etc. In spite of its relatively
small size, the acquired text offers at least some coverage of names and major
events from the period 1984 to 1989.

3.3 Subtitles from Retro TV Programs

Since 1990s Czech TV has been producing a retro document series named 25
years ago. It is aired every day and contains a 5-minute-long selection of the
most relevant news that were shown in TV exactly a quarter of century ago. In
accord with the new public broadcast regulations, this type of program must be
accompanied by subtitles. They can be downloaded from the Czech TV web site
and used (with minimum additional effort) as another resource for the lexicon
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and LM adaptation. Their main advantage consists in the fact that they represent
authentic broadcast speech in all its forms (read, planned and spontaneous) in
the similar way as it occurred in the radio archive in that period.

4 Adapting Linguistic Module for 1969-1989 Period

One of the most interesting historical epochs in the radio archive is the 1969-1989
era. From this period, the archive offers a continual series of main (evening) news
broadcast for 20 years. This is a unique collection of 7660 recordings (approx.
3800 hours of speech), valuable both from the historic as well as linguistic points
of view. Its transcription and disclosure has been declared one of the top goals
of the project and therefore we aimed at making a proper lexicon and language
model fitted specially for this epoch.

Table 1. Statistics of text resources used for adaptation of lexicon and LM for 1969-
1989 era

Resource
Covered
period

Size
[MB]

Size in words
Selected

OOV words

Historical newspapers (RP) 1969-1983 942 132,772,115 5886

Parliament steno-notes (Parl) 1969-1989 23 3,359,474 2773

Retro TV (Retro) 1986-1988 5 626,767 1261

Transcribed radio archive (RA) 1969-1989 182 26,330,195 -

4.1 Adapting Lexicon

We took the pre-processed text data from the three sources described in section
3 and limited them to the 1969-1989 period. For each source, we compiled a
frequency ordered list of those OOV strings that were not in the existing 551K
lexicon. In case of the scanned newspapers, the list contained 1,779,756 strings,
from which more than 90 % were error strings caused mainly by OCR. Even if we
focused only on the terms with frequency higher than 20, we had to check more
than 50,000 strings and manually pick up 5886 word candidates for addition to
the lexicon. This tedious work could not be automated as most of the candidates
were names of people, companies or institutions closely related to the given
historical era. We often used Czech Wikipedia to verify the existence of these
entities and their correct spelling. As to the other two sources, their processing
was much easier, because they contained minimum typing or spelling errors.
Here, we picked up the words with minimum frequency 2. Table 1 gives an
overview of the relevant statistics on the three resources. The last column shows
the numbers of lexicon candidates selected from each source. Because the three
candidate lists had some overlap, the total number of added words was 7368.
The meaning of the last row will be explained later.
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4.2 Adapting Language Model

To compute an N-gram language model (a bigram LM in our case), we have to
chose an appropriate text corpus and compute occurrence counts for all N-word
sequences. Usually, a word which is not present in the corpus is removed from
the lexicon. The sequences not seen in the corpus are assigned small probability
values according to the applied smoothing method. In our system we prefer
Knesser-Ney technique [10].

We have prepared and evaluated four different LMs based on the following
corpora: a) RP only, b) RP+Parl+Retro, c) CBroad+RP+Parl+Retro and d)
CPaper+CBroad+RP+Parl+Retro. The first two language models were com-
puted entirely from the historical data, the remaining ones employed the con-
temporary texts, too. Their parameters and the results achieved with them are
presented in Table 2.

4.3 Unsupervised LM Adaptation

In experiments described in section 5, we show that the transcription accuracy
measured on the test set (made of selected archive documents from the 1969-
1989 era) can go up to 87 %. This allows us to consider the application of an
unsupervised LM adaptation scheme. In our case it means that we can try to
use the automatically acquired transcriptions of the target archive documents
as an additional text corpus. Obviously, it will always contain a certain type
and amount of errors. In order to minimize their number and ensure the correct
validation in tests, we applied the following strategy:

1. The data was transcribed by the system that had been set up for the optimal
performance (in the same way as in experiment F in Table 2.

2. The speech segments in which the transcription system identified an in-
creased amount of noise were removed from the corpus.

3. The utterances that were classified as Slovak by the language identification
module [11] were removed.

4. The documents used in the test set were removed, too.

In this way we obtained a corpus (denoted as RA) whose size was 182 MB
and that contained 26,330,195 words. Its statistics are shown in the last row of
Table 1. The corpus was utilized together with all the other corpora for the LM
adaptation.

5 Experiments and Performance Evaluation

All experiments have been done on a large test set. We randomly picked 13
complete radio news programs from the 1969-1989 period, transcribed them
automatically and corrected manually. Utterances spoken in Slovak language
were removed. The total duration of the audio data was 7.2 hours and the news
contained 47,217 words.
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In the experiments, we focused mainly on measuring the impact of lexi-
cons and language models on transcription accuracy and also on the Out-of-
Vocabulary rate. The accuracy was evaluated using the standard measure:

Acc = (H − I)/N (1)

where H represent the number of correctly recognized words (hits), I is the num-
ber of insertions and N is the total number of words in reference transcriptions.

The goal of the first experiment was to learn the baseline performance level of
the system operating with the linguistic module trained for contemporary Czech
(with the existing 551K lexicon). The accuracy was 82.95 % with the OOV rate
1.64 %.

In the second experiment we used the lexicon and language model built from
the RP corpus (i.e. the scanned and OCRed historical newspapers). In spite of a
much smaller amount of training data (compared to the corpus of modern Czech)
and a smaller lexicon (454K words), the OOV rate decreased to 1.45 % and the
accuracy improved to 84.58 %. This can be explained by a very tight match
between the newspaper text and the speech used in official media, which was a
typical feature during the communist regime. In the next series of experiments,

Table 2. Impact of text corpora used for creating lexicons and LMs on transcription
accuracy of archive news from 1969-1989 period. Experiments were performed with
1-pass and 2-pass decoding schemes. (The latter used unsupervised speaker adaptation
between the two passes.)

Data used for creating lexicon and LM
Decoding
scheme

Lexicon
size

Acc
[%]

OOV
[%]

A CPaper+CBroad 1-pass 551,771 82.95 1.64

B RP 1-pass 454,074 84.58 1.45

C RP+Parl+Retro 1-pass 455,031 84.84 1.34

D CBroad+RP+Parl+Retro 1-pass 529,489 85.21 1.32

E CPaper+CBroad+RP+Parl+Retro 1-pass 559,139 85.67 1.32

F CPaper+CBroad+RP+Parl+Retro 2-pass 559,139 87.54 1.32

G CPaper+CBroad+RP+Parl+Retro+RA 1-pass 559,139 86.23 1.32

H CPaper+CBroad+RP+Parl+Retro+RA 2-pass 559,139 88.19 1.32

we were gradually increasing the size of the training data, by adding the other
historical texts first and mixing them with contemporary resources later. The
results are summarized in Table 2. The best performance with Acc=85.67 % was
achieved when all the available test resources were employed.

So far, all the tests were done with the LVCSR system running in a 1-pass
mode. It is possible, however, to set up the speech decoding engine so that it
utilizes a 2-pass approach. It means that after the standard first pass, the system
tries to segment the speech signal into parts spoken by different speakers, and
for each one it utilizes the recognized phoneme sequences for an unsupervised
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adaptation of the acoustic model [12]. The speaker adapted model is used in the
second pass. The transcription process gets slower (usually by factor 2 to 3), but
the results are better. In our case, the accuracy increased from 85.67 % to 87.54
% (see experiments E and F).

This best performing system was used to transcribe automatically all archive
documents from the 1969-1989 period and to create a domain specific text corpus
(denoted as RA) described in details in section 4.3. When added to the other
corpora, the accuracy reached 86.23 % in the first pass and 88.19 % after the
second pass. At the moment, this is the best result we are able to achieve.

6 Conclusion and Future Work

In this paper, we present a system whose aim is to transcribe the historical
archive of spoken documents collected by Czech and Czechoslovak Radio during
the last 90 years. Within those 9 decades, the language has evolved substantially,
mainly due to political and social changes in the society. The linguistic module
of the transcription system has to follow this evolution, which means that the
lexicon and language model must be adapted to each historical epoch. For con-
temporary speech, it was not that difficult because there exists a large amount
of electronic texts representing modern written and spoken language.

For previous epochs, however, suitable and applicable language resources are
hard to find. In our case, we utilized scanned and OCRed newspapers as the
main source and complemented it by additional data, such as historical parlia-
ment files and subtitles from retro TV broadcasting. These resources helped us
to adapt the lexicon and language model, which significantly improved the tran-
scription accuracy. On the large test set representing radio news from 1969-1989
period, the accuracy got over 88 %, which is 5 % better than with the original
linguistic module. We have also shown that at this level it is possible to utilize
the automatically transcribed archive documents for unsupervised adaptation of
the language model.

As the next step, we want to pick up about 100 news documents evenly rep-
resenting the 1969-1989 period. Their automatic transcriptions will be manually
checked and corrected by students collaborating on the project. These corrected
texts will serve several purposes:

a) to identify broadcast specific OOV words (e.g. names of news editors, words
and terms typical for radio speech, etc) which will be added to the lexicon,

b) to get a large development set on which we can optimize weighting factors
applied for different corpora during the language model computation, and also

c) to retrain the existing acoustic model so that it better fits audio signal
recorded 30 to 40 years ago.

Furthermore, we plan to use the proposed approach also for the previous
historical epochs, i.e. 1948-1968 and 1923-1947.

Acknowledgments. The research was supported by the Czech Ministry of
Culture - project no. DF11P01OVV013 in program NAKI.



Czech Historical Oral Archives Transcription 237

References

1. Hansen, J.H.L., Huang, R., Zhou, B., Seadle, M., Deller, J.R., Gurijala, A.R.,
Kurimo, M., Angkititrakul, P.: SpeechFind: Advances in Spoken Document Re-
trieval for a National Gallery of the Spoken Word. IEEE Trans. on Speech and
Audio Processing 13(5), 712–730 (2005)

2. Ordelman, R.J.F., de Jong, F.M.G., Huijbregts, M.A.H., van Leeuwen, D.A.: Ro-
bust audio indexing for Dutch spoken-word collections. In: 16th Int. Conference of
the Association for History and Computing. Humanities, Computers and Cultural
Heritage, Amsterdam, pp. 215–223 (2005)

3. Christel, M.G., Stevens, S.M., Maher, B.S., Richardson, J.: Enhanced exploration
of oral history archives through processed video and synchronized text transcripts.
In: Proceedings of the International Conference on Multimedia, pp. 1333–1342.
ACM (2010)

4. Byrne, W., et al.: Automatic recognition of spontaneous speech for access to mul-
tilingual oral history archives. IEEE Trans. Speech Audio Process. 12(4), 420–435
(2004)

5. Goldman, J., et al.: Accessing the spoken word. International Journal on Digital
Libraries 5(4), 287–298 (2005)

6. Nouza, J., Blavka, K., Bohac, M., Cerva, P., Zdansky, J., Silovsky, J., Prazak, J.:
Voice Technology to Enable Sophisticated Access to Historical Audio Archive of
the Czech Radio. In: Grana, C., Cucchiara, R. (eds.) MM4CH 2011. CCIS, vol. 247,
pp. 27–38. Springer, Heidelberg (2012)

7. Nouza, J., Blavka, K., Zdansky, J., Cerva, P., Silovsky, J., Bohac, M., Chaloupka,
J., Kucharova, M., Seps, L.: Large-scale processing, indexing and search system for
Czech audio-visual cultural heritage archives. In: IEEE 14th International Work-
shop on Multimedia Signal Processing (MMSP), pp. 337–342 (2012)

8. Nouza, J., Blavka, K., Cerva, P., Zdansky, J., Silovsky, J., Bohac, M., Prazak, J.:
Making Czech Historical Radio Archive Accessible and Searchable for Wide Public.
Journal of Multimedia 7(2), 159–169 (2012)

9. Czech Parliament webpages, http://www.psp.cz
10. Kneser, R., Ney, H.: Improved backing-off for m-gram language modeling. In:

Proc. of IEEE Int. Conf. on Acoustics, Speech and Signal Processing, Detroit, pp.
181–184 (1995)

11. Nouza, J., Cerva, P., Silovsky, J.: Dealing with Bilingualism in Automatic Tran-
scription of Historical Archive of Czech Radio. In: Petrosino, A., Maddalena, L.,
Pala, P. (eds.) ICIAP 2013 Workshops. LNCS, vol. 8158, pp. 238–246. Springer,
Heidelberg (2013)

12. Cerva, P., Palecek, K., Silovsky, J., Nouza, J.: Using Unsupervised Feature-Based
Speaker Adaptation for Improved Transcription of Spoken Archives. In: Proc. of
Interspeech 2011, Florence, pp. 2565–2568 (2011)

http://www.psp.cz


Dealing with Bilingualism in Automatic

Transcription of Historical Archive of Czech
Radio

Jan Nouza, Petr Cerva, and Jan Silovsky

Institute of Information Technology and Electronics, Technical University of Liberec
Studentska 2, 461 17 Liberec, Czech Republic

jan.nouza@tul.cz

https://www.ite.tul.cz/itee/

Abstract. One of the biggest challenges in the automatic transcription
of the historical audio archive of Czech and Czechoslovak radio is bilin-
gualism. Two closely related languages, Czech and Slovak, are mixed
in many archive documents. Both were the official languages in former
Czechoslovakia (1918-1992) and both were used in media. The two lan-
guages are considered similar, although they differ in more than 75 %
of their lexical inventories, which complicates automatic speech-to-text
conversion. In this paper, we present and objectively measure the differ-
ence between the two languages. After that we propose a method suitable
for automatic identification of two acoustically and lexically similar lan-
guages. It is based on employing 2 size-optimized parallel lexicons and
language models. On large test data, we show that the 2 languages can
be distinguished with almost 99 % accuracy. Moreover, the language
identification module can be easily incorporated into a 2-pass decoding
scheme with almost negligible additional computation costs. The pro-
posed method has been employed in the project aimed at the disclosure
of Czech and Czechoslovak oral cultural heritage.

Keywords: oral archives, automatic speech-to-text transcription, lan-
guage identification.

1 Introduction

In 2011 we launched works on an ambitious project supported by the Czech Min-
istry of Culture whose aim is to disclose the historical audio archive of Czech
Radio (and its predecessor Czechoslovak Radio) to researchers (historians, me-
dia experts, linguists, phoneticians) as well as to wide public [1]. The archive
contains several hundreds of thousands of spoken documents (with the total du-
ration exceeding 100.000 hours) and covers 90 years of public broadcasting in
Czechoslovakia and Czechia. During the last decade, the archive records have
been digitized and now, within the project, they are to be transcribed, indexed
and made accessible for search and listening via a special web portal.

For the transcription task, we have been adapting and enhancing a large-
vocabulary continuous speech recognition (LVCSR) system developed previously

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 238–246, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

https://www.ite.tul.cz/itee/


Bilingualism in Historical Archive of Czech Radio Transcription 239

in our lab. During the first two years of the 4-year project, we have implemented
most of the required functionalities and utilized the system to process, transcribe
and index more than 75.000 documents broadcast since 1993 to present [2]. That
period did not pose a particular challenge for our research as we could employ
the existing system trained for contemporary Czech.

When moving backwards in time, the situation becomes more complicated.
Many older spoken documents contain not only Czech but also Slovak, as both
the languages were the official ones in former Czechoslovakia (which split into
the Czech and Slovak republics in 1993) and both were used in broadcasting. For
example, in news programs, they were arbitrarily mixed as each speaker used
his or her own native tongue. This may occasionally happen also in recently
broadcast Czech Radio programs if there is an interview with a Slovak person.

Several years ago, we have adapted our LVCSR system also to Slovak [3].
Hence, the remaining problem to be solved is how to recognize automatically
which language is spoken. This task is known as language identification (LID).
One of its classic techniques is based on statistical modeling of phoneme se-
quences, which vary from one language to another (phonotactic approach, [4]).
In this paper, we propose and evaluate a method that performs better, partic-
ularly for languages that are acoustically and lexically similar. The method is
applicable if we already have a LVCSR system with lexicons and language mod-
els for each of the languages. In that case, instead of just phoneme sequences, the
method takes into account words and word sequences. Moreover, the method can
be made fast as only a smaller part of the lexicon from each language is really
needed, which is shown in the experimental part.

2 Related Work

Recently, there has been an intensive research towards multilingual and bilingual
LVCSR systems. The main reason for their use and development is the benefit
of sharing resources, namely the data needed for training acoustic models [5].
Bilingual systems have been designed and tested both for pairs of tongues from
different language families, e.g. English and Tamil [6], or English and Mandarin
[7], as well as for those closely related, e.g. Spanish and Valencian [8], or Croatian
and Slovenian [9]. In the last mentioned paper, the authors focused also on
the automatic language identification task, though only in a narrow domain of
weather forecast reports. For these two similar Slavic languages, the LID scheme
based on identifying language-specific words performed better than the classic
phonotactic approach. The limitations of the phonotactics (even if complemented
by some recently proposed improvements) was demonstrated in the LID system
evaluation campaign organized by NIST in 2011 [15], where Czech and Slovak
were reported among the most confusable language pairs.

3 Czech and Slovak as Related Languages

Czech and Slovak belong to the West-Slavic branch of European languages. They
are considered very similar and closely related because in the past both were the
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official languages used within one state. Anyway, since 1993, when Czechoslo-
vakia split, a new generation of young people has grown in the succession states
who have difficulties to understand the language of the other nation. This indi-
cates that the difference is larger than it was commonly thought.

3.1 Difference in Lexical Inventories

To quantify the degree of difference, we compared two lexicons used in the Czech
and Slovak versions of our LVCSR system. For each language, we created a subset
made of 100,000 most frequent words. The two subsets contained 25,325 items
with the same orthography, from which 2,802 differed in pronunciation. It means
that only 23 % of the lexical inventory is exactly same in the two languages. In [3]
we arrived at the same figure (also 23 %) by comparing several parallel corpora
- EU documents published in Czech and Slovak.

Despite this 77 % difference in the lexicons, the perceptual level of dissimilarity
will look not that high if we perform a more detailed comparison of corresponding
word pairs. Many differ only in one or two letters, often in prefixes and suffixes.

3.2 Difference in Morphology

Czech and Slovak are languages with rich morphology and a high degree of
inflection. There exist several thousands of words in the two languages that have
the same lemma but differ in some inflected forms. Where Czech nouns take
suffix -em, the Slovak ones would use -om, where Czech adjective use suffix -ém,
the other language take -om, etc. In Table 1, we give several examples of these
related morphological patterns. This phenomenon can be utilized, if we need
to transfer a list of words (proper names, particularly) from one lexicon to the
other.

Table 1. Examples of some regular differences between suffixes used in Czech and
Slovak (demonstrated on proper name ’Barack’ and adjective ’political’)

Word type Czech [CZ] Slovak [SK]

Proper names Barackem Barackom
Barack̊uv Barackov
Barackova Barackovho

Adjectives politickém politickom
politické politickej
politickou politickú

3.3 Difference in Phonetics

In LVCSR systems, Czech phonetic inventory is usually composed of 41 basic
phonemes, while the Slovak one uses 48. For their SAMPA symbols, see Table 2.
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In [3] we have shown that for initial experiments with Slovak speech recogni-
tion and also for bootstrapping a Slovak acoustic model (AM) trained on speech
records that are not phonetically annotated, we can map the Slovak specific
phonemes on the closest Czech ones. The mapping proposed in [3] is useful also
for a bilingual Czecho-Slovak LVCSR system as it can operate (if desired) with
one phonetic inventory, which allows for fast and efficient switching between
Czech, Slovak and Czecho-Slovak AMs.

Table 2. Czech and Slovak phonemes represented by their SAMPA symbols (language
specific ones are printed in bold)

Groups Czech [CZ] Slovak [SK]

Vowels a, e, i, o, u, a, e, i, o, u,
a:, e:, i:, o:, u:, a:, e:, i:, o:, u:,
@ (schwa) {

Consonants p, b, t, d, c, J\, k, g, p, b, t, d, c, J\, k, g,
ts, dz, tS, dZ, ts, dz, tS, dZ,
r, l, Q\, P\ r, l, r=, r=:, l=, l=:, L
f, v, s, z, S, Z, X, j, f, v, s, z, S, Z, X, j,
h\, h\, w, U ˆ, G, I ˆ
m, n, N, J, F m, n, N, J, F

4 Speech Transcription System

The LVCSR system used for the transcription of archive documents employs a
two-pass strategy. The output of the first decoder pass is used for a) segmentation
to speech and non-speech parts, b) synchronization of speaker change detector
with word and noise boundaries [10], c) speaker clustering [11], and d) speaker
adaptation via the CMLLR technique [12]. The first pass is usually performed
with a smaller lexicon to reduce computational costs and time. In the second
pass, the decoder processes the already separated segments, uses the adapted
acoustic model, and utilizes the full lexicon with the corresponding language
model.

The acoustic front-end takes the archive data and converts them into 16 kHz,
16 bit, PCM WAV format. A signal is parameterized into a stream of 39 mel-
frequency cepstral coefficient (MFCC) feature vectors computed every 10 ms
in 25-ms-long frames. Using a 2-second long moving window, the MFCC fea-
tures are normalized by the cepstral mean subtraction (CMS) technique. The
final step is the HLDA (Heteroscedastic Linear Discriminant Analysis) trans-
form performed by multiplying each feature vector by a 39 x 39 HLDA matrix
determined during the acoustic model training procedure. These features are
employed in all the following modules and in both the passes.

The acoustic model is a triphone-based one covering 41 phonemes and 7 types
of noise. The Czech AM has been trained on 320 hours of (mainly broadcast)
data. The amount of speech available for training the Slovak AM was smaller, 107
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hours. In the experiments described in section 5, we used also a Czecho-Slovak
(CZ+SK) AM trained on 120 hours of Czech and 107 hours of Slovak.

The lexicon for contemporary Czech contains 551K words. For Slovak, the
lexicon is smaller (due to smaller text corpora), its size is 303K words. The
language models are based on bigrams. However, as both the lexicons contain
several thousands multi-word expressions (frequently collocated word strings), a
significant part of bigrams covers sequences that are three-, four-, five- or even
six-word long. This feature helps to improve the recognition rate by 2 %. The
unseen bigrams are backed-off by the Kneser-Ney smoothing technique [13].

5 LID Scheme for Czech and Slovak

In the situation, when we need to distinguish between two closely related lan-
guages, for which we already have lexicons and LMs, the most reliable approach
to language identification is to employ the existing LVCSR system. The scheme
can be efficiently incorporated within the first pass.

5.1 LVCSR with Merged Lexicons and Language Models

The LID module has been designed in the following way: A Czecho-Slovak
(CZ+SK) lexicon is created by merging L most frequent Czech words with the
same number of words from the Slovak lexicon. (The total size of the merged lex-
icon is 2L.) Each word gets a label saying whether the word is Czech or Slovak.
Using the available text corpora we compute word-pairs counts separately for
the Czech part of the merged lexicon and for the Slovak one. Before merging the
two word-pair lists, we label their items in the same way as in the lexicon. (The
only common item in the two lists is the START symbol used for the beginning
of an utterance.) After that, the CZ+SK LM is computed using the standard
Kneser-Ney smoothing technique, which assigns some small probabilities also to
transitions between Czech and Slovak words.

Now, the LID task can become a part of the first pass, without influencing
the other goals required on that level. The only modification is that the LVCSR
runs with the CZ+SK acoustic model and CZ+SK language model. The output
of the recognizer contains words with either Czech (CZ ) or Slovak (SK ) labels.
A special label (COM ) is assigned to those Czech and Slovak words that share
the same orthography and pronunciation. For each speech segment (determined
by the speaker change point detector [10]), we get the numbers of recognized
Czech words (NCZ), Slovak words (NSK) and the common ones (NCOM ).The
utterance in the segment is identified as Czech or Slovak according to the higher
of counts NCZ and NSK .

The performance of the proposed scheme is illustrated in Table 3. It shows a
transcription of an initial part of evening news where two speakers, a Czech and a
Slovak one, talk. In the first row, there is the manual transcript that can be used
for comparison. The second row shows the languages used. The third and fourth
rows indicate the recognized words (from a joint CZ+SK lexicon) and their
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labels. In the last row, there is information from the speaker change detector that
provides boundaries for speaker and language identification modules. We can see
that the utterance of the first speaker included four words that are common to
both the languages (i.e. NCom=4). Anyway, it was identified as Czech because
NCZ=1 and NSK=0. The second fragment would be labeled as Slovak since the
Slovak specific words prevail.

Table 3. Illustration of the LID scheme performance on evening news. (English trans-
lation is: In Czech: Good evening, we broadcast radio news. In Slovak: We welcome
listeners ...)

Manual Dobrý večer vyśıláme rozhlasové noviny Pri počúvańı v́ıtáme poslucháčov

Lang. Czech Slovak

Auto dobrý večer vyśıláme rozhlasové noviny pri počúvańı v́ıtané poslucháčov

Label COM COM CZ COM COM SK SK COM SK

Speaker 1 1 1 1 1 2 2 2 2

5.2 Experimental Evaluation

The proposed LID scheme has been evaluated on a test set that included 1000
Czech and 1000 Slovak speech segments. Their total duration was 228 minutes
(31,214 words). In average, each utterance was 6.8 seconds long and contained
15.6 words. (The minimum length was 6 words).

Table 4. Language identification error and Real Time factor as function of lexicon size

Lexicon size LID error rate RT
[L words in each language] [%] factor

L = 1,000 8.75 0.43

L = 5,000 3.03 0.51

L = 10,000 2.02 0.53

L = 20,000 1.51 0.56

L = 30,000 1.31 0.60

L = 40,000 1.31 0.64

L = 50,000 1.15 0.69

We conducted several experiments with different size of the merged lexicons.
The results are summarized in Table 4. From the above results we can see, that if
L is chosen 20,000 or higher, the two languages are identified with an acceptable
error rate smaller than 1.6 % and the time required for processing and decision
is slightly above one half (0.56) of the signal duration. The same lexicon size
(20,000 words) was found sufficient also for the unsupervised speaker adaptation
scheme proposed in [12]. This means that the inclusion of the LID module to the
complete transcription system requires almost negligible additional computation
costs.
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We have also run a complementary series of experiments in which we inves-
tigated the influence of the acoustic model on the LID results. We compared
the performance of the above described Czecho-Slovak (CZ+SK) AM with those
trained only on Czech or Slovak speech data. From the diagram in Fig. 1 we
can see, that the impact of the acoustic models becomes significantly smaller
when the lexicon size increases. This confirms the strength of the information
provided by the lexicon and LM in the task of discrimination between closely
related languages.

1000 5000 10000 20000 30000 40000 50000
0

5

10

15

20

CZ+SK

CZ

SK

Lexicon size [words in each language]

LID Error rate [%]

Fig. 1. Comparison of LID performance for increasing lexicons and 3 acoustic models

6 Evaluation of Complete Bilingual Transcription System

Recently, the proposed LID method has been tested on a set of archive documents
representing the last eight years of Czech Radio broadcasting (2005-2012). We
chose this particular period from which we have official transcripts provided by a
media monitoring company for some relevant radio programs, like evening news
or political talk-shows. This allows us to compare the human-made transcriptions
with those achieved by our system in a fully automated way. For experimental
evaluation we selected 24 complete news (3 from each year). The duration of
each was 30 minutes.

The LID module worked with 40,000-word CZ+SK lexicon (i.e. L=20,000). It
identified 58 segments spoken in Slovak whose total duration was 15.2 minutes
(approx. 2 % of all audio data). That language was used by Slovak correspondents
of the Czech Radio and by Slovak politicians who had been interviewed. One
of the 58 found segments was wrongly labeled as Slovak. It was a short Czech
utterance that contained Slovak proper names. From the same reason also an
opposite error occurred when one Czech sentence was identified as Slovak. These
results as well as those presented in section 5 seem much better the results
reported for Czech and Slovak in [15].
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The successful separation of the two languages in the first pass allowed for
running the second pass with the proper (Czech or Slovak) full-size lexicon and
the corresponding language model. The transcription accuracy of the Czech part
of the news was 89.1 %. For the Slovak segments, it was lower, only 83.6 %. There
were several reasons for the worse latter result: a) most Slovak utterances were
recorded out of studio, b) they had a character of either planned or spontaneous
(but not read) speech, and c) the Slovak lexicon is smaller (303K words) when
compared to the Czech one (551K words) - due to a much smaller amount of
text resources available for Slovak.

7 Conclusion and Future Work

In this paper, we present a LID method suitable for distinguishing between
languages that are acoustically and lexically similar. The method utilizes a large-
vocabulary speech recognition system operating with the merged lexicon and
language model composed from size-optimized lexicons and LMs of the individual
languages. Unlike the classic phonotactic technique, this approach takes into
account real words and their N-gram probabilities and hence it provides a better
discriminative strength. Moreover, the proposed LID module can be incorporated
into a two-pass decoding scheme with minimum additional computation costs.

So far, the method has been tested on contemporary spoken documents from
the Czech radio archive. It identified almost all utterances spoken in Slovak
language and allowed for automatic switching between two language specific
speech recognition modules.

Recently, we prepare its application also to the historical part of the archive,
which is the main goal of the project. Especially before 1993 (i.e. in times of
former Czechoslovakia) the Slovak language will occur more frequently. Before
doing it, we have to adapt the lexicons so that they better fit speech of previous
historical epochs. For Czech, it has been already done [14].
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15. Brümmer, N., et al.: Description and analysis of the Brno276 system for LRE2011.
In: Proc. of Speaker Odyssey Workshop, Singapur, pp. 216–223 (2012)



Passive Profiling and Natural Interaction

Metaphors for Personalized Multimedia
Museum Experiences

Svebor Karaman, Andrew D. Bagdanov, Gianpaolo D’Amico, Lea Landucci,
Andrea Ferracani, Daniele Pezzatini, and Alberto Del Bimbo

Media Integration and Communication Center (MICC)
University of Florence, Florence, Italy

{svebor.karaman,andrea.ferracani,daniele.pezzatini}@unifi.it,
{bagdanov,damico,delbimbo}@dsi.unifi.it, lea.landucci@gmail.com

http://www.micc.unifi.it/vim/people

Abstract. Museums must balance the amount of information given on
individual pieces or exhibitions in order to provide sufficient information
to aid visitor understanding. At the same time they must avoid cluttering
the environment and reducing the enjoyment of the exhibit. Moreover,
each visitor has different interests and each might prefer more (or less)
information on different artworks depending on their individual profile of
interest. Finally, visiting a museum should not be a closed experience but
a door opened onto a broader context of related artworks, authors, artis-
tic trends, etc. In this paper we describe the MNEMOSYNE system that
attempts to provide such a museum experience. Based on passive obser-
vation of visitors, the system builds a profile of the artworks of interest
for each visitor. These profiles of interest are then used to personalize
content delivery on an interactive table. The natural user interface on
the interactive table uses the visitor’s profile, a museum content ontol-
ogy and a recommendation system to personalize the user’s exploration
of available multimedia content. At the end of their visit, the visitor can
take home a personalized summary of their visit on a custom mobile
application. In this article we describe each component of our approach
as well as the first field trials of our prototype system built and deployed
at our permanent exhibition space at Le Murate1 in the city of Florence.

Keywords: Computer vision, video surveillance, cultural heritage, mul-
timedia museum, personalization, natural interaction.

1 Introduction

Modern museums are awash in physical and digital content that they struggle to
catalog, to maintain, to manage, and – most importantly – to deliver in mean-
ingful ways to the museum-going public. Each visitor would like to easily access
different aspects of the massive amount of available information. To address this

1 http://www.lemurate.comune.fi.it/lemurate/
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Fig. 1. An overview of the MNEMOSYNE architecture

issue most research has focused on providing personalized access through hand-
held devices carried by visitors [1,5] and possibly offering some sort of augmented
reality experience [11,3]. However, the use of mobile devices is intrusive to the
museum experience as it changes the way the visitor behaves with respect to the
museum. It also requires active participation of the user in front of each artwork
of interest.

Museum exhibits are often designed out of the need to target a sort of
“common denominator” visitor. This necessity arises from the difficulty in un-
derstanding a priori the interests of individual visitors in order to customize
content delivery in a meaningful way. User interest modeling for personalization
has been addressed in [12] where the user inputs his interests both on the mu-
seum website and inside the museum in order to create a “virtuous circle” of
online and offline visits. In [8], the authors propose to model user interest based
on his displacement in the museum environment in order to personalize audio
content delivery via a specific audio guide given to each user. This last approach,
like the MNEMOSYNE system we describe in this article, differs from the global
trend as it does not require explicit input from the user.

MNEMOSYNE is a three-year research project [2] studying techniques for
passively observing museum visitors [9] in order to build profiles of interest for
personalizing multimedia content delivery (see figure 1). Aiding the delivery of
multimedia content, an ontology that models museum content is used to infer
connections between visitor interest and works on display, works located in other
collections, and works of broader interest. This knowledge model, along with a
statistical recommendation system, is used to drive a natural user interface on a
large format interactive table. The user interface allows visitors to explore digital
museum content personalized to their own interests, and a mobile application
allows them to download content of interest they have explored during their visit
to a smartphone or tablet.

In the next section we describe the passive profiling system in detail. In sec-
tion 3.1 we detail the two types of recommendation systems we have experi-
mented with, and in section 3.2 we describe the natural interaction user interface
used to deliver personalized content. Finally, in section 4 we discuss the first field
trials of our prototype system.
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(a) (b)

Fig. 2. (a) Example of frame with detections (b) Detection map with artwork sphere
of influence for one visitor model

2 Passive Interest Profiling

Here we detail each step of the MNEMOSYNE passive visual profiling approach.
First, a pre-processing step is performed to map the artistic content and physical
properties of the museum. Then, fixed cameras are used to observe visitors as
they visit the museum. Our aim is to maintain a record of what each visitor has
observed during their visit and to build a profile of interest him.

2.1 Mapping the Physical Museum

Most museums are often already equipped with a set C of fixed cameras installed
for surveillance purposes, and the MNEMOSYNE system is designed to exploit
these already-installed cameras. We calibrate each camera c to a common ground
plane. A simple tool allows an operator to estimate the homography Hc from
each camera image plane to the ground plane with a few mouse clicks [7].

Given the homography Hc, an operator can easily input the position on the
ground plane of each artwork of interest by simply clicking once in the camera
view where the artwork sits on the ground or on the position on the floor below
the artwork. A sphere of influence is associated with each artwork, defined as
a bi-dimensional Gaussian of mean equal to the ground position of the artwork
and variances in x and y dimensions defined by the operator. These variances
depend on the structure of the museum as well as the artwork scale.

2.2 Identity Modeling

On the video stream corresponding to camera c ∈ C, we run a pedestrian detec-
tor [4] in order to obtain a set of N person bounding boxes. The bounding boxes
are then described with a number of visual, temporal and spatial descriptors (the
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person describers module in figure 1). The descriptor of a person bounding
box is defined as:

di =
{
da
i ,d

s
i , d

t
i, d

c
i

}
, for i ∈ {1, . . . , N}, (1)

where da
i is an appearance descriptor consisting of RGB and HS color histograms

computed on overlapping horizontal stripes and the HoG (Histogram of Oriented
Gradients) descriptor [6] as proposed for person re-identification in [10], ds

i =
(dxi , d

y
i ) is the absolute position of the person detection on the ground plane, dti is

an integer timestamp, and dci is an index indicating that the detecion comes from
camera c. All video streams are synchronized so that dti and dtj are comparable.

The fundamental step in passive profiling is associating the detections D =
{di | i = 1 . . .N} to one another to form groups representing individual visitors
in the museum. Algorithm 1 details the procedure used to build identity models
and to associate detections to them. This algorithm relies on the computation
of the distance between a model cluster mj and a detection description di which
takes into account the appearance and all spatio-temporal information available.
Precisely, the distance between a description di and model mj is computed as:

dist(mj , di) = (1− α− β)× ||ma
j − da

i ||2 (appearance contribution) (2)

+ α× distw(m
s
j ,d

s
i , ws) (spatial contribution) (3)

+ β × distw(m
t
j , d

t
i, wt) (temporal contribution) (4)

where distw(x, y, w) is the windowed L2 distance:

distw(x, y, w) = min(
||x− y||2

w
, 1). (5)

The parameters ws and wt are, respectively, the spatial and temporal window
around observations. The weights α and β control the contribution of spatial
and temporal distances, respectively, to the overall distance calculation and are
defined such that α, β ∈ [0, 1] and α + β < 1. A detection is associated with a
model if its distance to the model is less than δ. The system must accumulate at
least τ detections in a temporary model before promoting it to a real one. The
appearance of a model ma

j is computed as a running average of the detections
associated to it, while the position and time information are those of the last
matched detection. Whether a model is active is determined by the last asso-
ciated detection time. Note that we also forbid multiple associations from one
camera at the same timestamp to the same model.

2.3 Interest Profiling

Each visitor’s interest profile is built on-the-fly when the visitor enters the in-
teractive table area (see figure 2b) and is sent to the interactive table. Every
detection associated with the visitor’s model contributes to each artwork ac-
cording to its proximity to the artwork sphere of influence. If the visitor leaves
the interactive area, goes and sees some other artworks and comes back to the
table, his interest profile will be updated.
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Data: D, δ, τ
Result: Detection associations
Ma ← getActiveModels()
Mtemp ← getTmpModels()
for di ∈ D do

dist ← {dist(di,mj),∀mj ∈ Ma}
if min(dist) ≤ δ and Ma �= ∅ then

k ← argmin(dist);
mk.associate(di);

else
tmpDist ← {dist(di,mj),∀mj ∈ Mtemp}
if min(tmpDist) ≤ δ and Mtemp �= ∅ then

k ← argmin(tmpDist);
mk.associate(di);
if mk.AssociationsCount ≥ τ then

Ma =Ma + {mk};
Mtemp =Mtemp \ {mk};

end

else
Mtemp =Mtemp + {di};

end

end

end
Algorithm 1. Detection association algorithm

3 The Augmented Museum Experience

The second stage of the museum visit consists of entering an area equipped with
an interactive tabletop display in which users can have a seamless multimedia
experience and increase their knowledge of art and cultural heritage. Thanks
to the natural interaction with the table, they can explore and select in-depth
and related information about each artwork according to the suggestions given
by the recommendation systems, further personalizing the profile of interest
built passively during their visit. Their favorite artworks and related multimedia
content can then be transferred to a mobile device via a dedicated application.

3.1 Recommendation Systems

The MNEMOSYNE prototype uses two solutions for generating content recom-
mendations to users: a Knowledge-based and an Experience-based system. These
modules have been developed as web servlets which expose several web services
accessible via a Representational State Transfer (REST) interface.

Knowledge-Based Recommendation. As a use case we chose one of the
most famous museums of Florence: the National Museum of Bargello. In par-
ticular, we focus on a subset of 8 monitored artworks from the 70 artworks
displayed in the Sala di Donatello. The MNEMOSYNE Semantic Search Engine
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exploits the potential of the Semantic Web through an RDF (Resource Descrip-
tion Framework) ontology that models not only instances of these artworks, but
also places, events, historical curiosities and other artworks from Florence and
all over the world, and their relations to the 8 chosen artworks. Our ad-hoc on-
tology implements six different entities: artist, artwork, category, museum/place
and story. Every artwork instance is equipped with information about its cre-
ator, meanings, materials, techniques and historical context (all represented by
instances of their own). Each artwork entity is also accompanied by a variety
of multimedia content and has different thematic links to other artworks or sto-
ries. SPARQL queries are used to query subgraphs of data from the ontology,
providing different views on the data model: subgraphs of artwork data, stories
related to artworks, and resources related by tags or stories.

Experience-Based Recommendation. The MNEMOSYNE Recommenda-
tion Engine uses two types of recommendation algorithms. Recommendation
algorithms try to solve a problem of prediction and give the system the abil-
ity to suggest to users items that they are more likely to find interesting. The
Recommender Engine implements metrics based on both user similarity and
item similarity. The data model consists of preferences stored as triples in a
database table containing the following fields: the user ID, the item ID, and a
value, assigned by the MNEMOSYNE passive visual profiling module, express-
ing the strength of the user preference for the item. From this information we
compute which users or items are more similar. Both similarity metrics, user
based and item based, make use of the same components: a data model, a met-
ric of similarity, a notion of proximity (i.e. a neighborhood of users or items)
and an algorithm that predicts values of preference weighting them differently
according to the similarity metric. The Recommendation Engine uses Euclidean
distances: a greater distance indicates a lower similarity. The system makes use
of the Mahout library2, the state of the art for machine learning on big data.

3.2 The Natural Interaction Tabletop System

When a visitor approaches the table, he is detected by the camera which triggers
the tabletop system and the computer vision system to exchange data about his
profile of interest which had been built during their interaction with the physical
artworks. Initially the display of the tabletop shows a language selector and then
an interactive tutorial as a carousel of images.

The metaphor used for the user interface is based on the idea of the hidden
museum waiting to be unveiled, an all-digital environment where visitors can
go beyond the artworks level of the physical museum. The tabletop provides an
augmented perspective of the museum thanks to the interest profile estimated by
the computer vision system, the recommendation systems, and via the adoption
of natural interaction paradigms. With the natural interaction interface visitors
can discover new, interesting information and resources, and then collect them
for future inspection. The main user interface adopts principles derived from

2 http://mahout.apache.org

http://mahout.apache.org
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(a) (b)

Fig. 3. (a) Detail of the artwork level: the artworks of the museum are represented
with the original title, a thumbnail and a circular symbol visualizing the amount of
interest showed by the current user during the visit. (b) Detail of the insights space in
the related resources level: information related thematically to the selected artwork.

Information Visualization and consists of two levels of navigation: the artworks
and the related resources.

The Artworks Level. visualizes artworks of the museum for which the visitor
has shown the highest level of interest (see figure 3a) based on the profile
created by the computer vision system. When the user touches an artwork an
animation starts in order to trigger the following actions: the space containing
the unselected artworks moves up vertically off the screen, the selected artwork
moves to the middle left and a new space of information comes up from the
bottom.

The Related Resources Level. follows the selection of an artwork and
consists of a structured environment in which the visitor can navigate the mul-
timedia content related to this artwork. Related resources are organized in four
different spaces (stories, secrets, recommendations, insights) according to their
relations to the artwork based on the recommendation system and the ontology
structure:

– stories: stories directly related to the artwork in the ontology;
– secrets: resources related to the artwork and its related stories in the on-

tology according to the knowledge-based recommendation system;
– recommendations: similar artworks according to the experience recom-

mendation system using the visitor profile;
– insights: resources related by tags or stories to the artwork according to the

knowledge-based recommendation system.

The user can navigate these spaces via a textual menu at the bottom of the
display. In each space details are represented in a different layout: the background
color, shape and arrangement of interactive items are all adjusted in order to
highlight the difference between the visualized data and to provide the user
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Fig. 4. The information level: when the user selects an item from one space, multimedia
content is displayed in the center of the screen. A star element can be touched in order
to collect the item in the space at the bottom of the screen. The selected artwork is
visualized on the left of the screen with its title, a thumbnail, location and level of
visitor interest.

a pleasant experience while navigating in the information space. The insights
space is illustrated in figure 3b. In each space, if the user touches one of the
visible items an information window composed of several multimedia contents is
triggered, see figure 4. The visitor is able to collect the most interesting resources
for later use via the mobile system.

3.3 Mobile System

The main goal of the MNEMOSYNE mobile application, shown in figure 5, is to
collect personalized digital content displayed in the interactive tabletop interface.
Unlike [5,11], the mobile app is intended to be used at the end of the visit and
not as an interactive device throughout the museum tour. It was developed using
the Adobe AIR framework and can therefore be installed on devices running iOS
(iPhone, iPad) or Android.

Once installed on the visitor’s device, the application allows the user to scan
a QR code displayed on the interface of the interactive table. This transfers
the unique identifier of the user to the mobile device. The application queries
the MNEMOSYNE database to retrieve the user’s favorite artworks, generated
both through the passive profiling module and from his interaction on the table-
top surface. The user then has access to in-depth information about individual
and related artworks or resources in the MNEMOSYNE dataset. In particular,
the user can visualize a collection of points on a map of interest suggested by
the recommendation system taking into account the user’s profile and current
geolocalization. The latter functionality allows us to extend the personalized user
experience of the visit from an indoor to an outdoor scenario.
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Fig. 5. The mobile application. Left: user’s favorite artworks; Center: in-depth infor-
mation on the artwork; Right: map of suggested points of interest.

4 Field Trials and Ongoing Work

We have installed a prototype of the MNEMOSYNE system in a permanent
exhibition space at Le Murate in the historical center of Florence. For this in-
stallation, we printed four high resolution images of artworks from the Donatello
Room and used a single surveillance camera to capture images of visitors observ-
ing the artworks as well as interacting with the table. Some detections obtained
are shown in figure 2a. For this installation the parameters were set manually
(α = β = 0.2, ws = 5m, wt = 80 frames, δ = 0.75 and τ = 10), but given a train-
ing set of annotated detections they could be easily learned. Two critical issues
were evident when running the system continuously for several hours: ensuring
that the system does not lag and that profile messages are thus sent in a timely
fashion; and limiting the confusion between visitors since, when observing for
several hours, it is very likely that several persons will have similar appearance.

Lag is mostly due to the detection process which is computationally onerous,
and we dedicated an 8-core computer to this task and limited the frame rate
to 5 frames per second. Moreover, we implemented a lag monitor that consid-
ers a maximum allowed lag (set to 5 seconds) and discards frames until the lag
falls within the allowed range. To limit confusion between visitors with similar
appearance across several hours of observation we limit the association of de-
tections to visitor models that were “active”, i.e. ones with which at least one
detection was associated in the previous 10 minutes. These proposed solutions
are the first necessary steps towards bringing MNEMOSYNE to real museum.

5 Conclusions

In this paper we detailed our proposal to enhance and personalize museum visits.
Our system makes use of passive observation to estimate each visitor’s interest.
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This interest profile is then used conjointly with a recommendation system to
provide personalized content delivery through a natural interaction interface.
MNEMOSYNE is operational and has been tested, but in order to determine
the efficiency of the approach several aspects must be evaluated with further
experiments, user studies, and also potentially on how the suggested resources
impact visitor visits. We are also interested in using the mobile application as
a bridge between different museums adopting MNEMOSYNE, by suggesting
artworks of interest in other museums. These are our main objectives and we
hope to deploy our system in museums of Florence in the near future.
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Abstract. Italy’s Cultural Heritage is the world’s most diverse and rich
patrimony and attracts millions of visitors every year to monuments, ar-
chaeological sites and museums. The valorization of cultural heritage
represents nowadays one of the most important research challenges in
the Italian scenario. In this paper, we present a general multimedia rec-
ommender system able to uniformly manage heterogeneous multimedia
data and to provide context-aware recommendation techniques support-
ing intelligent multimedia services for the users. A specific application
of our system within the cultural heritage domain is proposed by means
of a real case study in the mobile environment related to an outdoor
scenario, together with preliminary results on user’s satisfaction.

1 Introduction

Italy’s Cultural Heritage represents a worldwide resource of inestimable value,
attracting millions of visitors every year to monuments, archaeological sites and
museums. One of the most challenging and interesting research problems within
such a scenario is surely the valorization of such heritage. Indeed, it should be
important to provide a cultural environment with functionalities to represent
the related knowledge derived from current digital sources describing cultural
heritage, such as text descriptions, pictures, and videos, in order to allow a
tourist visiting a site to enjoy multimedia stories in real time so as to enrich
his/her cultural experience.

Our goal is to “extend” classical recommendation techniques (content-based,
collaborative filtering and hybrid strategies [11,13] usually exploited for facilitat-
ing the browsing of web large data repositories) to support useful services (e.g.
a multimedia touristic guide) that assist users visiting cultural environments
(indoor museums, archeological sites, old town center), containing several cul-
tural Points Of Interest - POIs - (e.g. paintings of museum rooms, buildings in
ancient ruins or in an old town center, etc.) correlated with a large amount of
multimedia data.
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The recommendation strategy should be able to provide users with the more
relevant information depending on the context [14] (i.e. user preferences, user lo-
cation, observed objects, weather and environmental conditions, etc. as in Con-
text Aware Recommendation Systems - CARS [15]) and eventually linked with
other on-line touristic information and services, which are usually customized
for indoor envronments without taking into account the context information [4].

The majority of approaches to recommendation in the multimedia realm gen-
erally exploits high level metadata - extracted in automatic or semi-automatic
way from low level features - that are in different manners correlated and com-
pared with user preferences. These approaches suffer from several drawbacks: (i)
it is not always possible to extract in automatic and effective way useful high
level information from multimedia features; (ii) for some kinds of multimedia
data there is not a precise correlation between high and low level information;
(iii) there is not always available explicit and useful information (knowledge)
about user preferences and feedbacks; (iv) in the recommendation process some-
times it is useful to take into account features of the objects (context) that user
is currently observing as content information.

Here, we propose a different approach which tries to avoid such drawbacks:
(i) analyzing in a separate way low and high level information, i.e. both con-
tribute to determine the utility of an object in the recommendation process;
(ii) exploiting system logs to implicitly determine information about users and
the related community, considering their browsing sessions as a sort of “rat-
ings”; (iii) considering as relevant content for the recommendation the features
of the object that a user is currently watching together with user preferences
and other context information. In particular, we present a general multimedia
recommender system able to uniformly manage heterogeneous multimedia data
and to provide context-aware recommendation techniques supporting intelligent
multimedia services useful for the users. In addition, we describe a real case
study in the mobile environment, related to an outdoor scenario, together with
some preliminary results on user’s satisfaction.

The paper is organized as follows. Section 2 presents at a glance a functional
overview of our recommender system. Section 3 describes the techniques used
for multimedia data management, while Section 4 details the proposed recom-
mendation strategy. Section 5 outlines the chosen case study with the related
implementation details and preliminary experiments. Finally, Section 6 reports
some conclusions.

2 System Overview

Figure 1 describes at a glance a functional overview of the proposed system in
terms of main components. TheMultimedia Data Management Engine (MDME)
is responsible for: (i) accessing by the Data Indexing and Access module to the
media contents present in the different data sources (Multimedia Data Reposi-
tories), (ii) extracting by the Feature Extraction module from Multimedia Data
high and low level features useful both for indexing and for the structured rep-
resentation of the data itself (Structural Description).
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Fig. 1. System Overview

The Sensor ManagementMiddleware is responsible for deriving, on the basis of
information accessible via physical sensors (e.g. GPS, WSN), Web-services/API
or wrapping techniques, the “knowledge” related to the context in which the user
is located. In particular, the Knowledge Base is constituted by the Contextual
Data (e.g. weather and environmental conditions registered for the considered
place),User Preferences (explicitly or implicitly captured),Cultural POI Descrip-
tions (in terms of multimedia information) and by a Support Cartography useful
to geo-localize users and visualize their positions with respect to POIs.

The MultiMedia Context-Aware Recommender Engine provides a set of rec-
ommendation facilities for multi-dimensional and interactive browsing of mul-
timedia data related to cultural POIs. In particular, on the basis of context
information and user preferences the Candidate Set Building module selects a
set of candidate objects for recommendation; successively, the Objects Ranking
module performs a ranking of candidates exploiting a proper recommendation
strategy (by Users and Similarity Matrices Computation). Eventually, the Visit
Paths Generation module recommends to the users visit paths, providing all the
support information (logistics, costs, services, etc..). Finally, each user device is
equipped with a Multimedia Guide App that allows the fruition of multimedia
contents (a questionnaire is submitted in order to capture his/her profile).

3 Management of Multimedia Data

Our data and retrieval models are inspired by the Windsurf ones [5]. We have
a database O of M multimedia objects, O = {O1, . . . , OM}, such as images,
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videos, and documents, where each objects O is composed of mO elements,
O = {o1, . . . , omO} representing, regions of an image, shots of a video, and parts
of a document, respectively.

Each element o is described by way of low level features F that represent,
in an appropriate way, the content of o (e.g., the color distribution of image’s
regions). As for the retrieval model, given a query object Q = {Q1, . . . , Qm}
composed of m elements, and an element distance function δ, that measures
the dissimilarity of a given pair of elements (using their features), we want to
determine the top-k objects in O that are the most similar with respect to Q.
Similarity between objects is numerically assessed by way of a object distance
function dF that combines together the single element distances into an overall
value. Consequently, object Oa is considered better than Ob for the query Q iff
d (Q,Oa) < d

(
Q,Ob

)
holds [6]. The computation of the object distance dF is

obtained by combining three basic ingredients: (i) the element distance δ, (ii) the
set of constraints that specify how the component elements of the query Q have
to be matched to the component elements of another (database) object O, and
(iii) the aggregation function that combines distance values between matched
elements into an overall object distance value (e.g., a simple average of distance
values between matched elements).

The efficient resolution of queries over features is ensured by theData Indexing
and Access module which supports indices built on top of elements (e.g., image
regions, and video shots) based on the M-tree metric index [8].

In particular, images are first segmented into regions, where pixels included in
a single region o share the same visual content (i.e., color/texture) [5]. Image re-
gions are then compared according to their visual features using Bhattacharyya
distance metric δ; region scores are opportunely matched by solving a one-to-one
matching problem, where each element of a document can be only matched to
at most one element of the other document, and vice versa. Then a “biased”
average dF is used to aggregate distance values of matched elements. Videos
are first segmented into shots [9]. Then, each shot o is represented by a single
representative key frame (e.g., the first frame of the shot), so that shots can be
compared by means of the above image similarity function dF . Each keyframe
is first segmented into visually coherent regions, then color/texture features are
extracted and stored for each keyframe region [5]. Whole videos are compared by
aggregating the similarities between shots (i.e., their representative keyframes).
Documents are modeled as follows: each element o is a page contained in the
document O and we want to discover whether a new document Q is similar to
some existing documents in our database O. Comparison between pages is per-
formed by taking into account relevant contained keywords by using the vector
space model [7], so that features extracted from each page include keywords
using tf × idf values after stopping & stemming.

In order to enrich data representation, objects are annotated with high level
(semantic) descriptors S (e.g., labels describing what a video shot is related to).
Such descriptors are in the form of keywords (or tags) and are semi-automatically
assigned to objects by means of a multimedia annotator that, starting from a



Recommending Multimedia Objects 261

training set of pre-annotated objects, is able to predict sets of “good” tags able
to effectively characterize the content of new untagged objects [10].

We define the universe of tags T as the union of all possible semantic descrip-
tors to be associated to objects in O, and the membership relation R ⊆ O × T
that indicates that an object O has assigned a tag in T . The annotation process
is modelled as a nearest neighbors (NN) problem on object elements and turn
into a set of graph-based problems. First, we try to discover affinities between
tags and an unlabelled object, which is done using a Random Walk with Restart
algorithm on a graph that models current annotations as well as elements’ sim-
ilarities. Then, we compute pairwise tag correlations. Again, this relies on the
analysis of links in a (second-order) graph. Finally, we combine the results of the
two steps to derive a set of terms which are both semantically correlated each
other and affine to the new object. This final step amounts to solve an instance
of the Maximum Weight Clique Problem on a small graph [10]. Note that, while
for objects of type image tags are directly associated to images, when annotat-
ing videos, we are able to predict tags not only for shots but even for videos, by
opportunely propagate tags at the shot level to the video level [9].

Given a user-provided set of tags, as query semantic concepts, objects are se-
lected by the query processor by applying a co−occurrence-based distance func-
tion dS on T . The search provides the set of objects (i.e., images, videos/shots,
documents) that share at least one tag with the input set.

Both low level features and semantic descriptors concur to determine the
multimedia relatedness d(Oi, Oj) among two objects. In details, if Oi and Oj

are of the same type (e.g., we are comparing two images), we define their global
distance as the average between the contribution given by low level features and
the one provided by semantics, that is: d(Oi, Oj) = (dF (O

i, Oj)+dS(O
i, Oj))/2;

on the other hand, if we are comparing objects of different type (e.g., a document
with a video), their multimedia relatedness equals to their semantic distance only,
i.e., d(Oi, Oj) = dS(O

i, Oj).

4 Context-Aware Multimedia Recommendation Services

The basic idea behind our proposal is that when a user is near to a cultural
POI, the related and personalized multimedia description is presented and the
recommender system has to be able to: (i) determine a set of candidate objects
for the recommendation, on the base of user needs and preferences (pre-filtering
stage); (ii) automatically propose, when a user selects an object, other similar
multimedia objects (recommendation stage); (iii) dinamically arranges the se-
lected objects in apposite “visiting paths” considering other context information
such as weather or environmental conditions (post-filtering stage).

Pre-filtering Stage. Each object subject to recommendation may be repre-
sented in different and heterogeneous feature spaces. For instance, the picture
of a monument may be described by annotations concerning history of the mon-
ument, the materials it has been built with, low-level image features, experts’
descriptions, visitors’ descriptions and reviews, and so on. Each of these sets of
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features contributes to the characterization of the objects to different extents.
Hence, it is important to consider congruently each type of descriptor during
the recommendation process. The first step consists in clustering together “sim-
ilar” objects, where the similarity should consider all (or subsets of) the differ-
ent spaces of features. To this purpose, we employ high-order star-structured
co-clustering techniques [12] to address the problem of heterogeneous data pre-
filtering. In this context, the same set of objects is represented in different feature
spaces. Such data represent objects of a certain type, connected to other types
of data, the features, so that the overall data schema forms a star structure of
inter-relationships. The co-clustering task consists in clustering simultaneously
the set of objects and the set of values in the different feature spaces. In this
way we obtain a partition of the objects influenced by each of the feature spaces
and at the same time a partition of each feature space. The pre-filtering stage
leverages the clustering results to select a set of candidate objects by using the
user’s profile, which is modeled as sets of descriptors in the same spaces as the
objects’ descriptors.

We now provide the formalization of our problem. Let O = O1, . . . , OM be a
set of M multimedia objects and F = {F 1, . . . , FN} a set of N feature spaces.
A dataset can be viewed under the different views given by the different feature
spaces F k. Therefore, the view k is associated with each feature space F k. Given
a star-structured dataset SD over O and F , the goal of the star-structured data
co-clustering is to find a set of partitions Y = {Y 1, . . . , Y N} over the feature
set F = {F 1, . . . , FN}, and a partition X of the object set O by optimizing a
certain objective function.

To solve the high-order star-structured co-clustering problem, several algo-
rithms have been proposed based on different approaches. In this work, we adopt
a parameter-less iterative algorithm that maximizes the Goodman-Kruskal τ , a
statistical measure of association that automatically identifies a congruent num-
ber of high-quality co-clusters [12].

In our recommendation problem, a user is represented as a set of vectors U =
{u1, . . . ,uN} in the same N feature spaces describing the objects. Each vector
uk is updated each time the user visits (or re-visit) an object by considering
the object features in each space at the instant of the visit. To provide a first
candidate list of objects to be recommended, we measure the cosine distance
of each user vectors associated to the k-th space, with the centroids of each
object clusters in the k-th space. For each space, the most similar object cluster
is chosen leading to N clusters {Xc

1 , . . . , X
c
N} of candidate objects. Then, two

different strategies can be adopted to provide the pre-filtered list of candidate
objects Oc: (i) set-union strategy - the objects belonging to the union of all
clusters are retained, i.e., Oc =

⋃
k X

c
k; (ii) threshold strategy - the objects that

appears in at least ths clusters (ths ∈ {1 . . .N}) are retained.
The first strategy is suitable when user’s vectors are associated to very small

clusters (e.g., because the user likes very uncommon objects). In any other situa-
tion, the second strategy is the most appropriate. As a final step, objects already
visited/liked/browsed by the user are filtered out. Notice that, thanks to this
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approach, users are not described by set of objects, but by sets of features that
characterize the objects they visit, like or browse.

Recommendation Stage. In this stage we use a technique that combines
several features of multimedia objects (low-level and semantics), eventual past
behaviour of individual users and overall behaviour of the whole “community”
of users to [2]. Our basic idea is to assume that when an object Oi is chosen
after an object Oj in the same browsing session, this event means that Oi “is
voting” for Oj . Similarly, the fact that an object Oi is very similar in terms
of multimedia features to Oj can also be interpreted as Oj “recommending”
Oi (and viceversa). Thus, we model a browsing system for the set of candidate
objects Oc as a labeled graph (G, l), where G = (Oc, E) is a directed graph
and l : E → {pattern, sim} × R+ is a function that associates each edge in
E ⊆ Oc × Oc with a pair (t, w), where t is the type of the edge which can
assume two enumerative values (pattern and similarity) and w is the weight
of the edge. We list two different cases: (i) a pattern label for an edge (Oj , Oi)
denotes the fact that an object Oi was accessed immediately after an object
Oj and, in this case, the weight wi

j is the number of times Oi was accessed
immediately after Oj ; (ii) a similarity label for an edge (Oj , Oi) denotes the
fact that an object Oi is similar to Oj and, in this case, the weight wi

j is the
similarity between the two objects. Thus, a link from Oj to Oi indicates that
part of the importance of Oj is transferred to Oi .

Such an importance is then measured by means the introduction of a rec-
ommendation grade ρ(O), and in [1], it has been shown as the ranking vector
R = [ρ(O1) . . . ρ(On)]

T of all the objects can be computed as the solution to
the equation R = C · R, where C = {wi

j} is an ad-hoc matrix that defines how
the importance of each object is transferred to other objects. Such a matrix can
be seen as a linear combination of a local browsing matrix Al = {alij} for each
user ul, a global browsing matrix A = {aij} and a multimedia similarity matrix

B = {bij} such that bij =
1−d(Oi,Oj)ij

Γ if 1 − d(Oi, Oj)ij ≥ τ ∀i �= j, 0 other-
wise (τ is a threshold and Γ is a normalization factors which guarantees that∑

i bij = 1, see [1] for more details).
The final step is to compute customized rankings for each individual user.

In this case, we can then rewrite previous equation considering the ranking for
each user as Rl = C ·Rl, where Rl is the vector of preference grades, customized
for a user ul. We note that solving the discussed equation corresponds to find
the stationary vector of C, i.e., the eigenvector with eigenvalue equal to 1. In
[1], it has been demonstrated that C, under certain assumptions and transfor-
mations, is a real square matrix having positive elements, with a unique largest
real eigenvalue and the corresponding eigenvector has strictly positive compo-
nents. In such conditions, the equation can be solved using the Power Method
algorithm.

Post-filtering Stage. Finally, the list of suggested items, which are selected
as interesting by users, is organized in apposite visiting paths (considering the
distances from user location): they are not fixed and are arranged on the base of
weather and environmental situations. The recommendation grades of objects,
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which come from certain cultural POIs with a certain number of persons or with
particular values of temperature or humidity, are penalized and such objects
could be excluded from recommendation.

5 A Case Study

We consider as real case study the archeological site of Paestum, one of the
major Graeco-Roman cities in the South of Italy. The main cultural attractions
are represented by a set of ancient buildings; in particular, three main temples of
Doric style (i.e. the first Temple of Hera, also called Basilica, the second Temple
of Hera, also known as Temple of Neptune, and the Temple of Athena), the
Roman Forum with several ruins, and the amphitheater, all surrounding by the
remains of the city’s walls. In addition, there is a museum near the ancient city
containing many evidences of the graeco-roman life (e.g. amphorae, paintings
and other objects). Thus, all the cited buildings will constitute cultural Points
of Interest for our case study.

Users visiting ruins could be happy of having a useful multimedia guide able
to describe the main cultural attractions (POIs) and to suggest automatically
visiting paths containing multimedia objects of interest. In particular when a
user is approaching to a cultural POI (e.g. Temple of Neptune), the related
multimedia description is delivered on the user’s mobile device. Successively, the
recommendation services determine first the list of possible interesting objects
(images of other Temples and of Roman Forum) in according to users’ preferences
(the user prefers to see only images) and then compute a visiting path, shown
on a map. The paths have to take into account the current context (in terms
of actual position – obtained by GPS – and the selected multimedia data), and
to consider the weather and environmental conditions and the previous paths of
other users, thus enhancing the visiting experience. Once acquired such kind of
information, the path can dynamically change in the case of crowded or unfit
to use areas (e.g. too high temperature/humidity or a closed area). Eventually,
the visiting paths could be enriched with other touristic POIs (e.g. restaurants,
hotels, etc.). A graphic user interface gives the detailed view of the suggested
path on an proper cartography, reporting a preview of cultural POIs.

In the following, we report some implementation details concerning the de-
veloped prototype for Paestum ruins.

The Multimedia Data is constituted by a collection (managed by PostegreSQL
DBMS) of about 10,000 images and texts coming from several multimedia repos-
itories (e.g. Flickr, Panoramio, Facebook, Wikipedia, etc.) and related to all the
main attractions of Paestum. We associated to each object a set of metadata
and spatial information (managed by PostGIS spatial database extension), in
according to the CIDOC-CRM model 1. All the data are managed by the Mul-
timedia Data Management Engine that is based on the Windsurf library2. The
Sensor Management Middleware collects and manage sensors’ messages from

1 http://www.cidoc-crm.org/
2 http://www-db.deis.unibo.it/Windsurf/

http://www.cidoc-crm.org/
http://www-db.deis.unibo.it/Windsurf/
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Table 1. Comparison between our system and no facilities

Experts Medium Exp. Not Experts
TLX factor With rec. Without With rec. Without With rec. Without

Mental demand 25.2 27.1 33.1 33.8 35 41
Physical demand 25 31 28 35 31.5 44
Temporal demand 27 32.5 29 35 30 35

Effort 24.8 31.2 33 42 35 50
Perfomances 71 68 71.8 71.2 73.5 73.1
Frustation 24 34 25.1 31.6 25 32

users’ mobile devices. By means of apposite JAVA libraries and exploiting GPS
facilities, it is able to capture user location and some environmental parame-
ters (number of a persons in a given area). The Knowledge Base, realized using
the Sesame Repository and JENA libraries, allows to map the observed context
instances in the RDF linked open data format. From the other hand, the Mul-
timedia Context-Aware Recommender Engine exploits proper JAVA libraries
(developed for the systems presented in [2] and integrated with co-clustering
libraries) to accomplish its tasks. Eventually for the support cartography, we
decided to use Google Maps. Finally, a user can interact with our system using –
at the moment – an Android Multimedia Guide App. The presentation logic is
based on apposite widgets. The client requests are elaborated by JAVA Servlets
and the results are sent to the client in form of XML data.

Wedesigned and carried out several preliminary experiments to investigate
how helpful the recommendations offered by our system are, demonstrating that
the introduction of such techniques can improve the tourists’ experience.

In the training phase, we have chosen 10 users among graduate students that
used for 2 days the system without recommendation facilities to capture their
browsing sessions (GPS sensor of mobile devices were used to locate user posi-
tions) during their visit to build a consistent matrix A for the described collec-
tion. We then asked a different group of about 10 people (this group consisted
of 5 not-expert users on graeco-roman art, 3 medium expert users and 2 expert
users) to complete several visits (3 visits per user) of different complexity within
the Paestum ruins and without any recommendation facility. After this test, we
asked them to browse once again the same collection with the assistance of our
recommender system and complete other tasks of the same complexity. In a sim-
ilar manner, in a second time we asked another group of 10 people to browse the
same collection first with the assistance of our recommender system completing
other different tasks and then without any help.

We have subdivided browsing tasks in the following four broad categories:
(i) Low Complexity tasks (T1) - explore at least 5 POIs related to ancient
buildings; (ii) Medium Complexity tasks (T2) - explore at least 10 POIs re-
lated to graeco-roman temples or amphitheaters or Roman forum buildings ; (iii)
High Complexity tasks (T3) - explore at least 15 POIs related to Roman forum
buildings or amphitheaters or city walls’ gates.

The strategy we used to evaluate the results of this experiment is based on
NASA TLX (Task Load Index factor). To this aim, we then asked the users to
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express their opinion about the advantage of our system to provide an effective
user experience in completing the assigned visitng tasks, with respect to use a
simple museum map and a touristic guide. We also considered situations (that
we have simulated during experimentation) in which an area is closed.

Thus, we obtained the average results scores for each of three categories of
users reported in Table 1 (the lower the TLX score — in the range [0− 100] —
the better the user satisfaction).

Note that not-expert users find our system more effective than the other
users’ category in every sub-scale, because they consider very helpful the pro-
vided suggestions. Instead, for expert and medium expert users’ opinion, our
system outperforms a classical touristic guide in every sub-scale except for men-
tal demand and performances : this happens because an expert user considers
sometimes not useful the automatic suggestions just because they know what
they are looking for.

6 Conclusions

In this paper we proposed a novel recommender platform in the Cultural Her-
itage domain. We realized a system for Paestum ruins, providing to tourists
personalized visiting paths. Then we investigated the effectiveness of the pro-
posed approach in the considered scenario, based on the browsing effectiveness
and users satisfaction. Experimental results showed that our approach is quite
promising and encourages further research.
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Abstract. Collaborative Virtual Environments are experiencing a large interest 
in cultural heritage field mostly due to the strong opportunity given by novel 
augmented reality applications. There are already several examples of collabor-
ative augmented visit to museums or historical sites. Anyway the traditional and 
static approach to computer graphics is very limiting because it often requires 
the development of a Virtual Environment for every new application. 

In this paper, we propose a technique for model-driven generation of mixed 
reality virtual environments, where every modification in contents, visit path 
and in interactions with the physical surrounding environment don’t require a 
great re-coding effort, enabling fast deployment of collaborative virtual envi-
ronments for cultural explorations only providing new contents and a small set 
of parameters. 

Keywords: collaborative virtual environment, conceptual design, conceptual 
map, mixed reality, multi-user virtual environment, 3D virtual world. 

1 Introduction 

Collaborative Virtual Environments (CVE) are becoming more and more important in 
many areas; their use goes from military training and simulation, to sharing of scien-
tific data between scientists or decision-makers (CSCW), from support for innovative 
teaching paradigms, to support for collaborative e-learning (CSCL). Also, they are 
becoming one of the most promising multimedia technologies used to preserve and 
explore cultural goods [1].  

One of the traditionally and oldest application field of CVE is virtual reconstruc-
tion of real or imaginary places for cultural heritage, for example in [2] a multi-user 
3D world supports users in virtually visiting the Qumran museum to overcome the 
difficulties due to the geographic region where it is located. 

Another interesting example is in [3] where users interact in real time from remote 
locations with 3D archaeological models through a shared virtual environment using 
tele-immersive technology. 



Model-Driven Generation of Collaborative Virtual Environments for Cultural Heritage 269 

Starting from a definition, a CVE (Collaborative Virtual Environment) is a virtual 3D 
place representation, in which users, being represented with graphical embodiments 
called avatars, share the same experience, working and interacting with the same set of 
virtual objects. In this case users see the same representation of shared workspace (i.e. a 
3D world) and the effects on the users' or objects' actions are also the same for all. This 
paradigm is known as WYSIWIS ("What you see is what I see"). 

The availability of mobile location aware technologies on consumer devices encou-
rages researchers to consider how to join the classic desktop CVE paradigm with a 
newer one based on mobile devices, in a mixed reality oriented fashion. Then the 
paradigm is not anymore "WYSIWIS", like a classic Collaborative Virtual Environ-
ment, but WYSINWIS ("What you see is NOT what I see"): users see different repre-
sentation of the same workspace (both environment and objects). 

 Such systems are called CMVRs (Collaborative Mobile Virtual Reality systems) 
in which avatars in the virtual world and mobile players in the real world share the 
same experience, aiming to a common goal even if provided with different devices, 
with different capabilities and then with different views of the same workspace. 

Mixed and augmented system involving 3D visualizations and mobile units are ex-
tensively used in virtual archeological reconstructions (e.g. ARCHEOGUIDE [4] and 
MUSE [5]) and collaborative exploration of museum exhibitions (see e.g. [6]). The 
equipment used typically involves HMD (head-mounted display [6]), wearable lap-
tops and tablet PCs [4, 5, 6] and PDAs [4, 6]. The positioning of the user is deter-
mined by direct user input, recognition of images of corresponding landmarks taken 
by wearable camera [4] or GPS [6]. 

The design of such application is however very difficult, because on the one hand 
the interactions between users and workspace in the 3D environment are substantially 
different from those that could be supported by mobile devices, on the other hand it is 
very important being able to design environment, interactions and contents of both 3D 
and mobile 2D without loosing sight of the main goal of the collaborative session 
(oriented to learning, gaming, virtual visit, etc.). 

Even if CVEs are more and more widespread and technologically advanced, they are 
often still developed starting from the environmental container, tightly coupled with them. 
The development of the 3D environment, that represents the stage where the action and 
interaction takes place, often lead designers to define action/interaction rules on the basis 
of the environment facilities offered by it, and not the exact contrary as it should be. In 
CMVRs this cannot happen because the shared workspace is not homogeneous, typically 
it is partially 3D (on traditional workstation) and partially 2D (on mobile devices). Then it 
is needed a design approach that let the designers free themselves from technicalites and 
that let them focus the attention over the goals that the collaborative session is aiming. 

In this paper we present a technique for model-driven generation of mixed reality 
virtual environments, where every modification in contents, visit path and in interac-
tions with the physical surrounding environment don’t require a great re-coding ef-
fort. The paper is structured as follows: section 2 reports essential related work. Sec-
tion 3 provides readers with an introduction of our model-driven approach to CVEs, 
stating the design problem, the proposed conceptual solution, and a real case study in 
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the cultural heritage domain. Finally, in section 4 the conclusions summarize our key 
messages and sketch future research directions. 

2 Related Work 

In the international scientific panorama there are many examples of research works 
related to the CVE and, in particular, of those oriented to the cultural heritage. We 
present here an overview of the approaches to the design of the virtual environment and 
we focus on the conceptual layer of design: all these approaches demonstrate that even 
if CVEs are widespread, the problem of their conceptual design is far to be solved. 

The traditional virtual environment design techniques are based on real world con-
cepts and the usual approach is to design just the real situation, translating physical 
concepts in a 3D virtual world. 

Collaborative Virtual Real Environment (CVRE) [7] was developed by the Univer-
sidad du Chile and it models the virtual environment using the concepts of the real 
world such as rooms, auditorium and so on.  

Another approach to the conceptual design is Process Modeling Language (PML) 
[8]. It is derived by UML and has two levels: High Level UML-Based Diagram (in 
which it uses P-activity to design the activities and P-class to design objects) and Low 
Level Process Language, an Object-Oriented language that provides a representation 
of the classes defined in the P-class using methods defined in the P-activity. The out-
put of the Low Level Process Language may be used in the graphical engine to create 
the 3D environment.  

NiMMiT (Notation for Modeling Multimodal Interaction Techniques) [9] is anoth-
er technique to design the computer human interaction. It is based on a state chart 
graphical notation, oriented to virtual environments.  

Considering the semantic gap between designers and developers of CVE, a new 
technique was thought: the InTML (Interaction Techniques Markup Language) [10]. 
It is a domain specific language made to define several aspects of a virtual environ-
ment (device, objects, interactions). InTML uses a dataflow architecture where ob-
jects and device are part of the flow, and are linked each other.  

Whereas these approaches provide technical designers (mainly engineers) with 
support for modeling the graphical or behavioral aspects of 3D virtual worlds, they 
lack in characterizing the semantics of the user interaction and collaboration in CVEs. 
To cope this lack, we propose to extend the semantic perspective to establish a com-
mon ground between designers of collaborative experiences and CVEs engineers, and 
to provide guidance in particular for cultural heritage domain experts. 

3 Mixed CVE Conceptual Design 

3.1 The Design Problems 

The problem of the conceptual modeling of virtual environments has been traditional-
ly faced, as described in the state of the art, using an approach that forces the designer 
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to learn technical formalisms, distracting him from the aspects more related to the 
specific conceptual modeling. Therefore, domain experts (archaeologists, historians, 
sociologists, etc.) are forced to acquire some technical skills just to be able to give 
requirements to developers and 3D graphic designers. 

To enable directly domain experts to model CVEs, the number of elements the de-
signer must keep under control must be reduced, focusing on those that are related to 
the goal of the collaboration and social interaction. In other words, it is needed to add 
the conceptual perspective to CVE design. The approach must be easy and intuitive, 
simply understandable also for the virtual environment designers and from which a 
formal representation can be derived, to can be used to generate CVEs. The best strat-
egy to define a conceptual level is, in our opinion, to think to a metaphor (intended as 
“a figure of speech and or phrase that one word as being or equal to a second object in 
some way”). This metaphor should be able to represent the conceptual primitives for 
the CVE modeling and should be abstract enough to be used in several contexts. 

Moreover defining adequate general concepts, abstract from technology-specific 
details, we can devise a representation of a CVE independently from the specific 
technical platform used, and we can think to create a sort of “compiler” that would 
translate the unique abstract representation to a concrete implementation ready to be 
deployed on specific classes of devices (workstations, smartphones, tablets, etc.). 

In order to reach this goal, we carried out an experiment capturing the concepts 
that underlie the theatre domain and representing them with a concept map. 

3.2 Proposed Solution: The Map of Concepts 

Evolving our virtual world engine WebTalk [11] and its mobile version [12] during 
past six years – in collaboration with the HOC-Lab of Politecnico di Milano under the 
L@E, S@L, L@SS, and L4A (Learning for All) projects –, we faced a number of 
issues trying to make highly configurable our technology. To rise in generality, we 
have been driven by the need to capture all the relevant abstractions embodied in 
CVEs for several domains (education, cultural heritage, and sport ethic). These would 
have been a clear guideline to design the software architecture. The abstraction 
process has been the result of several iterations that involved on the one hand technic-
al experts and on the other hand conceptual modeling and domain experts in analyz-
ing CVEs and 3D virtual worlds. 

The result is presented in the “concept map” presented in Fig. 1. The concept map 
is a diagram showing the relationships among CVE’s recurring concepts. In Fig. 1 
concepts are represented as nodes, while relationships are symbolized as labeled ar-
rows. Labels express the informal semantics of relationships. As readers can see, we 
identified two different sets of concepts: static concepts (white nodes) and dynamic 
concepts (dark nodes). They capture in a separate layer two aspects of CVEs: (1) the 
world appearance and its spatial organization, (2) the interaction among users and 
between user and the word. Analyzing Fig. 1, readers can observe the presence of 
some fundamental concepts in CMVR design, that in the following are described as 
theatre concepts: 
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• Theatre: a building (i.e. a finite space) where a performance takes place. 
• Stage: a large platform on which actors can stand and can be seen by an au-

dience. 
• Scenography: a description of a stage that illustrates the environment organi-

zation in term of space, set, costume, sound, lighting, etc. 
• Script: the written text of a stage play. 
• Act: a segment of a performance of a theatrical work; it is an organizational 

part. 
• Scene: a division of an act presenting continuous action in one place. It is the 

shortest autonomous (semantic) unit in the script. 
• Actor: a theatrical performer, i.e. a person who interprets a dramatic charac-

ter or personality. 
• Director: a person who oversees and orchestrates the theatre production 

usually with responsibility for action, lighting, music, and rehearsals. 
• Scene director: a person who is responsible for the stage set up. He/she can 

modify the original configuration. 
• Prompter: a person who assists (one acting or reciting) by suggesting or say-

ing the next words of something forgotten or imperfectly learned. He/she 
gives the actors the opening words of each phrase a few seconds early. 

• Stage whisper: a loud whisper by an actor that is audible to the spectators but 
is supposed for dramatic effect not to be heard by one or more of the actors. 

Actors have a central role, because they are the protagonists of the virtual environ-
ment many other concepts are related to this one. 

The Curtain is the entry point of the Stage the virtual environment is composed of. 
When Actors access a Curtain, they must be identified; then, depending on their 
Roles, the environment configures itself consequently. 

Moreover, a relationship between Curtain and Script has been considered: the Cur-
tain could change the Script that, in turn, is related to the Actors. 

It is important to note the presence of a Director for the specific virtual space. A 
Director is a particular Actor who acts as a guide or a tutor for other users during the 
virtual sessions. In other words, a Director is a staff member that make sure that the 
action is moving along predefined lines, taking care of the collaborative mixed expe-
rience goal. 

3.3 Case Study: The SIBECS Project 

To test the approach we used the SIBECS project scenario. SIBECS was a project 
founded between 2007 and 2009 by Apulia region that aimed carrying out, experi-
menting and promoting innovative fruition services to access (and at the same time to 
preserve) the cultural heritage. One of its results was to develop a mixed reality walk-
through between the modern city of Lecce and its ancient core, Lupiae, discovering 
“Points Of Interest” (POIs) near their visit path. In this collaborative experience, stan-
dard users log on a tridimensional environment in which they can access the contents 
in collaboration with other connected users, both standard and mobile ones.  
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Fig. 2. Collaborative 3D standard and mobile application 

map. The interface is structured like the open page of a moleskine, a note pad used to 
record thoughts and sketches. The left side is occupied by a label that contains sug-
gestions to the user on what to do in the front right are the controls required by the 
design.  

 
For example, the screenplay page (Fig. 4) has within four controls: 

1. Text Box n.1, where you can enter the name of the script 
2. Text Box n.2, where you can enter the plot of the opera 
3. Numerical textbox with arrows to automatically change the value entered, to set 

the number of acts 
4. Validation control that displays in real time the errors and diagnostic messages for 

their correction 

The wizard is developed in Microsoft Silverlight and its architecture can be divided 
in the following modules: 

1. Model 
2. Wizard logic 
3. Views 
4. XMI serializer 
5. Webservice access 

The software modules composing the system architecture can be logically arranged 
into three distinct functional layers: 

1. Presentation 
2. Business logic 
3. Communication 

The Presentation layer contains all the classes that interact with the end user, their 
goal is to show the data obtained from the model and to process user input. These  
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1. Serializer, which provides the serialization of models in XMI to allow interchange 
with the WebService. 

2. TheatreServer, who takes care of communication with the WebService the purpose 
of receiving the set of resources and exchange instances XMI and other messages. 

4 Conclusion 

The growth of CVEs for cultural heritage (but also for other domains as education, 
entertainment, marketing, and collaborative work) calls for new conceptual tools that 
enable domain experts and engineers to model and keep under control the design 
complexity unleashed by innovative 3D virtual worlds, and carefully consider the 
impact of the design decisions on the optimal flow of the user experience during on-
line sessions. To meet this challenge, we devised a set of concepts organized in a 
conceptual map that we used instantiate our mixed collaboration engines: WebTalk 
and Mobile Webtalk. The case study carried out in the cultural heritage domain  
demonstrated the promising advantages of our approach: expressiveness to capture 
collaborative features at a high level of abstraction, semi-formality to facilitate the 
establishment of a common ground between designers of educational experiences and 
CVEs engineers, and guidance to enable non-experts to cope with all the relevant 
aspects of a 3D virtual world. 

In the future we will evolve our generative approach to CVE adopting the Object 
Management Group technology, i.e. formalizing the concept map as Meta Object 
Facility meta-model and exploiting model-to-model and model-to-code (e.g. Acceleo) 
techniques to configure virtual environments instances to support cultural exploration. 
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Abstract. This paper reports on the results of a study that aims to support end 
users of a multimedia system that manages a digital cultural heritage collection. 
The system is provided with automatic tools that simulate the behavior of the 
research method adopted by professional users when they interact with the mul-
timedia application. The experimental results have been obtained using a mul-
timedia application that manages the digital representation of historical botanical 
manuscripts. 
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1 Introduction 

Advanced cultural heritage systems are often digital applications that manage multi-
media content for diversified categories of users, ranging from professional researchers 
to interested members of the general public. To this end, these systems have to be 
adapted to the user needs of such a diversified user range. One major challenge for 
system designers is thus to allow the general public to take advantage of the automatic 
tools created to support professional research while at the same time exploiting scho-
lars’ knowledge about the digital collections. The dissemination of cultural heritage can 
be fostered when end users are able to actively interact with the system, discover the 
professional knowledge and have a rewarding experience that would not otherwise be 
possible. 

This paper presents the findings of a study that aims to support end users of a mul-
timedia system that manages the digital representation of historical botanical manu-
scripts. The system is provided with automatic methods that are based on the research 
method of the professional users of history of art. 

The paper is structured as follows. An initial section presents the context that gave 
rise to the study. This is followed by a section that presents the basic characteristics  
of the research method used by history of art professional users when they identify 
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correspondences and similarities between images in manuscripts that may have been 
written over the centuries and/or in different geographical areas. After having identified 
and presented the essential characteristics of the methodological tools used by history 
of art experts, we present the process adopted to define and enrich the digital repre-
sentations of botanical manuscripts with useful metadata representations that are used 
with a proposed method for automatically discovering similarity between images. At 
the end we make some final remarks together with some suggestions for future work. 

2 Context 

The findings presented in the paper originated in the CULTURA project, a European 
project that aims at increasing user engagement with cultural heritage digital collec-
tions through the development of a new adaptive and dynamic environment1. To fulfill 
the challenging goal of the project, continuous interaction with different categories of 
end users is required to understand the needs, wishes and desires CULTURA has to 
address. As an exemplary cultural heritage digital collection, we used the digital arc-
hive containing the digital representations of illuminated manuscripts identified and 
chosen in the context of the IPSA (Imaginum Patavinae Scientiae Archivum) project. 

The IPSA digital archive was created at the University of Padua for professional 
researchers in History of Illumination to allow them to compare the illuminated images 
held in the collection and to examine in depth certain aspects of scientific illustration in 
Italy2. The approach adopted in designing the IPSA multimedia system was focused on 
the user with the aim of developing a real human-centered multimedia application [1]. 

Due to involvement in the CULTURA project, we had to face the stimulating task of 
opening up such a specialist collection to new user categories with different interests 
toward the IPSA collection and History of Art in general. In fact, a subset of the IPSA 
collection was selected to be imported in the CULTURA environment for use as a case 
study to test the new environment and its functions. This new environment was named 
IPSA@CULTURA to underline that the IPSA content was being used with tools and 
services of the CULTURA environment3. CULTURA provides a service-oriented 
architecture, where the user can interact with a number of functions that have been 
developed and are maintained by partners of the project; the portal was developed using 
Drupal by the research group of the Trinity College Dublin [2]. 

With our involvement in the design and development of IPSA@CULTURA, we 
have come to the conviction that a valuable way to catch the attention of new users is to 
give them the basic critical tools and information to approach the collection and to 
involve them in the research paths of professional users. This would then help them to 
develop their own research method and have a more satisfactory interaction with the 
system. 

Therefore, we prepared a narrative to guide users through the collection, and  
we presented them with both the IPSA@CULTURA contents and the main functions.  
                                                           
1 http://www.cultura-strep.eu/ 
2 http://ipsa.dei.unipd.it/en_GB 
3 http://kdeg.cs.tcd.ie/ipsa/ 
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Fig. 1. Graphical representation of the three groups of manuscripts used in the study 

Up to now art historians have developed the recommendations to create the narrative, 
but we decided to investigate how they are related to features that can be directly 
computed from metadata descriptors and multimedia content. 

3 Art Historical Research Method Recommendations 

The main functions of IPSA@CULTURA include enabling the final user to follow 
different paths through the collection thanks to the use of narratives. With the term 
narrative we mean short lessons that allow the user to become acquainted with the 
collection and to obtain a clearer idea of the research that can be carried out in 
IPSA@CULTURA. Illuminations are presented to the user according to their interest 
toward the collection: a beginner or user with a low level of interest would only be 
shown the basic resources of the narrative. A mid-level user would be shown more 
information, whereas a person with a high level of interest is shown all the 
documents. However, it is possible for a beginner to see additional resources from the 
higher levels if they are so interested. 

Let us see a narrative in detail. Since the IPSA collection includes a rich group of 
illuminated herbals, it was considered very significant to create a narrative on the 
development of botanical illustrations in Italy from the early centuries of the Middle 
Ages until the XV century. Therefore, not only can the user follow the history of this 
particular kind of illustration, but they are also given a quick and simple overview of 
some of the main medieval periods that are relevant from an art-historical point of 
view. 

Art historians employ a number of methods in their research into the qualities, na-
ture and history of objects. They examine works of art through an analysis of form 
(i.e. the use of line, shape, color, texture and composition, and iconographic analysis) 
that takes account of the particular design elements. Art historians are able to assign a 
date to different works of art by studying their style and making comparisons with 
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other images (frescos, illuminations, jewelry decoration and so on) whose realization 
time is unknown. For example, if an illumination presents the same stylistic and ico-
nographic feature of the Scrovegni Chapel frescoes in Padua, which were painted by 
Giotto between 1303 and 13054, it can reasonably be assumed that the illumination 
was painted at the beginning of the XIV century, maybe by a Paduan illuminator or 
by an illuminator that visited Padua. 

Table 1. Catalog information on the IPSA manuscripts used in the study 

Call Number Label Century Provenance 

Montecassino, Archivio della Badia,

Casin. 97 
Casin IX Montecassino 

Firenze, Biblioteca Medicea Lauren-

ziana, ms. Plut. 73.41 
Plut IX Montecassino 

Wien, Osterreichische Nationalbiblio-

thek, Codex Vindobonensis 93 
Vindobonensis XIII Southern Italy 

Paris, Bibliothèque de l'Ecole des

Beaux-Arts, ms. Masson 116 
Masson 

XIV 

(1370-1380) 
Northern Italy 

London, British Library, ms. Egerton 

2020 
Egerton 

XIV 

(1390-1404) 
Padua 

Venezia, Biblioteca Nazionale Mar-

ciana, Cod.Lat.VI 59 
Roccabonella 

XV 

(1445-1448) 
Venice 

Padova, Biblioteca Orto Botanico, ms 

Ar. 26 n. 1283 
Orto Botanico XV Veneto 

Bergamo, Biblioteca Civica Angelo

Mai, ms MA 592 (già Lambda 1.3) 
Guarnerinus 

XV 

(1441) 
Feltre 

 
According to this methodology, the IPSA herbal collection can be divided into 

three main groups of manuscripts that were produced roughly at the same time and 
that present illuminations with the same stylistic features and sometimes with similar 
iconographic elements. These three groups constitute three main steps in the devel-
opment of botanical illustrations: (1) the Montecassino group, which includes very 
early botanical manuscripts produced in Southern Italy between the VIII and IX cen-
turies [3], (2) the Federico II group, constituted by manuscripts produced at the court 
of Federico II in Southern Italy during the XIII century, and (3) the Veneto group, 
which consists of herbals produced in the Veneto region during the XIV and XV cen-
turies and characterized by very realistic images. In Figure 1 the three mains groups 
of manuscripts are represented in a graph where the vertical axis represents the geo-
graphic areas of provenance of the manuscripts, where N stands for North of Italy and 

                                                           
4 http://www.cappelladegliscrovegni.it/index.php/en/ 
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S stands for South of Italy, and the horizontal axis represents the time, from the IX to 
the XV century. 

Once users start to access the narrative, they are shown an introductive page with 
instructions on how to use the lesson functions. In one lesson they can use the “Lesson 
Block”, which is located on the left hand side of the screen of the IPSA@CULTURA 
application, to read their tasks and to navigate through the lesson. While in the middle 
of course, they can move from one page to the next by simply clicking on the “Next” 
button, or in some cases they can choose between the “Next” button and the “See extra 
resource related to this one” button to access more detailed information on the issue. 

In this narrative lesson, users are firstly shown an illumination of the Rosmarinum 
plant belonging to a manuscript of the Montecassino group. Then, users can decide 
whether to view the illumination of another manuscript of this group (“See extra resource 
related to this”), thus obtaining more knowledge of the manuscript production and bo-
tanical illustration of this period, or whether to skip to the second important moment of 
botanical illustration in Italy, the production of the Federico II manuscripts (“Next”). 

All the illuminations are accompanied by detailed explanations of the subject of the 
manuscript they belong to as well as their historical and art-historical context, as can be 
seen in Figure 2. 

The narrative proceeds by guiding users through the centuries until the period of 
Veneto herbal production, a highly important point in the history of botanical illustra-
tion in Italy. In fact, whereas illuminated herbals during the Middle Ages presented 
very simple and highly schematic illustrations, illuminations of the Veneto herbal 
group have in common a marked search for realism. The first herbals with highly 
realistic illustrations of plants were produced in Padua in the XIV century, thanks to the 
scientific research undertaken in the University of Padua, particularly by Pietro 
d’Abano. The new scientific studies had a deep influence on the development of con-
temporary painting, which became increasingly more faithful to nature [4]. Users can 
verify this sea-change by comparing two illuminations of the rosemary plant and two 
illuminations of the “Mandragora”. The Mandragora is an imaginary plant, thought to 
be half human and half vegetable. Users are invited to view its different representations 
to gain a better understanding of how the style developed, as it is easier to verify this 
evolution by comparing images of the human body rather than images of plants. 

4 Thematic Paths Starting from Metadata 

Originally the IPSA archive was designed for expert users, scholars and researchers 
with a particular interest in history of illumination. Users of such a sample typically 
have a broad knowledge of the archive content and interested scholars usually already 
have detailed knowledge of the whole collection of images. With the opening of the 
IPSA collection to the general public, in the context of the CULTURA project, the 
system needed to be redesigned to fulfill not only professional requirements, but also 
the needs of the general public. One of the most important aspect which needed im-
provements to satisfy user requirements is the metadata corpus, and for this reason a 
challenging task was undertaken on the metadata that describe the collection. 
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Fig. 2. Screen shot of a step of a narrative lesson in IPSA@CULTURA 

IPSA@CULTURA contains nine digitized manuscripts for a total of more than 3000 
digital images representing about 1000 different plants, since it is common that the 
same plant is contained in more than one manuscript. Each manuscript is described by 
25 fields which specify physical description of the manuscript (dimension, binding, 
etc.), historical information (century, dating, provenance, etc.) and side notes (biblio-
graphy, observations, etc.). In addition, each image contained in a manuscript has a 
specific description that consists of 10 fields. 

Since IPSA gathers illuminations of botanical manuscripts, the main issue regarding 
metadata concerns plant names. In medieval times plants did not have a standard clas-
sification as they do today, nor had an orthographic standard been established. As a 
consequence, the very same plant could be called by different names, and at the same 
time, these names could be written using different orthographic variations. Therefore, 
normalization of the plant names was critically needed to guarantee a correct and 
complete functioning of the research tool. In fact, when a user looks for a specific plant, 
the system should present all the images in the result list which represent that specific 
plant, and not only those which present the identical written shape of the query.  
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This outcome is possible only if the metadata that describe the name of the plants are 
rendered uniform and normalized. 

The work of normalization was entrusted to a linguist. Both spelling issues and 
lexical issues were solved using phonetic and phonology studies, historical linguistics 
and etymology: what we call today “camphor” in English is found in IPSA as “can-
fora”, “camfora”, “canphora” and “camphora”, and there is no explicit link between all 
these variants, even though they look similar to the human eye. On the other hand, 
lexical issues are more complicated to solve than spelling issues, partly because they 
need philological and linguistic research to solve them. For example, we can use the 
case of the plant that today is called “alkanet” in English. In IPSA this plant is called 
“buglossa” in one manuscript and “lingua bovis” in another. It is clear that human 
intervention is needed to establish an explicit link between these two names, thus 
allowing users to find both plants in a single query since these two different names 
indicate the very same plant. Thanks to the normalization of plant names, many links 
can now be established between plants that did not seem to have anything in common 
before. 

 

Fig. 3. Graphical representation of possible paths across the collection based on the 
co-occurrence of illustrations in manuscripts 

Additional recommendations can be made, including computing the similarity be-
tween manuscripts based on the overlap in their visual content. In fact, it is likely that 
when one manuscript inspired the development of another, the choice of the plants to be 
represented was influenced as well. This situation is exemplified by the relation be-
tween Egerton and Roccabonella, because the former largely inspired the development 
of the latter, and in fact two thirds (66%) of the subjects represented in Egerton are also 
represented in Roccabonella. Another piece of evidence is the relation between Orto 
Botanico and Vindobonensis. As described in the narrative reported in Section 3, 
historians of art believe that the former was influenced by previous models developed 
at the court of Federico II. This result is also reflected by the overlap between the two 
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manuscripts, since all the illustrations of Vindobonensis that are common to at least one 
other manuscript (one third of the total, about 35%) are also depicted in Orto Botanico. 

The analysis of overlapping images also highlights a group of manuscripts that have 
in common a large number of illustrations: Egerton, Roccabonella, Guarnierinus and 
Orto Botanico. As can be seen in Figure 1, they share the same provenance and they 
were created in the same historical period, meaning that automatic analysis can provide 
relevant hints about the relations between these manuscripts. 

Figure 3 shows the presence of possible thematic paths which were computed by 
starting from metadata content, as an automatic alternative to the narratives provided by 
scholars. 

5 Visual Similarity as Evidence for Alternative Paths 

Another kind of analysis can be carried out on image content. Visual descriptors have 
become a popular tool for content-based information retrieval, in particular in the 
context of MPEG-75. Although these descriptors were not developed for historical 
illustrations, they capture some characteristics that can be relevant also from the point 
of view of an art historian. In particular, according to a joint analysis with an expert in 
illuminated manuscripts, we selected three of the standard MPEG-7 descriptors: 

• Color Structure Descriptor (CSD): providing that some normalization is carried 
out to compensate for the background color of the parchment, this takes into ac-
count the color palette used by the illustrator. In particular, the artistic quality of 
the manuscript and the choice of a realistic representation versus a simplified one 
are likely to be correlated with the color structure of the illustration. 

• Edge Histogram Descriptor (EHD): this is correlated with the process of creating 
illuminations. In fact, depending on stylistic choices, some illustrators decided to 
highlight the contours with black ink, while others created a pencil sketch and did 
not delete the pencil drawing after painting. Sometimes, they covered the whole 
pencil sketch with colors, so we do not have any evidence of the existence of un-
derdrawing. Hence, edges can be of many different types, colors and dimensions. 

• Region Shape Descriptor (RSD): this is correlated with the choice on how the 
illustration is integrated with the text of the manuscript. Typically, the illustra-
tions were made after the calligrapher wrote the manuscript, using the available 
space that was left on the page. 

We carried out an initial evaluation of how visual similarity can be correlated with 
the relations highlighted in the narratives, using the plants that were common to al-
most all the manuscripts in the collection. To this end we manually cropped the im-
ages from the full manuscript pages contained in IPSA and we computed the similar-
ity using the cosine distance between images of the same subject. We then qualita-
tively analyzed the individual effect of each descriptor. 

                                                           
5 http://mpeg.chiariglione.org/standards/mpeg-7 
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The relation between Egerton and Roccabonella, which present a high level of sty-
listic resemblance, is also highlighted by visual descriptors. When an illustration from 
Roccabonella is used as a query, the corresponding illustration from Egerton had the 
highest rank for both CSD and EHD, while it was among the first two for RSD. Simi-
larly, also the relation between Vindobonensis and Orto Botanico (described in the 
previous section) is correlated with their visual similarity: using illustrations from 
Orto Botanico as queries gave the corresponding illustrations of Vindobonensis at top 
rank. Using both CSD and EHD the two manuscripts created in Montecassino showed 
the highest similarity, although this result is not surprising considering that the illu-
strations in both case are monochromatic. Similarly, the more recent manuscripts in 
the IPSA collection tended to cluster together, with Guarnierinus very close to Roc-
cabonella and Orto Botanico. This characteristic is particularly evident using RSD. 

We think that these initial results can be an interesting starting point for the devel-
opment of computer-aided narratives. Clearly, the experience of art historians cannot 
be simulated by the use of these general-purpose descriptors, yet we believe it is in-
teresting that some correlation exists between different sources of evidence. An ex-
ample of these paths is shown in Figure 4. 

 

Fig. 4. Graphical representation of possible paths across the collection based on visual similarity 

6 Conclusions and Future Work 

In this paper we presented different possible approaches for engaging users with a 
digital collection. On the one hand, the experience of scholars can be used to create 
narratives through a collection of manuscripts in order to present relevant content to 
the general public. On the other hand, automatic analysis of metadata, and visual de-
scriptors can be used as an alternative way to recommend new items to end users. In 
this way, users can access digital cultural heritage both following the paths prepared 
by experts in the domain and exploring content preselected by automatic methods. As 
an additional feature, users could be taught not only with the content of the collection 
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but also they would get to know art historian research methodologies, expecially the 
way they analyze and compare images. 

Further experiments are underway to see if some support to narratives can be au-
tomatically prepared by using the results of the visual similarity computed on the 
enriched metadata available in the cultural heritage environment in use in the project. 
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Abstract. This paper presents a multimedia system for the modeling
and visualization of drama heritage. The system consists of an ontology
based annotation schema for the dramatic metadata of the cultural her-
itage artifacts (in textual or audiovisual form), a web–based platform for
the introduction of the metadata, and a module for the visualization and
exploration of such metadata. The system was tested on the cross–media
studies of drama.
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1 Introduction

In the last decade, the notion of cultural heritage has been extending from the
tangible to the intangible heritage, i.e. heritage that is “not closely linked to
the physical consistency” [20]. Often this heritage presents artifacts that are
digitized, although there is a general agreement about the lack of resources
for “cataloguing” the collections and “make them accessible to the tradition
bearers and the general public” [9]. Quite often the focus of cultural heritage
cataloguing has been put on the audiovisual resources and the safeguarding
activity has been coinciding with the preservation of the physical storage of the
data, in both analogical and digital formats. Although there are a number of
examples where the physical support (film and tape) has been augmented with
metadata in order to preserve/represent information otherwise lost, yet there
is not a shared system to represent the symbolic features. On the one hand,
the efforts of digitisation of Cultural Heritage are providing common users with
access to large amount of materials (see, e.g., Europeana1), on the other, the
amount of metadata is very restricted, items come with very short descriptions
and lack contextual information. Complying with the UNESCO Convention for
the Safeguarding of Intangible Cultural Heritage, we can stress the “cultural”
side, henceforth pointing at the social and symbolic values [16].

There are a number of approaches for enriching cultural heritage items with
metadata. Some authors have resorted to Wikipedia, which offers in-depth de-
scriptions and links to related articles, and is thus a natural target for the auto-
matic enrichment of CH items (see, e.g., [1]). Other approaches come from the

1 http://www.europeana.eu/
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c© Springer-Verlag Berlin Heidelberg 2013

http://www.europeana.eu/


Modeling and Visualization of Drama Heritage 289

field of video indexing, where semantic descriptors are automatically associated
with videos. Semantic descriptors have been growing from a few tens of the first
TRECVid conferences to a few thousands2, and individual concepts are con-
nected through the creation of semantic relations and ontological organization:
for example, LSCOM is an ontology of concepts targetedly designed for a corpus
of broadcast news [13] and the MediaMill dataset relies on a set of 101 seman-
tic descriptors that are best suited for that repository [17]. Finally, a relevant
source are the user–generated metadata, such as the tags that are freely inserted
by users to annotate the items contained in public repositories. With reference
to the audiovisual CH items, [10] report an informal survey carried out on the
clips extracted from the feature film from North by Northwest (the famous 1959
MGM–Hitchcock’s movie), contained in the YouTube repository. The survey re-
veals that of the 183 unique tags, split manually, into eleven different categories
(Title, Actor, Director, Production, Editing, Publish, Genre, Character, Object,
Environment, Action), following grounded–theory based analysis [18], only 32
could be interpreted as content metadata (such as, e.g., auction, boulevard),
with most tags referring to characters (“Roger”, “mother”) or their qualities
(“blonde”, “dress”). The other tags all concern the resource itself (actors, direc-
tor, ...) and could be retrieved from other sources, such as IMDB.

In this paper we address CH items that have a narrative form, i.e. they tell a
story about characters who perform live actions. The fruition of this cultural her-
itage mostly focuses on enjoying the story rather than appreciating the aesthetic
features, although the latter are appraised by professionals and knowledgeable
users. The notion of “story” is widely acknowledged as the construction of an
incident sequence [3], that, abstracting from the cinematographic properties,
is motivated by the cause–effect chain [15]; this chain results from a complex
interplay among agents, events, and environments, well known in playwriting
techniques [6]. We propose an annotation relying on user tagging, driven by a
narration model that is encoded in an ontology and an access that takes ad-
vantage of a visualization tool that reveals interesting properties of the item.
Hence, the multimedia application we present is designed to model, annotate,
and visualize the dramatic values of the narrative heritage (such as film, video
and drama), and provides a cross–media, abstract representation of a narration
sequence (a timeline of incidents) and of the complex interplay.

The structure of the paper is the following. In the next section we sketch
the CADMOS (Character-based Annotation of Dramatic Media Objects) suite,
which, relying on the computational ontology Drammar, provides an interface
for annotating the dramatic features of a narrative heritage item and visualizes
the structure to the benefit of drama scholars and narration enthusiasts. Then
we run a classic example, a scene extracted from Shakespeare’s Hamlet to illus-
trate how the CADMOS suite works. Finally, we discuss the contribution of the
representation in analyzing the differences between the original Shakespeare’s
screenplay and Olivier’s film adaptation, a topic of much interest for drama
scholars. Conclusions end the paper.

2 http://www.lscom.org

http://www.lscom.org
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2 CADMOS Suite for the Annotation of Metadata

CADMOS suite is a set of applications built around a computational ontology of
the notion of story, called Drammar (see [4] for details). Based on the Drammar
ontology, we have introduced an annotation schema, which is employed for the
construction of a repository of drama items enriched with metadata, and a visu-
alization tool, for the exploration of the metadata in the interest of scholars and
enthusiasts. The Figure 1 illustrates the workflow of the CADMOS suite. Given
an audiovisual item3 the annotator, being her/him an expert or a visitor, splits
the item into units (CADMOS segmentation phase), and defines a timeline of
incidents as perceived from the movie. Then, he/she annotates the metadata for
each unit, encoding the character’s intentional behaviors in terms of goal, plans
and achievement states, also with the support of the information from Shake-
speare’s text (CADMOS annotation phase). Timeline incidents, actions, goals,
and plans are encoded according to the Drammar ontology. Finally, the encod-
ing is displayed by matching the timeline incidents with the actions and plans
assigned to the characters, to reveal the structure of the story plot (CADMOS
vistool).

Fig. 1. The CADMOS suite workflow for metadata annotation and exploration

3 In the figure, we have used the CH item Hamlet, the film directed by Laurence
Olivier, UK, Two Cities Film production, 1948.
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Now we introduce the ontology, the web–based application for annotating the
metadata, and eventually the visualization tool.

2.1 Ontology Drammar

The Drammar ontology describes the content and structure of a story in terms
of Units (the incidents of a story are grouped in segments), Entities (i.e., Agents,
Objects and Environments of the story incidents), and Actions/States (that re-
late the entities one another). Drammar generalizes over the specific format by
which a story is expressed ( novel, screenplay, etc.) and the medium through
which it is conveyed. Following the paradigm of linked data[8], the ontology
refers to external resources for the description of facts that are common to
other domains: the large–scale commonsense ontologies SUMO (Suggested Upper
Merged Ontology [14]) and YAGO (Yet Another Great Ontology [19]), merged
into YAGO–SUMO [5], which provide very detailed information about millions of
situations, including entities and process concepts; the lexical resources WordNet
[12] and FrameNet [2], providing the means for an annotation interface based on
linguistic terms and describing incidents and states through semantic templates
expressed in terms of predicates and roles played by the participating elements;
design patterns provided by other descriptive ontologies, such as DOLCE [7].

As an example of ontological encoding, we describe the annotation of a story
incident (see Figure 2), driven by the Time Indexed Situation design pattern.
This incident is extracted from the“nunnery scene” in the Third Act of Shake-
speare’s Hamlet. In this scene, Ophelia is sent to Hamlet by Polonius and
Claudius to confirm the assumption that his madness is caused by his rejected
love. According to the two conspirers, Ophelia should induce him to talk about
his inner feelings. The girl is ready to return the love gift received by the prince,
and hence hopes to induce him to confess his love and his suffering. Figure 2
shows the representation of the incident in which Ophelia is returning the gift
to Hamlet.

The whole story is a sequence of incidents arranged on a timeline. Incidents
are motivated by the achievement of agents’ goal that are functional to the story
advancement. Each agent features a library of plans that link the agents’ goals
with the actions they are committed to for the achievement of their goals. Actions
then become actual incidents on the timeline, though some remain unrealized
in favor of the realization of other agents’ plans, who act in conflict with them.
The plan structure is the following:

P [Goal] = PreConditions(A) A Effects(A)
P [Goal] = +M

i=1PreConditions(P ) Pi Effects(P )

A base plan for the achievement of some goal consists of an action A and
its Precondition and Effect states, respectively. States are ontological structures
similar to processes (see Figure 2). A generic plans is then recursively defined
as a sequence of (sub)plans, with Precondition and Effect states again (+ is the
concatenation operator). Preconditions can be mental states, i.e. goals (G) and
beliefs (B), and states of affairs in the story world (SOA). A base plan annotated
for the agent Ophelia in the previous example is the following:
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Fig. 2. The annotation of the incident where Ophelia offers the gift back to Ham-
let, with instances (#) of Unit (#Unit1), Agent (#Hamlet, #Ophelia), and Object
#gift). The action/process #offering (a SUMO concept) is connected to the role fillers
(Framenet frame offer): #Ophelia is the Donor, #Hamlet the PotentialRecipient, gift
the Theme.

POphelia
b1 [G : Ophelia wants Ophelia interact with(Hamlet)] =

SOA : Ophelia neglected
A : Ophelia returning gift to(Hamlet)
SOA : Hamlet have gift

In this example, Ophelia, convinced by Claudius and Polonius, tries to induce
Hamlet to reveal his deeper feelings. She use the gift once received as love signs
as a means to provoke the prince. Thus, the action of returning gift is motivated
by Ophelia’s goal of having an interaction with Hamlet and because of the pre-
conditional state of affairs that she is neglected; the effect should be that Hamlet
is in possess of the gift (but this state will remain unrealized).

2.2 CADMOS Annotation and Mapping

Within the CADMOS project we have developed a web based interface and
annotation tool (see Figure 3), that was designed to carry out the annotation
without the load of formality on the annotator. The annotation process starts by
identifying the meaningful units of the item, by marking its boundaries through



Modeling and Visualization of Drama Heritage 293

a video player interface (Figure 3, above right); then, selecting the appropriate
tabs, the annotator introduces the metadata for the story entities (agents, ob-
jects, environments); finally, the annotator retrieves the incident templates (a
similar template concerns actions, events, and states), with roles that are filled
with the story elements (the M–e–s tab concerns the mise–en–scène properties
of the scene, i.e. camera movements, camera angle, type of shot, staging of ac-
tors). The annotation of actions also include their motivations, namely goals
and plans, with precondition and effect states. The appropriate metadata are
identified through natural language words that are used to retrieve the formal
terms in the lexical and commonsense knowledge ontologies.

Fig. 3. The Cadmos Web Application for the segmentation and the annotation phases

The mapping of plan actions over timeline incidents is useful to visualize
the motivations underlying agents’ actions. First, we analyze the plans, and
discover the actions that match (i.e., motivate) the incidents of the timeline;
then, we point out successes and failures of characters’ behaviors, i.e. we evaluate
what plans can be fully realized or what plans fail; finally, we project the states
required by the plan, as preconditions or effects of the plan actions, onto the
timeline incidents.

This mapping is realized in the ontology by 1) modeling the timeline and the
plans as sketched above, 2) defining the incident mapping through SWRL (Se-
mantic Web Rule Language) IF–THEN rules, and 3) augment the timeline with
states through an off–line algorithm. Both Timeline and Plan classes modeling
relies on the generic class OrderedList, that represents the incidents’ positions.
An instance of Process or State refers to some position (relation refersToTime-
line) in the Timeline or in a Plan, respectively. Based on the representation
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above, the reasoner infers that some ordered list of incidents in the timeline be-
longs to some plan. The reasoner works with inferences of an ontological nature
and with a SWRL rule that validates the mapping of some incident to some plan
action. Finally, the timeline of the incidents is augmented through an off–line
algorithm that takes as inputs the timeline, the plans, and the incident mapping,
and returns as output an OrderedList named Augmented Timeline that contains
the incidents of the Timeline, in the same partial order as in the Timeline, in-
terspersed with states (agglomerated into story world states) as projected from
the plans. So, if a state S is a precondition of the action A in the plan P, and the
action A is mapped the incident I in the Timeline, then a state S’, that is the
same as S is inserted in the Timeline before I (and after the incident preceding
I in the Timeline). The augmented timeline OrderedList features a total order
over incidents and states.

2.3 CADMOS Visualization Tool

In this section we describe the design, both interface and interaction, and the
implementation of the visualization tool. The visualization concerns multiple
trees of characters’ intentions (or plans), possibly arranged hierarchically on a
tree that spans a timeline of events.

The whole visualization space is split into three areas (refer to Figure 4): the
Agents area (top), where the characters involved are listed and the Timeline area,
where the augmented timeline is displayed with the incidents and the states, the
Plans area, where the plans are displayed in hierarchical order. Each narrative
incident or state is represented by a box (green for actions, yeller for events,
red for states). White boxes in the Plans area are actions not mapped in the
timeline, but the plan is activated because some of it’s actions or states have
been mapped. Finally, the boxes filled with white color and barred diagonally
means have not been realized in the Timeline, thus the plan failed.

All the incidents or states in the timeline have occurred in the plot realization.
The timeline incidents pivot the horizontal alignment: each realized plan action
is aligned with the matching timeline incident; at the same time states of the
plans are projected onto the timeline to represent the story world state between
adjacent units. The incidents that occur in a unit are considered in parallel,
though we decided to assign them an individual position to allow for a visible
alignment with the plan action. The plan label is an horizontal box that spans
all the states and actions that belong to it.

In figure 4 there is the visualization of the excerpt of “nunnery scene”
described above. As an example of mapping, consider the actional incident
i oli 0016 (“Ophelia returning gift to(Hamlet)”), mapped onto the plan ac-
tion A 0005 (“Ophelia returning gift to(Hamlet)”). A plan participates to the
mapping and the augmentation of a timeline when the order of the incidents
on the timeline respects the order of the mapped actions in the plan. In our
example, since we have the mapping i oli 0016–A 0005, and the subsequent
mapping i oli 0017 (Hamlet denying gift)–A 1112(Hamlet refuse gift), the plan
P P 0003Ophelia can participate to mapping (notice that the last part of the plan
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Fig. 4. Augmenting timeline with states projected from plans, with an enlargement in
the middle area

is not mapped then). If the sequence of incidents does not respect the order ex-
hibited by the mapping actions in some plan, that plan is not activated for
contribution to mapping.

We augment the timeline with the states that hold between adjacent inci-
dents on the timeline. States are taken from the preconditions and effects that
are associated with the actions in the plans. So, in the case of A 0005 (“Ophelia
returning gift to(Hamlet)”), we will have SOA : Ophelia neglected as precon-
dition, and SOA : Hamlet have gift as effect.

3 Discussion and Conclusion

In order to validate our approach, we tested the differences between the original
text and one specific mise-en-scène, a much appreciated topic for drama schol-
ars. The matching of the plans over the augmented timeline shows the relation
between the description of the agents’ behaviors and intentions, as implied by
the text Hamlet and the factual representation of those behaviors in the mise-
en-scène (i.e. the actors’ displayed actions). The latter can be considered a sort
of translation that converts the information provided by the written text into
the performance, transcoding the “dramatic text” into the “performance text”
[11]. In a drama, the most important aspects of the translation are the dra-
matic features of the text (e.g. characters, intentions, conflicts, emotions). These
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features can be considered as the intangible heritage of a dramatic item. The
visualization helps to measure the degree of equivalence between this intangible
cultural heritage and a specific form of representation. In our example, the be-
ginning of the so called “nunnery scene” in Olivier’s movie shows a high grade
of conformity with the drama, albeit there is a clear discrepancy regarding the
Hamlet’s plan P 1111 1 for which we have to resume to the text, i txt 0004,
as well as in the plan P 1114 that can be matched only with i txt 0017 (i txt
are facts stated in the text timeline; i oli are facts stated in the movie timeline).
This means that the movie fails to fully represent the content of the drama, i.e.
the artist provides a specific personal interpretation of the intangible heritage
called Hamlet, the Shakespeare’s play. The differences among such heritage and
its numerous mise-en-scène’s can be considered quite common in the case of the
intangibility, as in traditional folk fable where there is a flourishing of versions
(for example the story of Cinderella from oral tale to Perrault’s or Disney’s
versions). In the case of drama, we have not only a written text to preserve,
but also, and most importantly, the dramatic features that shape the specific
story. The representation of such features must go beyond the mere philologi-
cal approach (that would undermine the quality of the performance), and can
take into account the core structure of the heritage. In other words, the artist
(Olivier, in our case) can neglect to display all the lines of the play as well as
each action described in the text, and, in the same moment, he can comply with
the drama. For example, Olivier’s rendering of Hamlet’s character seems to add
actions that weren’t clearly stated in the text (the white boxes in the timeline
representation - Figure 4), but nevertheless they fulfill the plan as devised in the
original behaviors in the play.

In this paper, we have presented a tool for acquiring the metadata of in-
tangible cultural heritage, specifically drama heritage. Our proposal relies on a
computational ontology that encodes the major facts about drama and provides
a web-based application for annotators to contribute. After computed the map-
ping between the agents’ intentions and the actions they carry out, the align-
ment is displayed through a visualization tool for study and access purposes.
The approach has been tested on a study of the text/mise-en-scène differences
on Hamlet’s nunnery scene.
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Abstract. Heritage preservation requires preserving the tangibles
(monuments, sculpture, coinage, etc) and the intangibles (history, tradi-
tions, stories, dance, etc). Besides these artefacts, there is a huge amount
of background knowledge that correlates all these resources and estab-
lishes their context. In this work, we present a new paradigm for her-
itage preservation – ‘an Intellectual Journey into the past’, which is more
advanced than physical explorations of heritage sites and virtual explo-
rations of monuments and museums. This paradigm proposes an experi-
ential expedition into a historical era by using an ontology to inter-link
the digital heritage artefacts with their background knowledge. A mul-
timedia ontology encoded in the Multimedia Web Ontology Language
(MOWL) is used to illustrate this paradigm by correlating the digital
artefacts with their history as well their living context in today’s world.
The user experience of this paradigm involves a virtual traversal of a her-
itage site, with an ontology guided navigation through space and time
and a dynamic display of different kinds of media.

1 Introduction

Heritage is not just an accumulation of tangible artefacts and intangible knowl-
edge, preserved by presenting these resources to people to view, explore and
analyse. To understand heritage, one must take a journey down several paths in
history and experience the various events in their historical and cultural context.
This journey can be carried out in space and time with the help of technology.
It can be augmented by intellectual inputs from a collection of beliefs, customs
and knowledge, and audio-visual inputs of digitized resources, placed in con-
text and correlated by an ontology. In this work1, we propose a new research
paradigm in the domain of cultural heritage preservation, which entails an intel-
lectual journey of an era, allowing a person to explore a heritage site virtually
and experience the heritage in its past and current context.

1 This research work has been funded by the heritage project entitled “Managing
Intangible Cultural Assets through Ontological Interlinking” of the Department of
Science and Technology of the Government of India.

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 298–307, 2013.
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While exploring a heritage site, what if one has immediate access to all the
information about every monument, sculpture, art or mural painting that one
looks at; information which is audio-visual and dynamic. Imagine being able to
view the video of a dance performance portraying the dance posture depicted in
a sculpture, or read the text of a narrative portrayed in a mural painting on a
temple ceiling; or compare with images of other mural paintings at other sites,
depicting the same narrative. What if besides hearing a recorded history of a
monument on an audio-guide, one could watch videos of rituals which take place
at the same site in current times, as well as hear recordings of different views
given by various experts. This kind of experiential exploration is proposed in
our paradigm which we illustrate with the help of an interactive user interface
described in this paper. The intellectual journey that we propose here, is much
more informative and advanced than physical exploration of heritage sites or
the walk-throughs and virtual tours currently offered by online museums and
websites [2],[6]. Other related works in cultural heritage preservation like [5]
make use of augmented and virtual reality, but fail to present artefacts in context
with background knowledge. A similar ontology-based framework for the digital
exploration of cultural heritage objects has been used in [1], but authors have
not looked at traversal over time possible through correlation of classical and
historical narratives with living traditions and folk-lore.

The rest of the paper is organized as follows: Section 2 discusses Intellectual
Journey paradigm, and details the architecture of the ontology based framework.
In section 3, we discuss the advantage of using a MOWL encoded multimedia
ontology in a heritage domain. Section 4 details the ontology-based annotation of
the digital artefacts which is required for providing their semantic inter-linkages.
Section 5 gives an overview of the ontology based interlinking of digital artefacts.
In section 6 we illustrate our paradigm and framework with a web-based appli-
cation in the domain of Indian Heritage. In section 7, we conclude our findings
and discuss future work.

2 Architecture of Ontology Based Intellectual Journey

In this section, we discuss the proposed ontology-based heritage preservation
scheme, offering an Intellectual journey into history, which correlates and
presents various aspects of cultural heritage linked with the user context. Fig-
ure 1b shows the space and time traversal of heritage resources, offered by our
ontology-based framework. The tangibles and intangibles in cultural heritage
can belong to different eras, but can broadly be classified into belonging to the
Present and Past times. Digital archiving of the various artefacts is done in dif-
ferent ways and the outputs are multimedia collections in different modalities,
with different modes of perusal, as shown here:
1. Visualization of present day tangibles - monuments, coins, sculpture,
inscriptions as they exist today.
2. Digitization of present day intangibles - recording of live events like
festivals, craft traditions, dance and music, as they happen in current times.
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(a) Software Architecture (b) Space-Time Exploration

Fig. 1. Ontology-based Intellectual journey paradigm

3. Recreation of the tangibles, as they existed in the past. This utilises tech-
niques such as 3D modelling, augmented reality, visual reconstruction and image
restoration for reconstructing the tangibles as they were, before their temporal
degeneration.
4. Documentation of the intangibles. This involves documenting events of
the past by collecting facts from recorded history like scriptures, and through
making of historical movies, documentaries, etc. that recreate the images and
events of an era.

Figure 1a shows the software architecture of the framework that offers the
intellectual exploration experience using an ontology. The different layers in this
architecture are:
Digital Archiving Layer: This layer consists of all the technical modules for
capturing and recreating the digital artefacts. The output of this layer are digital
collections of the artefacts of different modalities, i.e. image, text, 3D, video and
audio collections.
Annotation Layer: It consists of annotation tools required for annotating and
labelling the documents in artefact collections. This step assumes that a multi-
media ontology for the domain has been acquired and semantic labels associated
with domain concepts in the ontology are available for labelling the artefacts.
Depending on the type of document (image, audio, video, text), different tools
are required to identify artefacts within that document, For e.g. image cropping,
selection, demarcating video segments, identifying individual video frames, etc.
Semantic annotation involves labelling each artefact with one or more ontology
concepts. This layer produces an MPEG-7 based XML file per document in the
collections, with annotations for multiple artefacts in the document.
Ontology Layer: This layer consists of the language parsers - for the ontology
as well as for the XML files. The ontology is parsed and web-compatible visu-
alization graph is produced. The XML files are parsed to produce sets/chains
of artefacts which are linked through common ontology concepts. Thus the on-
tology not only correlates the concepts through domain knowledge, it also pro-
duces data linkages which serve the purpose of an ontology-based exploration
and cross-modal access of media.
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Experiential Exploration Layer: This layer is composed of web-based
graphic user interfaces for exploring a heritage site, for ontology visualization
and for presenting or rendering the digital artefacts. The user interfaces with
this layer to carry out an Intellectual Journey as proposed by our paradigm.

2.1 Space and Time Traversal

The Experiential exploration interface allows a complete space traversal of a
heritage site, with entry points leading to the interior of different monuments,
and option to exit and return to a central location, as desired by the user. Thus
the user can move along several spatial paths in the site, as per her choice. This
space traversal is augmented by a time-traversal in history, with the help of an
interactive interface. Clickable icons placed on tangible artefacts visible in the
structure, allow the user to access digital media related to the artefact. This
access occurs through data linkages provided by an underlying ontology. The
user-click maps to a concept node in the ontology graph. The XML files with
artefact annotations are searched to produce the set of digital artefacts which
have their semantic annotation matching this concept. The various image, video,
3D and text rendering modules are triggered to present these artefacts as a
correlated set to the user as part of the exploration interface. Besides the space
and time traversal in the heritage experience, our system also enables a perusal
of the heritage resources on demand by the user, through interactions with the
ontology, which allow selection of concepts and/or their relations and attributes.

A user of this system can explore a heritage site virtually, recreated using
actual site images. Here are two examples of the different paths she can take in
space and time with ontology-guided navigation. Path1: User clicks on a temple
icon on screen. It maps to a concept in the ontology. XML annotation files are
searched for annotations pertaining to this concept. This search produces a set
of images of the temple as it exists now, a text detailing its history and a video
of a tour of its premises, and a 3D model of the temple as it was built originally.
These are presented to the user. Path2: User views the video of a weekly market
or Bazaar (present intangible) as it happens at a temple site today. Then she
selects a time-period (15th century) in history through the ontology. The system
retrieves an animation movie (past intangible) which recreates the Bazaar as it
used to happen in the 15th century in that temple. Figure 1b shows these paths
as threads.

3 Multimedia Ontology and Its Representation

An ontology encoded in a traditional ontology language, e.g. OWL, uses text
to express the domain concepts and their properties, and thus can be used
for semantic text processing. Semantic processing of multimedia data, how-
ever, calls for ontology primitives that enable modeling of domain concepts with
their observable media properties. This kind of modeling is called Perceptual
Modeling, which needs to encode the inherent uncertainties associated with
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media properties of concepts as well. Traditional ontology languages do not sup-
port these capabilities. We have used the Multimedia Web Ontology Language
(MOWL) [4] for representing the multimedia ontology used in our heritage exper-
iments. In [7], authors had proposed an ontology-based scheme based on MOWL,
for preserving the intangible heritage of Indian classical dance. Techniques of
annotation and concept recognition detailed in [7] have been reused here, but
the interlinking of heritage artefacts across media formats using MPEG-7 based
metadata, and the experiential exploration and browsing interface for historical
narratives is a novel paradigm that we have introduced in this paper.

A multimedia ontology helps encode media properties of the semantic con-
cepts. For our illustration, we have used a MOWL encoded Indian heritage on-
tology to associate media properties of the multimedia segments with ontology
concepts. As MOWL representation allows collection-independent modelling of
the domain, different kinds of media - images, text, video and audio can also
be associated with the concepts, which aid in perceptual modelling of the con-
cepts. This also helps in building semantic conceptual linkages between different
modalities, and can be used to provide inter-linking of the digital artefacts which
are part of the heritage collection.

4 Artefact Annotation

(a) Tagging of a Mural. (b) Tag Dictionary.

Fig. 2. Annotation of GirijaKalyanaMural

Domain knowledge derived from experts and other sources, is used to create
a tag dictionary which contains different tags that can be used for labelling dif-
ferent aspects of the artefacts. A sample of such a tag dictionary is shown in
figure 2b. Typically the tag dictionary contains abstract domain concepts, some
of which for a heritage domain are story, narrative, scripture, characters, rituals,
location, temple, time period, technique, artistic style, color, etc. The tag dictio-
nary when used for actual tagging of the artefacts, contains the data instances
of these concepts - i.e. names of the characters, temples, rituals, scriptures, pat-
terns, art style, colors used, etc.
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An ontology expert analyses the tag dictionary, and generates an ontology of
the domain. The ontology is enriched with media data from the collections as
media segments are associated with appropriate semantic concepts in the on-
tology. This process is semi-automated, as it utilises machine learning of the
associations between media content and semantic concepts, to generate auto-
matic labels for media segments, but needs to be curated by a domain expert.
Using the tag dictionary, the domain experts also provide tags and labels for
different segments of the heritage collection. The digital artefacts belong to dif-
ferent media collections of text, audio, images and videos. The tag dictionary
is used as the basis for providing tags for image segments, video shots, audio
tracks and text segments in the digital collection. An example of tagging of a
mural painting is shown in figure 2a. Different annotation tools used for tagging
of different kinds of media, produce XML annotation files in a standard format
which is based on MPEG-7 based media descriptions.

5 Ontology Based Interlinking of Digital Artefacts

In this section, we show how the multimedia ontology, by its collection-
independent modelling of the domain, provides a robust basis for a semantic
inter-linking of the digital artefacts collected in repositories stored in different
media formats. XML files produced from the annotation of artefacts contain
semantic labels linked with media segment descriptions. Thus media segments
with same conceptual labels can be hyper-linked for access as required in retrieval
through textual search queries or through a graphic user interface which provides
an image or icon to click for retrieval of associated multimedia documents. The
algorithm which shows how retrieval of media from different media collections is
made possible through ontology-based interlinking is shown in algorithm 1.

Algorithm 1. MM Retrieval through ontology-based interlinking

Inputs: a) Search term set T or clicked image K. b) Bayesian Network Ω of the relevant

MOWL ontology segment. c) Set X of MPEG-7 compatible XML files.

Output: Concept C and associated set I,V ,T of images, videos and text

1: Look up the mapping table which contains the mapping K, C to get the concept C for image

K, and go to step 4.

2: Instantiate the leaf nodes in Ω, which match the search terms in T .

3: Carry out Belief Propagation in the BN Ω.

4: Obtain set of concepts which have posterior probability P(Ci) > threshold. C is the concept

with highest posterior.

5: for i = 1 to |Xr| do
6: Search for the media segment descriptions with C as label.

7: Add the corresponding media segment to set I, V or T depending upon its media type

8: end for

9: Return the set I,V ,T
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6 Intellectual Journey in Indian Heritage Domain

To demonstrate the Intellectual Journey paradigm, using our ontology-based
framework, we have chosen the Indian heritage domain related to the UNESCO
World heritage site of Hampi, in Karnataka, India. The framework is generic and
extensible to preserve any heritage site in the world for which background knowl-
edge and heritage resources are available. Hampi site comprises of the ruins of Vi-
jayanagara city, former capital of the powerful Vijayanagara Empire, which flour-
ished in South India during 14th to 17th century. Several dynasties which ruled
during this period, patronised art and culture, built several new temples and ren-
ovated and enlarged many old ones. Festivals and rituals involving community
participation were encouraged, and in fact still take place at the site.

We further focus on the theme of GirijaKalyana from our knowledge-base
of the Hampi heritage. GirijaKalyana refers to the marriage between goddess
Hampamma (also known as Uma, Parvati or Shakti) and male Hindu god Pampapathi

(also known as Shiva, Shankara or Rudra). The concept manifests in both tan-
gible and intangibles of Hampi as well as some other Vijayanagara sites like
Lepakshi in Andhra Pardesh, India. The tangible manifestations include mural
paintings depicting the marriage on the walls of ancient temples in Hampi and
Lepakshi; sculptures and bronzes characters in the story, found in temples and
museums, and so on. There is a story attached to the concept, text of which
is found in certain ancient scriptures like the ShivaPurana. Certain aspects of
this mythological story are also found in narratives in old inscriptions, memorial
stones and manuscripts. Narratives of some performing arts like folk dance, the-
atre and puppetry in areas around Hampi and Lepakshi abound in references to
the marriage of Shiva and Parvati.

GirijaKalyana context has a living heritage. Every year the marriage is cel-
ebrated in the ancient temple of Hampi. Communities from nearby areas con-
gregate to attend the two famous rituals of KalyanaUtsava (the wedding), pre-
ceeded by Phalpuje (the engagement). Priests actually conduct a wedding of the
deities in the temple, and people make offerings to please the Gods. Traditional
crafts like making puppets, toys, wooden door-frames and wall-paintings are still

Fig. 3. Indian heritage ontology snippet with focus on GirijaKalyana concept
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being practised in locations around Hampi. Many of these replicate images and
patterns from the Girijakalyana concept. It is a fashion in local communities to
get tattos depicting some GirijaKalyana patterns drawn on their person.

6.1 Resource Compilation

For our demo, we collected digitized versions of the tangible artefacts such as
mural paintings, sculptures, crafts and manuscripts, related to GirijaKalyana,
as well as audio-visual recordings of the intangibles such as the story, craft
traditions, rituals and folk narratives. After segmenting, labelling and tagging
of the images, there were 654 image segments. The other repository is of 126
stories from Indian mythology and folk-lore, with 3 different versions of each
story on an average. The text segments after labelling and tagging for different
characters, episodes, locations, etc. are approximately 1000. Our cultural teams
were able to collect about 12 hours of video recordings of the various site visits,
ritual celebrations and craft traditions. These media files were segmented into
95 video shots of varying length, which were then tagged and annotated with
domain concepts in the ontology, as detailed in section 4.

Background knowledge about the concept was provided to the ontology ex-
pert by our group of domain experts – mainly art and cultural historians who
specialise in the study of the Vijayanagara empire with a focus on the Hampi
world heritage. We also collected facts and resources from books [8] written
about Hampi and its art and archaeology. This knowledge along with the tag
dictionary was then used in creating the Indian heritage ontology, which has
approximately 156 concepts, 83 of which have media examples and patterns as-
sociated with them. Our cultural and ontology teams undertook 3 months of
discussion, validations and corrections to produce the final version of the ontol-
ogy, and 4 months to label and tag the artefacts with the semantic concepts.
Part of annotation was semi-automatic as discussed in section 4, which was then
curated by the experts.

A multimedia ontology snippet of the GirijaKalyana context, after its creation
from the tag-dictionary in figure 2b, is shown in the figure 3. We focus on the
GirijaKalyanaStory with characters Hampamma and Pampapathi, with its depictions
in mural paintings, rituals and current traditions. A Mural painting depicting
the GirijaKalyanaStory also has some other content besides the depiction of the
story or narrative, like floral or geometric patterns, some fashion patterns like
hair-styles and jewellery.

6.2 Experiential Exploration Interface

Once the annotated repositories are available, and the multimedia ontology has
been generated, we allow the user to virtually explore a heritage site, using an
interactive graphic user interface, which has an ontology-guided navigation and
a dynamic display of associated digital artefacts. This is an intellectual journey
around the GirijaKalyana manifestation in Hampi heritage. User experience of
this journey involves a traversal of the stitched image sequence of the Hampi
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Fig. 4. Screen shot with Pampapathi concept selected

heritage site with a window view of the related ontology snippet as a frame
of reference. Navigation is ontology guided where socio-cultural context of the
frame is portrayed through a dynamic display of media and narratives.

Figures 4 is a screen shot of our GUI, which has a main pane, showing a
360 degree photo-realistic stereo view of the heritage site, created by stitching
of actual images of the site. The user is allowed to explore the site virtually,
with intelligent interactions, using mouse buttons to move left, right and other
navigation controls for zooming and auto-rotating. The right pane shows an
animated graphic view of the ontology, with a node in the center, which reflects
the current context of the user selection. This visualization of the ontology graph
is created by using the weighted graph animation tools of the Javascript Infovis
Toolkit [3], with a JSON structure of the ontology. The frames at the bottom
display images, text and videos associated with the concept node at the center of
the ontology. If another concept node is selected by clicking on it in the ontology
pane, the visualization perspective changes to center this node.

While moving around virtually, the user has an option to click on certain
visual cues in order to alter a visual display of image, text and videos of the
artefacts as well as change the perspective of the ontology visualization shown
in a parallel window on screen. As the user context changes dynamically, so does
the display of artefacts and the view of the ontology. User also has an option to
navigate to a chosen concept in the ontology window by clicking on it. This too
alters the set of artefacts displayed on screen. User evaluation of this interface
is planned in near future and is not part of this work.

7 Conclusion

Physical or virtual tours of heritage sites need to be augmented with readily
available contextual information to the tourist. Mere perusal of audio guides and
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visual cues is not sufficient to completely satisfy the information need. In this
paper, we have proposed a new paradigm for a exploring heritage. The proposed
paradigm offers an Intellectual journey into a heritage site, with readily available
tools to traverse in space and time and access e-Heritage artefacts in context and
on demand. We have illustrated this paradigmwith a graphic user interface which
offers ontology-guided navigation and dynamic display of artefacts in context of
the theme of GirijaKalyana related to the World heritage site of Hampi in India.
Such an ontology-based framework can easily be extended to offer cross-modal
access to heritage resources preserved in different digital media formats.

References

1. Aliaga, D.G., Bertino, E., Valtolina, S.: Decho - a framework for the digital explo-
ration of cultural heritage objects. J. Comput. Cult. Herit. 3, 12:1–12:26 (2011),
http://doi.acm.org/10.1145/1921614.1921619

2. ASI-India: Archaeological survey of india – home,
http://www.asi.nic.in/index.asp

3. Belmonte, N.G.: Javascript infovis toolkit,
http://philogb.github.io/jit/index.html

4. Ghosh, H., Chaudhury, S., Kashyap, K., Maiti, B.: Ontology Specification and In-
tegration for Multimedia Applications. In: Ontologies: A Handbok of Principles,
Concepts, and Applications in Information Systems. Springer (2007)

5. Ikeuchi, K., Oishi, T., Kagesawa, M., Banno, A., Kawakami, R., Kakuta, T.,
Okamoto, Y., Lu, B.V.: Outdoor gallery and its photometric issues. In: Proceed-
ings of the 9th ACM SIGGRAPH Conference on Virtual-Reality Continuum and
its Applications in Industry, VRCAI 2010, pp. 361–364. ACM, New York (2010),
http://doi.acm.org/10.1145/1900179.1900254

6. Louvre: Museum website,
http://www.louvre.fr/llv/commun/home.jsp?bmLocale=en

7. Mallik, A., Chaudhury, S., Ghosh, H.: Nrityakosha: Preserving the intangible her-
itage of indian classical dance. JOCCH 4(3), 11 (2011)

8. Verghese, A., Dallapiccola, A.L. (eds.): South India under Vijayanagara: Art and
Archaeology. Oxford University Press (2011)

http://doi.acm.org/10.1145/1921614.1921619
http://www.asi.nic.in/index.asp
http://philogb.github.io/jit/index.html
http://doi.acm.org/10.1145/1900179.1900254
http://www.louvre.fr/llv/commun/home.jsp?bmLocale=en


 

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 308–317, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

‘A Is for Art’ – My Drawings, Your Paintings 

Min Zhang1, Sarah Atkinson2, Natasha Alechina3, and Guoping Qiu3 

1 Horizon Doctoral Training Centre, School of Computer Science, University of Nottingham, 
Nottingham NG8 1BB, UK 

psxmz1@nottingham.ac.uk 
2 Human Factors Research Group, Department of Mechanical, Materials and Manufacturing 

Engineering, University of Nottingham, Nottingham NG7 2RD, UK  
sarah.atkinson@nottingham.ac.uk 

3 School of Computer Science, University of Nottingham, Nottingham NG8 1BB, UK 
{natasha.alechina,guoping.qiu}@nottingham.ac.uk 

Abstract. The booming development of digital technologies has significant  
effects on the way that human see and feel this world. The digitalization of art-
works raises a set of interesting topics with the aim of making the artworks  
accessible to anyone with an Internet connection. In this paper, an Android  
Mobile App ‘A is for Art’ was developed to help the general public to find 
paintings using free-hand drawings, with the aim of involving more people with 
the Visual Art in an interesting way, particularly the paintings from the Tate 
Collection1. A focus group for usability evaluation was conducted, and several 
design principles were drawn from the phases of development and evaluation.  

Keywords: Digital Engagement, Visual Art, Mobile App, Image Retrieval, 
Painting, Free-hand Drawing, Design. 

1 Introduction 

In recent years, the advanced development of digital technology has changed people’s 
life a lot. With broadband speed increasing [4] and a wide variety of devices capable 
of supporting many different media and connecting to the network [5], the artistic 
paintings in museums and galleries are digitized by high-quality equipment, the pub-
lic now have more opportunities to appreciate the artworks by visiting online art libra-
ries or galleries. Moreover, several other factors, such as the widely disseminated 
digital camera and the popularity of the social network, make “arts comes to you, you 
no longer need to go to it” [1]. This offers the chance to touch the works of art, thus 
appreciate and get familiar with the authentic replica before they visit the real one in 
the art museum or gallery. 

Arts can have a highly great positive impact on a person’s life. Great art could help 
people to develop thinking and imagination [2]. As the writer Blake Morrison said, 
“Art can do many things: entertain, instruct, console, inspire, enrage, transform.  

                                                           
1 http://www.tate.org.uk/about/our-work/collection/ 

about-the-collection 
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It teaches us things we can’t be taught in any other way and makes us see things we 
wouldn’t otherwise see. It allows us the illusion of escaping our daily lives while si-
multaneously taking us deeper inside ourselves.” [3] 

However, arts do not make any impact on the world if few people see or hear what 
artists are trying to say. We did a survey on how often people went to art mu-
seums/galleries on average. From 134 survey responses, as shown by Fig. 1, around 
half (47.83%) of the subjects went to art museums/galleries less than once a year, 
27.83% of them had never visited art museums/galleries.      

 

 
Fig. 1. ‘How often, on average, you go to art museums to see paintings there?’ 

The motivation of our research is to explore some new and interesting ways to en-
courage more people to engage in the visual arts digitally.  

The rest of this paper is structured as follows: section 2 introduces current related 
work, followed by section 3 which proposes a system overview of ‘A is for Art’. Sec-
tion 4 describes the usability evaluation of the system, after analysing the study re-
sults, we propose several design principles for mobile app and plan for the following-
up work in Section 5. 

2 Related Work 

Current digital museum participation includes visiting websites with aim of viewing 
the online museum/gallery collections, taking a virtual tour, searching for information 
about opening hours or buying tickets; on the other hand, the public use mobile device 
apps developed by museums or art organizations as a marketing tool, to enhance the 
participative arts experiences. For example, the 'Social Interpretation' project [7]  
drew on the social media models to make museum visitors interact with other visitors 
via the Quick Response (QR) codes located near to Imperial War Museum (IWM) 
objects.  
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There are more and more museums and art institutes who digitize their art archives 
increasingly and provide free online access and other interactions. Google Art project2 
offers thousands of artwork pieces from 230 art collections or galleries, and the view-
ers can view the piece thematically and share the piece by posting onto social network 
sites or emailing to a friend. In December 2012, the Public Catalogue Foundation 
(PCF) and the British Broadcasting Corporation (BBC) launched 'Your Paintings'3 
website which allows the public to access and tag 212,000 United Kingdom’s oil 
paintings online. The Rijksmuseum4 (Dutch) released more than 125,000 high resolu-
tion works to the public on April 2013, the visitors can touch and zoom the master-
pieces to reveal the details and they are allowed to download or create (crop and edit 
the artworks)  and print out their favorite ones on postcards, shirts or other materials.   

Along with the booming mobile Internet, more and more smartphone users access 
the Internet via their mobile devices rather than their computers5. According to the 
latest mobile usage statistics from GPMD6, in 2012 there are more mobile phones in 
the UK than people, and 52% of UK mobile phone users own a smartphone; the 
smartphone sales overtook the PC sales and will continue to grow. From comScore7, 
82% of mobile time is consumed via mobile Apps until April 2013. Therefore, we 
decided to seize this opportunity to foster a new way of consuming the visual  
artworks during users’ fragmented time by means of exploring and developing  
mobile Apps. 

However, the current mobile Apps are built by specific art museums/institutes, 
with the same functionalities of their websites. In the case of people who have pic-
tures in mind but cannot remember the title or artist of the pieces, they could not 
search the exact paintings they expect by keywords. We developed a free-hand draw-
ing mobile App, ‘A is for Art’, which allows people to find out the painting by draw-
ing the sketch or rough colored objects in their memory.  

A number of studies aimed to build the correspondence between sketches and the 
natural photographs [17], e.g., Sketch2Photo [6], Sketch-to-Image Matching [18], 
MindFinder [20]. Hu et al. [19] demonstrate a photo montage application based on 
sketches. To our best knowledge, we have not found any studies which are specifical-
ly focused on searching the paintings by free-hand drawn sketches.  

3 ‘A is for Art’ System Overview 

With the consideration of fast response to user’s query, our system adopted the 
Client-Server mode: users draw some sketches on the mobile phone (Client side), the 

                                                           
2 http://www.googleartproject.com/ 
3 http://www.bbc.co.uk/yourpaintings 
4 https://www.rijksmuseum.nl/ 
5
 http://www.emarketer.com/Article/How-Smartphone- 
PC-Internet-Users-Different/1009589 

6 http://www.gpmd.co.uk/blog/2012-mobile-internet-statistics/ 
7 http://www.comscore.com/Insights/Press_Releases/2012/5/ 
 Introducing_Mobile_Metrix_2_Insight_into_Mobile_Behavior 
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searching procedure run on our Windows Azure server (Server side). We used the 
Jacobs et al.’s “Fast Multi-resolution image querying” algorithm [8] to do the image 
matching between the colour drawings and the paintings; the Inner-distance Shape 
Context [9-10] algorithm was implemented for searching the matched painting of the 
line drawings.  

The current database for the painting searching engine was collected from the Tate 
website8, which includes 748 abstract paintings, 91 portrait paintings and 95 others 
for line-drawing retrieval. We only show the matched paintings on the first version 
App, and the additional information of the paintings will be added in the later ver-
sions. 

The interface of our Android App ‘A is for Art’ allows users to use touch-based 
drawing to search the painting search:  

1) The user draws a character/object, such as a sketch or a color drawing on the 
mobile phone App user interface; 

2) After finishing the drawing, the user can press the ‘search’ button and choose 
one of two options: ‘Using line drawing’ or ‘Using colour drawing’;  

3) The system will retrieve the images through the search engine on the server and 
send the relevant paintings back to the mobile phone screen;  

4) Then the user could select the most matched painting and zoom in/out to see 
more details by a double tap the image. 

The workflow of the system is shown as Fig. 2 and Fig. 3. 
 

   

Fig. 2. ‘A is for Art’ system workflow of searching ‘Using line drawing’ 

4 Usability Evaluation  

Usability is defined as the “extent to which a product can be used with effectiveness, 
efficiency and satisfaction in a specified context of use” by ISO 9241-11 standard  
 
                                                           
8 http://www.tate.org.uk 
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[11]. The usability testing of the mobile App might be slightly different from the tra-
ditional usability evaluation [12-13], because of the unique feature of the mobile de-
vices. Therefore we conducted a focus group mainly by means of observing behavior 
and partly encouraging ‘think-aloud’ [14].   
 
 

    

      

           

Fig. 3. ‘A is for Art’ system workflow of searching ‘Using colour drawing’ 
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4.1 Participants 

Four participants from the University of Nottingham Human Factors Research Group, 
volunteered to take part in the study. Levels of expertise were classified as expert in 
usability research.  

4.2 Equipment  

Four Nexus 4 phones were used with ‘A is for Art’ installed. Google Nexus 4 phone 
offers relatively large displays (768×1280 pixels) and a high quality capacitive multi-
touch touch screen, and built-in graphics processing unit (GPU), making it possible to 
create rich, visual interfaces such as zooming or touch-based manipulation.  

The participants were recorded with one video camera (Canon Legria HF S21) and 
one webcam (Logitech C210) during the whole process of the focus group, with the 
purpose of later analysis.  

4.3 Procedure 

Participants were first welcomed to the room, the purpose of the study was explained 
clearly and the consent forms were signed before undertaking the tasks. Participants 
were asked to complete the following three tasks (shown as Fig. 4), and they were 
encouraged not to worry about the experiment or their performance, they could ask 
the observer for help if they got into difficulties. No instruction about how to use our 
system was provided. The participants could write notes about their experience during 
the action to make sure they could remember the details for the group discussion af-
terwards. The experiment lasted about one hour. 
  
 

 

Fig. 4. Focus group tasks 
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4.4 Results and Discussions 

There were no significant problems with accessing to the device, but most participants 
were confused about how to go back, because the Nexus 4 phone does not have any 
physical back button, home key and soft menu key, and some participants were not 
Android phone users. The participants’ drawings are shown as Fig. 5 and Fig. 6.  

 

 

 

 

 

Fig. 5. Colour Drawings from Participants A, B, C, D (individually each column) and the origi-
nal paintings provided on a sheet as reference (last column)  
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Fig. 6. Horse line drawings from Participants A, B, C, D individually each column (Left) and 
the free-drawings from Participants A, B, C, D individually each row (Right) 

92.8% of the tasks were completed (finding the paintings on the task sheet by free-
hand drawings). One participant did not find the horse in Task 1; one participant 
failed to find the second paintings in Task 2. 

Users were observed when using the mobile App in unexpected ways. From Task 1 
(Fig. 6, left), two participants drew the horse in landscape orientation, which was not 
expected by our searching algorithm.  

From undertaking task 2 (Fig. 5), several interface issues were reported: 

• No instruction about what icons can do; 
• No indication of the size & colour of the brush chosen; 
• The size and colour of brush are set to a default size after clearing the canvas;  
• The size of both the brush and eraser are not wide enough, and users can not 

choose the size continuously;  
• No tutorial about how to choose colour on the colour picker; 
• Top menu of App can be confused with the Android Notification because of the 

full-screen mode;    
• Undo icon doesn’t always highlight when only one point dropped; 
• No ‘save’ function; 
• Inconsistent interface for displaying the matching result of line-drawing and co-

lour-drawing; 
• No intuitive colour saving mode (e.g. saving the used colour in the way of first-

used-first-saved). 
• Need more pre-set colour. 

Although there was a learning curve for the new user to explore the features of the 
system, the participants reported that they enjoyed using the system. One participant 
preferred the drawer-like way of displaying the result, so she could pull up and down 
to compare the matched painting and her own drawing. 
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During the discussion, some participants reported that they would like to find the 
particular painting by both free-hand drawing and text information, e.g., the year the 
painting was made or the name of the artist. Some participants thought taking photos 
of the painting or selecting one photo from the phone gallery to do the retrieval would 
be their preferred choice. 

5 Conclusion  

According to Flurry9, the future is an App world. We predict that the digital participa-
tion will keep increasing.  

Participants in the focus group informed the refinement of the design. Nickerson’s 
Overimputation theory [15] indicates that it is difficult for the designer to put them-
selves in the position of a real user who has none of their specialist knowledge. So it 
is important to involve real users during the product development. There are several 
design principles learned from the usability study:  

─ Keep the user interface as simple and intuitive as possible; 
─ Always keep users informed about what they are doing and where they are;    
─ Provide the option to recover from mistakes; 
─ Increase the consistency between the mobile devices and application features, and 

keeping internal consistency [16] will make users to use the same way of thinking 
throughout the interaction;    

─ Applying the existing icons to make the functions easy to understand, so the meta-
phors could be transferred from other products and experiences; 

─ Making good use of users’ prior knowledge. 

The next stage of work will be refining and improving the system ‘A is for Art’, fol-
lowed by field-work evaluation. Meanwhile, we plan to increasingly develop our 
painting database, and to build the new database of relevant text information about the 
paintings.    
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Abstract. There is a growing interest in using efficient shape comple-
mentarity docking algorithms to analyze protein-protein interactions at
a large scale. We have realized complete cross-docking of several tens of
enzyme/inhibitors proteins. On the one hand, we demonstrate that dock-
ing score distributions for the known complexes are not distinguishable
from those for the non-interacting pairs. On the other hand, we show
that the knowledge of the experimental interfaces applied to the docking
conformations permits to retrieve true interaction partners with high ac-
curacy. We further identify the determinants of the molecular recognition
between true interactors compared to non-interacting proteins.

1 Introduction

Protein-protein interactions (PPI) regulate virtually all aspects of cell biology.
The identification of protein interaction partners is thus of crucial importance
to control signaling pathways in physio-pathological contexts. Computational
methods such as molecular docking have proven to be valuable tools for the
prediction of the native conformations of known protein-protein complexes [2,4].
Recent studies have also suggested that molecular docking could help retrieve
true interacting partners among a set of non-interactors with high accuracy
[9,10,6]. Wass et al. reported that score distributions produced by shape com-
plementarity docking could be used to distinguish 56 known interactors among a
diverse background of 922 non-interacting proteins [10]. We have shown that the
combination of cross-docking simulations and experimental knowledge of protein
interfaces successfully identifies known partners within a set of 168 proteins from
various functional classes [6]. Our cross-docking simulations employed a refined
molecular mechanics energy function and were highly time consuming compared
to shape complementarity docking which uses a crude scoring scheme.

In the present work, we investigated whether rigid-body docking using a
shape complementarity scoring function only or in combination with experimen-
tal knowledge could be used to efficiently identify protein interaction partners

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 318–325, 2013.
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within a set of 46 enzyme/inhibitors proteins. In the following we report the
effectiveness of the two strategies, we discuss the limitations of the docking algo-
rithm we used and the associated scoring function, and we further characterize
the conformational ensemble produced by docking.

2 Results

2.1 Docking Score Distributions

Complete cross-docking (CC-D) was realized on the Enzyme-Inhibitors dataset
(46 proteins) of the Mintseris Benchmark 2.0 [7] from unbound conformations.
Every one of the 46 unbound structures was docked to all the protein struc-
tures in the dataset by the very efficient rigid-body docking algorithm Hex [8].
Each calculation explored about 3 billions candidate ligand-receptor orienta-
tions. These were then evaluated and ranked by the Hex scoring function which
estimates the shape complementarity between receptor and ligand. The 500 best
scores were retained and their statistical distribution was computed. For each
protein, the docking score distributions with the known interactor and the other
45 non-interacting proteins were compared using the Wilcoxon rank-sum test
[11]. At the 1% significance level, none of the known true partner’s score dis-
tributions has significantly better scores than false Enzyme-Inhibitors partners
distributions (Table 1, Single column). Less than 10 proteins’ known true part-
ners lie within the top 20% score distributions and slightly more than 50% of the
46 proteins have their true partner score distribution in the best half of all 46
dataset distributions. We conclude that scores produced by Hex do not carry suf-
ficient information to correctly distinguish known partners from non-interactors
within the enzyme-inhibitors dataset considered here.

Table 1. Statistical significance of known true complex docking score distributions

Top # top Enzyme/inhibitors
% proteins (%)

Single Macro

1 1 0 (0) 0 (0)
5 2 3 (7) 1 (2)
10 5 4 (9) 3 (7)
15 7 6 (13) 6 (13)
20 9 9 (20) 7 (15)
30 14 17 (37) 10 (22)
40 18 21 (46) 17 (37)
50 23 25 (54) 24 (52)
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2.2 Using Knowledge of the Interfaces

As pointed out in previous works [9,6], combining docking scores with the knowl-
edge of the experimental interfaces should help retrieve true interacting partners.
This was shown for coarse-grain docking algorithms and we show here that the
same holds true for shape complementarity docking. We use a predictive PPI
index (NII) as an estimator of the probability of two proteins to interact. For
every protein pair P1P2, we determine an optimal interaction index (II) [6]:

IIP1,P2 = min(FIRP1,P2 ∗ EP1,P2) (1)

where FIR (Fraction of Interface Residues) is the overall fraction of the dock-
ing interface composed of residues belonging to the experimentally identified
interfaces for the receptor and the ligand: FIR = FIRrec ∗ FIRlig, and E is
the docking score. The minimum is defined over all the docking conformations
considered. To compare interaction indexes computed over different pairs, a nor-
malized interaction index, called NII, is computed, that models the symmetric
role played by ligand and receptor. NII is defined in Lopes et al. [6].

The calculation of the NII index for every protein pair of the Enzyme-
Inhibitors dataset enabled to draw a receiver operating curve (ROC) from which
known interacting protein pairs could be predicted with an area under the curve
(AUC) of 0.81 (Table 2, Single line). This result indicates that the knowledge
of the experimental interfaces can be successfully used to evaluate shape com-
plementarity docking conformations and retrieve true interactors. However in
practice experimental interfaces are not known and one would wish to replace
them by predictions. How precise shall the predictions be to ensure high perfor-
mance ?

Table 2. AUC values for the prediction of known true partners, using complete (all)
or partial (S: support, C: core, R: rim) knowledge of the experimental interfaces

Interaction Docking All S∪C C∪R S∪R C S R
index protocol

II Single 0.81 0.79 0.75 0.73 0.76 0.73 0.62
Macro 0.68 0.71 0.60 0.62 0.64 0.66 0.59

IIcov Single 0.69 0.71 0.65 0.62 0.66 0.65 0.61
Macro 0.63 0.67 0.59 0.60 0.64 0.60 0.55

IIFIROnly Single 0.80 0.79 0.73 0.76 0.73 0.75 0.64
Macro 0.73 0.74 0.65 0.68 0.67 0.68 0.60

2.3 Relative Contributions of Interface Sub-regions

In order to determine whether some interface residues contributed more than
others to the discrimination of true partners from non-interactors, we defined
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three sub-regions of the interface depending on residue burial: support, core and
rim (Fig. 1). Previous studies highlighted the specific amino acid compositions
and the evolutionary conservation profiles of these sub-regions [5,1]. Using this
structural definition of PPI interfaces, we investigated the importance of each
sub-region for the prediction of true interacting partners. The AUC value was
found similar when discarding information about the rim (0.79 in Table 2). By
contrast AUC values significantly decreased down to 0.75 or 0.73 when ignoring
support or core in the definition of the experimental interface. Moreover the
knowledge of the core alone led to an AUC value of 0.76 as high as that obtained
when using both core and rim (0.75). The knowledge of the support alone gave
an AUC value of 0.72 similar to that obtained when using both support and rim.
The sole knowledge of the rim led to a drastically lower AUC value of only 0.62.

These results show that the core and the support contain more relevant in-
formation than the rim for the identification of true interacting partners in
the Enzyme-Inhibitors dataset. As a consequence, strategies to predict pro-
tein interfaces should concentrate on these two sub-regions. We shall note that
this observation may not necessarily hold true for other functional classes of
proteins.

Fig. 1. Example of an enzyme/inhibitor complex (PDB code: 1AVX) from the Mintseris
Benchmark 2.0 depicting the three interface sub-regions. The two partners are displayed
in transparent light grey surface. The support, core and rim residues are displayed as
opaque surface and colored in red, green and cyan respectively.

2.4 Positive Predictive Value vs Sensitivity

We also investigated whether it is more important for a docking interface to
cover a large part of the experimental interface or be restricted to the residues
that truly compose the experimental interface. The FIR computed to determine
the interaction index II represents the overall fraction of the docking interface
that is composed of residues belonging to the experimentally identified interface
(Eq. 1). This formula is different from that employed in [9], where the fraction
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considered was that of the experimental interface covered by the docking in-
terface, which we refer as FIRcov. Here we also computed the corresponding
alternative interaction index IIcov. The AUC values obtained from the calcula-
tion of IIcov are systematically lower than those obtained from II (Table 2). In
particular when considering complete knowledge of the interface, the AUC value
drastically decreased down to 0.69.

These results indicate that to be able to discriminate true from false partners
it is more crucial to consider the portion of the docking interface that matches the
experimental interface rather than the portion of the experimental interface that
is covered by the docking interface. Consequently, methods designed to predict
PPI should aim at maximizing positive predictive value rather than sensitivity.

2.5 Conformational Ensemble Generation and Selection

In the following we explored the robustness of the docking results and the contri-
bution of the scoring function. To perform CC-D, we used the initial PDB files
representing the 3D coordinates of the 46 proteins studied in unbound forms,
superimposed on the bound conformations in the 23 native complexes. In or-
der to investigate whether these initial locations and orientations could bias the
results, we performed unbiased CC-D by (i) normalizing the initial distance be-
tween receptor and ligand models prior to docking and (ii) generating five initial
docking orientations for the ligand over the receptor. The calculation of II from
the obtained conformational ensemble furnished a significantly lower AUC value
of 0.68 (Table 2, Macro line). AUC values obtained when using partial knowledge
of the experimental interfaces or/and using IIcov are also systematically lower
for the Macro docking compared to the Single docking. This suggests that indeed
a favorable bias is introduced towards true known complexes when docking is
performed starting from their native conformations.

In order to evaluate the contribution of Hex complementarity score to the
identification of true partners, we computed an alternative version of the inter-
action index IIFIROnly that does not incorporate docking scores : IIFIROnly =
max(FIRP1,P2). The AUC values obtained from the calculation of IIFIROnly are
similar to and sometimes better than those obtained from II for Single docking
and they are systematically better for Macro docking (Table 2). This suggests
that the contribution of the docking score is minor in the discrimination of the
true complexes from the non-interacting protein pairs and that taking it into
account can even deteriorate performance.

2.6 Characterization of Docking Conformations

In Fig. 2 we show the distributions of the docking conformations score-based
ranks corresponding to three different intervals for the coverage FIRcov of the
support, core and rim. Only conformations whose global FIR is greater than
0.4 are considered. First we observe that docking conformations displaying high
coverage of the experimental interface are not ranked first by the scoring function
of Hex. Ranks are distributed rather uniformly whatever the value of the FIRcov
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Fig. 2. Comparison of docking conformations for known true complexes (on the left)
and non-interacting protein pairs (on the right). Among the 500 best-scored conforma-
tions of each docking experiment, those whose FIR is greater than 0.4 are plotted with
respect to FIRcov (y-axis) and score-based ranks (x-axis) for each of the three interface
sub-regions: support, core and rim. The y-axis is defined with respect to three main
intervals, [0:4; 0:6], (0:6; 0:8] and (0:8; 1:0], and the x-axis varies between 1 and 500.
Each interval on the y-axis is associated to a distribution of ranks, where a bin in the
distribution corresponds to 5 consecutive ranks. Bins are represented as circles, their
sizes are normalized and vary from 0.1 to 0.7 % of the total number of conformations.
Grey levels are redundant with sizes.

and this is true for the three sub-regions. This agrees with the observed poor
and even deleterious contribution of the docking score to the identification of
true partners. Second, the comparison of docking conformations for known true
complexes (Fig. 2, left panels) and for non-interacting protein pairs (Fig. 2, right
panels) clearly shows that the coverage of the three sub-regions is greater for the
known true complexes. Third, the comparison of the three sub-regions indicates
that the coverage of the core region is much larger than those of the rim and
support regions. This is in agreement with the central position of the core in the
interface. Residues from the rim, which lie at the periphery are the least covered.

Finally, we shall notice that the conformations considered (FIR > 0.4) repre-
sent a small portion of the total number of docking conformations, respectively
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4.5% and 3.0% for the known true complexes and the non-interacting pairs. Sim-
ilar fractions (4.1% and 3.1%) were computed for Macro docking. This reveals
that the large majority of conformations generated and selected by Hex display
docking interfaces very different from experimental interfaces.

3 Discussion

Our work showed that true interacting partners can be distinguished from non-
interactors within a set of 46 enzyme/inhibitors proteins with high accuracy
when combining shape complementarity cross-docking and knowledge of the ex-
perimental interfaces. This is possible because docking conformations for the
known complexes resemble experimental interfaces more that those for non-
interacting pairs. In particular, some specific structural sub-regions of the
interface largely contribute to the discrimination. The quality of the confor-
mational ensemble generated by the docking algorithm and then selected by the
shape complementarity scoring function is an essential element for the perfor-
mance of our strategy. In a number of cases the true interacting protein pair
was not identified as the best match from the docking results but lied in a cer-
tain top percentage of candidates. This observation calls for the development of
methodologies that account for a confidence level in the determination of poten-
tial interacting partners instead of considering only the best one. The method
we propose here could be adapted when experimental data of proteins’ inter-
faces are lacking, for example by combining molecular dynamics simulations and
ensemble-based docking.

4 Methods

Complete Cross-Docking. CC-D was realized on the 46 Enzyme-Inhibitors
proteins of the Mintseris Benchmark 2.0 (http://zlab.bu.edu/benchmark2/) from
unbound conformations, leading to 2116 docking experiments. Docking was per-
formed with Hex v6.3 [8] using the shape complementarity scoring function. The
precision of the molecular representation was defined from 18 and 25 expansion
orders for the initial and final search steps. Unbiased CC-D was realized by
positioning the receptor and ligand models at a distance of 100 Å from one an-
other prior to docking. Moreover, five starting positions were defined using Hex
Macro-Sampling module and were used to generate initial docking orientations
for the ligand over the receptor and to derive appropriate local coordinate frames.
Among all conformations explored during docking search, the 500 best-scored
ones were retained for analysis.

Statistical Testing. Score distributions for the known complexes and the non-
interacting protein pairs were compared following a protocol similar to that
reported in [10]. For each known true complex, 45 individual one-sided Wilcoxon
rank-sum tests [11] were performed, to determine if the ranked set of docking
scores from that complex was significantly better (less) than (at P-value < 0.01)
the ranked set of docking scores from each of the false complex docking.
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Support-Core-Rim Definition. The three interface sub-regions were defined
based on the per-residue relative accessible surface areas (rasa), computed by
NACCESS 2.1.1 [3], with a probe size of 1.4 Å. For crystallographic structures,
interface residues are those displaying any variation Δrasa between bound (b)
and unbound (u) conformations. The support is composed of residues buried
in both conformations (rasau < 0.25, rasab < 0.25). The core contains ex-
posed residues that become buried upon binding to the partner (rasau ≥ 0.25,
rasab < 0.25). The rim is defined by residues exposed in both unbound and
bound conformations (rasau ≥ 0.25, rasab ≥ 0.25). For docking conformations,
residues are considered at the interface when they display a change of at least
10% decrease in accessible surface area compared to the unbound protein.
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Abstract. Three dimensional protein structures determine the function
of a protein within a cell. Classification of 3D structure of proteins is
therefore crucial to inferring protein functional information as well as
the evolution of interactions between proteins. In this paper we propose
to employ a recently presented structural representation of the proteins
and exploit the learning capabilities of the graph neural network model
to perform the classification task.
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1 Introduction

There are currently more than 90,000 experimentally determined three dimen-
sional (3D) structures of protein deposited in the Protein Data Bank (PDB)
[25]. 3D structures of a protein are determined by the amino acid sequence and
define the protein functions. The study of structural building blocks is very
important in order to study the evolution and the functional annotation, and
has yielded many methods for their identification and classification in classes of
known structure.

There are several commonly used DBs for structural classification of proteins,
such as Structural Classification Of Proteins (SCOP) [22] and Class Architec-
ture Topology and Homologous super families (CATH) [23]. CATH and SCOP
are primary and secondary structure based classifications which rely on experts
to manually check the classifications. Such classifications organize protein struc-
tures into families. Another well-known DB is Families of Structurally Similar
Proteins (FSSP), which is purely automatic [11].

Most of the existing classification methods are based on shapes, by means
of suitable distances, such as RMSG [2]. Consequently, they have to deal with
tens of thousands of structures for each protein. These approaches consume sig-
nificant computation space. Machine learning methods to cluster and classify
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protein structures have recently become a very active area of research. Sta-
tistical methods include Shape Histograms proposed by Anskerst [16], Shape
Distribution by Osada [24], meanwhile Ohbuchi put forward Shape Function
and eigen-CSS proposed by Mark. In [17], authors use a statistical method as
feature vectors to classify the protein structures. Since the statistics methods
are based on overall feature extractions, the adoption statistical methods has
a high robustness of the boundary noise as well as good performance for rough
classification. In particular artificial neural networks (ANN) have been employed
to develop a comprehensive view of protein structures to infer protein functional
information.

The problem of structural representation of a protein until now has been
tackled by specific descriptors, usually point-based and not suited for manage-
ment and processing. Among these we can quote: spin image [26], [4], context
shape [13], harmonic shape [14] and PGI [7]. Following [8], in this paper we pro-
pose to model the 3D structure of each protein employing its concavities and
organize them in a hierarchical structure, the Protein Concavity Tree (PCT),
that represents its concavity tree ([1]). For the learning task needed to classify
proteins represented in such a way, we propose to employ the Graph Neural
Network (GNN)[27] model that is particularly suited for learning in the struc-
tured domain. Graph classification techniques have been successfully employed
in many applications fields. Borgwardt et al. [6] applied the graph kernel method
to classify protein 3D structures. It outperformed classical alignment-based ap-
proaches. Karklin et al. [20] built a classifier for non-coding RNAs employing a
graph representation of RNAs.
The remainder of the paper is as follows. In Section 2 the PCT data structure
is presented. In Section 3 the Graph Neural Network model is introduced, while
in Section 4 experimental results are presented. Section 5 concludes the paper.

2 Protein Concavity Tree

The concavity tree data structure is used for describing non-convex two and
three dimensional shapes. It is a rooted tree in which the root represents the
convex hull of the object and each node describes the set of objects obtained by
subtracting the object from the convex hull. A leaf of the tree corresponds to
a convex shape. Each node in a concavity tree stores information related to a
concavity and to the tree meta-data (i.e. the level of the node, height, number
of nodes, and number of leaves in the subtree rooted at the node, etc.).

In order to employ such structure to describe a protein, it is necessary to
introduce some molecular models of a protein. The simplest model represents
atoms as hard spheres whose radius, namely the van der Waals radius (VDWR),
indicates the largest distance at which an atom repels its neighbors. The union
of these hard spheres is called van der Waals volume and the resulting enclosing
surface is termed the van der Waals surface (VDWS). The Solvent Accessible
Surface (SAS) is the locus of the centers of a spherical probe that rolls over
the molecular system. Geometrically, it coincides with the VDWS of the system
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where VDWR is increased by the size of the radius of the probe. The Solvent
Excluded Surface (SES), often identified with the Molecular Surface, separates
the volume accessible to a finite size solvent probe from the inaccessible one. This
definition, based on a hard sphere model of both the solute and the solvent, was
suggested by Lee and Richards [18]. An example of the surfaces, in the 2D case,
is showed in Fig. 1.

Fig. 1. Examples of molecular models of a protein in 2D

In the discrete space the protein and its convex hull (CH) are defined in a 3D
grid of dimension L×M ×N voxels. The grid is extended one voxel beyond the
minimum and maximum coordinate of the SES in each orthogonal direction, so
that both the SES and the CH are inside the grid. Let us call R the volume of
the concavity [5] between the CH and the SES

R = CH ∩ SES (1)

where SES identifies the complement of the SES. Let BCH the set of the
border voxels of CH

BCH = CH − [CH •K] (2)

where • represents the erosion operator of mathematical morphology and
K the discrete unit sphere (in the discrete space a 3 × 3 × 3 cube). Starting
from the voxels in BCH , the propagation algorithm proposed in [9] computes
the connected components A of R that represent both pockets and tunnels. In
order to separate the different pockets and tunnels, A is partitioned into a set
of disjoint segments PSES = {P1, . . . , Pj , . . . , PN} such that

Pi ∩ Pj = ∅ i �= j (3)

n⋃
i=1

Pi = A (4)
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In order to retain the topological relationships between the partitioned seg-
ments, we introduce a novel structural description of the protein called Protein
Concavity Tree. The PCT of a given protein is computed by recursively applying
the segmentation process, where at each stage, exact measures of the remaining
concavities can be computed. Once the complex shape is segmented into a set of
pockets, each pocket can be subsequently decomposed into simpler regions. The
process continues until all regions are convex. In this way, the complete descrip-
tion is given in terms of the region’s features and their spatial relationship.

The concavities at each level of the PCT can be analyzed and described using
many different features (computed in terms of the voxels belonging to the con-
cavities). In this paper we have selected the following discriminative features:
Pocket Volume [19], given by the number of voxels belonging to the pocket;
Pocket Surface-to-Volume Ratio, where the pocket surface is computed as the
number of SES voxels belonging to the pocket; Skewness and Kurtosis of Height
Distribution, that compute the asymmetry of the surface of the pocket and its
deviation from an ideal bell–shape surface, respectively; Mouth Aperture of the
pocket, computed as the ratio between the perimeter and the area of the aper-
ture; Travel Depth [10], computed as the shortest path from the CH to the
surface of the pocket. For a detailed description of these features, the reader is
referred to [8].

As an example of the described process, Figures 2 and 3 show the protein
1MK5 and its concavity tree, respectively.

Fig. 2. Protein 1MK5
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Fig. 3. Concavity Tree of protein 1MK5. In order to highlight the details a scaling
factor is applied increasing the representation level.

3 Graph Neural Networks

In the recent years, many powerful machine learning methods have been de-
veloped to deal with one dimensional data, even though more complex data
structures can be employed to obtain a better representation of data and pos-
sibly a better solution to a given problem. Neural methods are an example of
techniques that evolved to handle structured data, where the original connec-
tionist models have been modified to process sequences [29], trees and graphs
models [15][3].

A more general supervised neural network model, is called Graph Neural
Network (GNN). GNN extends Recursive Neural Network (RNN) [12] [28] since
it can process a more general class of graphs including cyclic, directed, and
undirected graphs, and it can deal with node-focused applications without any
preprocessing steps.

The basic idea behind GNNs is the information diffusion mechanism, i.e. a
graph is processed by a set of units, one for each node of the graph, connected
following the graph connectivity. This representation of the graph, called encod-
ing network, is unfolded through the structure of the input graph. At each step,
all the units compute their states using information of the adjacent nodes, until
stable state is reached
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xn = fw(ln, lcp[n], xne[n], lne[n])

on = gw(xn, ln)
(5)

where ln is the label of node n, lcp[n] are the labels of its edges, xne[n] are
the states of the nodes in the neighborhood of n, lne[n] are the labels of the
nodes in the neighborhood of n, and xn is the state of node n, i.e. it represents
the concept denoted by node n. This value, along with the label ln, is used to
produce the output on, i.e. the decision about the concept.

The diffusion mechanism is constrained in order to ensure that a unique sta-
ble equilibrium always exists. Although this mechanism has been already used
in cellular neural networks and Hopfield neural network, the one used in GNN
allows the processing of more general classes of graphs. Also in [27] it is proved
that GNNs show a sort of universal approximation property and they can ap-
proximate most of the practically useful functions on graphs.

4 Experimental Results

This section presents preliminary results of the proposed approach. In this paper,
we use data from the spatial structures of Structural Classification of Proteins
(SCOP) databases which are based on the similarities of their amino acid and
three-dimensional structures [21]. This database includes fold classification fam-
ily that are connected to sequence similarity. In particular, the employed dataset

Fig. 4. GNN learning error
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Fig. 5. GNN stability coefficient

Fig. 6. GNN saturation coefficients
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is composed by 70 proteins belonging to 4 classes (all alpha, all beta, alpha/beta
and alpha+beta). The training set contains 90% of the samples and the testing
set includes 10% of the samples, randomly selected from the whole dataset. We
employed the Matlab GNN toolbox1 using default parameters. The obtained
mean accuracy is 69.93%. Although tests have not been performed on the whole
SCOP database and hence comparisons with other methods have not been con-
ducted, it is important to note how the performance of the proposed approach
is very promising considering that only geometrical features have been selected.
This consideration is also supported by the learning capabilities of the GNN that
can be observed in the plot of the learning error, shown in Figure 4. Moreover,
as can be seen in Figures 5 and 6, the low stability coefficient and the stable
saturation coefficients clearly indicate that the network is able to converge.

5 Conclusions

In this paper, we have described a novel approach to classify protein structures.
The proposed approach exploits the novel idea of representing a protein by means
of its Protein Concavity Tree where concavities at each level are characterized
by geometrical features. In order to classify proteins represented in this way,
we propose to use the Graph Neural Network model that is able to exploit the
topological structure induced by the concavities hierarchy. The experimental
results show that our method achieves 69.93% accuracy on protein structure
classification. Future works will be devoted to further analysis, more extensive
experimentation and comparisons with other techniques.
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Abstract. G protein-coupled receptors (GPCRs) have a key function
in regulating the function of cells due to their ability to transmit ex-
tracelullar signals. Given that the 3D structure and the functionality of
most GPCRs is unknown, there is a need to construct robust classifi-
cation models based on the analysis of their amino acid sequences for
protein homology detection. In this paper, we describe the supervised
classification of the different subtypes of class C GPCRs using support
vector machines (SVMs). These models are built on different transforma-
tions of the amino acid sequences based on their physicochemical proper-
ties. Previous research using semi-supervised methods on the same data
has shown the usefulness of such transformations. The obtained classifi-
cation models show a robust performance, as their Matthews correlation
coefficient is close to 0.91 and their prediction accuracy is close to 0.93.

Keywords: pharmaco-proteomics, G-Protein coupled receptors, homol-
ogy, transformation, supervised learning, support vector machines.

1 Introduction

G protein-coupled receptors (GPCRs) are cell membrane proteins with a key role
in regulating the function of cells. This is the result of their ability to transmit
extracellular signals, which makes them relevant for pharmacology. This has led,
over the last decade, to active research in the field of proteomics.

The functionality of a protein depends widely on its 3-D structure, which
determines its ability for certain ligand binding. Currently, the 3-D structure is
only fully determined for approximately a 12% of the human GPCR superfamily
[7]. As an alternative, when the information about the 3-D structure is not
available, the investigation of the functionality of a protein can be achieved
through the analysis of its amino acid sequence, which is known and available
in several public curated databases.
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Much research on sequence analysis has focused on the quantitative anal-
ysis of their aligned versions, although, recently, alternative approaches using
machine learning techniques for the analysis of alignment-free sequences have
been proposed. In this paper we focus on the alignment-free analysis of class C
GPCRs, which have become an important research target for new therapies for
pain, anxiety and neurodegenerative disorders.

The reported experiments concern a publicly available GPCR dataset that was
analyzed, in a previous study, with semi-supervised techniques [3] as a strategy
for GPCR deorphanization. Here, we extend this work through the use of a
supervised multi-class classification approach. In this previous work, the anal-
ysis of the alignmnent-free sequences entailed a transformation of the symbolic
sequences into real-valued feature vectors on the basis of the physicochemical
properties of their constituent amino acids. In this study, the same transforma-
tions are used, including the Auto-Cross Covariance (ACC) transformation [15]
and a more simple one: the amino acid composition (AA). To these, we add the
Mean Transformation [10]. Some of these transformations have been used in pre-
vious research, such as in [10], where they were used to classifiy the five major
GPCR classes using Partial Least Square Regression, and in [9], to classify a
benchmark protein database using SVMs.

As previously mentioned, the current study uses primarily SVMs as the super-
vised classification model of choice for each of the transformed datasets. SVMs
have been reported to be a top-performing method for protein classification [6,9]
and are often attributed a high discriminating power due to their ability to
use non-linear kernel functions to separate the input data in higher dimensional
spaces. Nevertheless, some studies [2] report better results using more simple
models such as Decision Trees (DTs) and Naive Bayes (NB). For this reason,
these two techniques are compared with SVMs in the current study.

The obtained SVM classification models show a robust performance in the
reported experiments. This is assessed using multi-class accuracy and Matthews
Correlation Coefficient (MCC). The best results are obtained with the ACC-
transformed dataset, achieving an MCC close to 0.91 and a prediction accuracy
close to 0.93. GPCR subtype-specific results are also reported.

2 Materials

2.1 Class C GPCRs

GPCRs are cell membrane proteins with the key function of transmitting sig-
nals through it. Therefore, they are of special relevance in pharmacology. The
GPCRDB [4], a popular database of GPCRs, divides the GPCR superfamily into
five major classes (A to E) based on the ligand types, functions, and sequence
similarities. The current study concerns class C of these receptors. This class
has become an increasingly important target for new therapies, particularly in
areas such as pain, anxiety, neurodegenerative disorders and as antispasmodics.
They are also important from structural and mechanistic grounds. Whereas all
GPCRs are characterized by sharing a common seven transmembrane helices
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(7TM) domain, responsible for G protein activation, most class C GPCRs in-
clude, in addition, an extracellular large domain, the Venus Flytrap (VFT) and
a cystein rich domain (CRD) connecting both [11].

Class C is further subdivided into seven types: Metabotropic glutamate
(mGluR), Calcium sensing (CaSR), GABA-B, Vomeronasal (VN), Pheromone
(Ph), Odorant (Od) and Taste (Ta). The investigated dataset consists of class C
GPCR sequences obtained from GPCRDB1, version 11.3.4 as of March 2011. A
total of 1,510 sequences belonging to the seven types included: 351 mGluR, 48
CaSR, 208 GABA-B, 344 VN, 392 Ph, 102 Od and 65 Ta. The lengths of these
sequences varied from 250 to 1,995 amino acids.

3 Methods

In this paper we use first of all SVMs for the classification of the alignment-
free amino acid sequences and compare the results with those obtained by less
complex techniques (DTs and NB). As the amino acid sequences have a variable
length, one may apply sequence kernels to use them with SVMs or transform
the sequence data to fixed-size vectors in order to use them with any supervised
classifier, including non-kernel methods such as DTs and NB. The second ap-
proach has been followed in this work, which allows a comparison among different
classifiers and also among different transformation methods.

3.1 Alignment-Free Data Transformations

– Amino Acid Composition Transformation: This transformation reflects
the amino acid composition (AA) of the primary sequence, that is, the fre-
quencies of 20 amino acids are calculated for each sequence (i.e., a N × 20
matrix is obtained, where N is the number of items in the dataset).

– Mean Composition Transformation: This transformation applied in [10]
first translates the amino acid sequence into physico-chemical descriptions,
i.e. each amino acid is described by five z-scores [13]. In order to obtain a
fixed-length representation of the sequence the average value of each z-score
is calculated. This transformation generates a N × 5 matrix.

– Auto Cross Covariance Transformation: The ACC transformation [8,15]
is a more sophisticated transformation, which captures the correlation of the
physico-chemical descriptors along the sequence. First the physico-chemical
properties are represented by means of the five z-scores of each amino-acid
as described by [13]. Then the Auto Covariance (AC) and Cross Covariance
(CC) variables are computed on this first transformation. These variables
measure respectively the correlation of the same descriptor (AC) or the cor-
relation of two different descriptors (CC) between two residues separated by
a lag along the sequence. From these, the ACC fixed length vectors can be

1 http://www.gpcr.org/7tm/
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obtained by concatenating the AC and CC terms for each lag up to a maxi-
mum lag, l. This transformation generates a N× (z2 · l) matrix, where z = 5
is the number of descriptors. In this work we use the ACC transformation
for a maximal lag l = 13, which was found to provide the best accuracy for
this dataset in [3].

3.2 Supervised Classification Techniques

Support Vector Machines (SVMs) [14] are complex classifiers with an ability to
find a linear separation of instances in a higher dimensional space. DTs [12] pre-
dict class membership by examining the discriminative power of the attributes,
whereas NB classifiers are probabilistic classifiers [5] that work under a simpli-
fying assumption: attribute independence, that leads to efficient computation.

SVMs are based on the statistical learning theory first introduced in [14].
SVMs may map the feature vectors xi, i = 1, . . . , N , where xi εR

n and N is
the number of instances, into possibly higher dimensional spaces by means of
a function φ . The objective is to find a linear separating hyperplane, which
separates the feature vectors according to its class label with a maximal margin
and minimizing the classification error ξ. The use of non-linear kernel functions
allows SVMs to separate input data in higher dimensional spaces, which would
not be separable with linear classifiers in the original input space.

The radial basis function (RBF) kernel, specified as K(xi, xj) = e(−γ||xi−xj||),
is a popular non-linear kernel. Using it, the SVM needs to adjust two parameters
through grid search: the error penalty parameter C and the parameter γ of the
RBF function. Since our aim is to separate the seven subclasses of the class
C GPCRs, this requires to extend the original two-class classification approach
of SVMs to a multi-class classification approach. To that end, we have chosen
the “one-against-one” approach to build the global classification model, which is
implemented in the LIBSVM2 library [1].

3.3 Criteria and Performance Measures

Two different measures were used to evaluate the test performance of the multi-
class trained classifiers, namely the Accuracy (Accu), which is the proportion
of correctly classified instances, and the MCC, which indicates how predictable
the target variable is knowing the other variables: its value ranges from -1 to 1,
where 1 corresponds to a perfect classification, 0 to a random classification and
-1 to complete misclassification.

For the individual (binary) classification of each subtype, we report the MCC
and two common measures: Precision and Recall. The former is the ratio of cases
belonging to a class that are correctly classified to the cases predicted to belong
to such class, whereas the later is the ratio of cases belonging to a class that are
correctly classified to the cases that actually belong to that class.

2 http://www.csie.ntu.edu.tw/~cjlin/libsvm/

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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4 Experiments

4.1 SVM Model Selection

The SVM classification models are built upon the three transformed data sets.
and involve the following processing steps:

1. Preprocessing of the dataset: Standardization of the data so that the mean
is 0 and standard deviation is 1.

2. Splitting of the dataset into 5 stratified folds and applying 5-fold cross vali-
dation (5-CV) for the following steps:
(a) Use the current training set for a parameter grid-search varying the

parameters C and γ in a given range.
i. For each combination of C and γ, determine the average classification

accuracy using an inner 5-CV and update the parameters C and γ
providing the best result.

ii. Train an SVM model using the selected parameters C and γ and the
current training set.

(b) Classify the current test set with the SVM model obtained in the previous
step recording the classification metrics aforementioned.

3. Calculate the mean value of the classification metrics recorded during step
2.b over the five outer iterations.

In our experiments we measure the Accuracy and MCC at the global level
and the Precision, Recall and MCC at class level. The reported measures are
the mean values of the respective metric over the five iterations of the (outer)
5-CV. At each iteration the aforementioned metrics are recorded for the SVM
trained with the best parameters C and γ found in the corresponding grid search.

4.2 Model Selection Results

Table 1 shows details, for the three transformed datasets, of the grid searches
conducted to find the optimal parameters C and γ of the RBF-SVM: the range
of the tested parameters C and γ, the combination of parameters found to have
the best performance, and the corresponding mean accuracy and MCC values on
the test sets. The reported results of the grid search in Table 1 were confirmed
with subsequent grid searches in smaller ranges of the parameters.

Table 1. Model selection results

DATA RANGE C RANGE γ PARAMETERS Accu MCC

AA 1 to 16 (step +1) 2−5 - 25 (step ×2) C=[2,8] , γ=2−4 0.88 0.84

MEAN 1 to 16 (step +1) 2−5 - 25 (step ×2) C=2 , γ=1 0.68 0.59

ACC 1 to 16 (step +1) 2−10 - 25 (step ×2) C=[2,8] , γ=2−9 0.93 0.91
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4.3 Results and Discussion

The best classification results are found for the ACC transformed dataset using
SVM classifiers (see Table 2 for a summary), achieving an accuracy of 0.93 and
an MCC value of 0.91. The results obtained both for the ACC and the AA
transformed datasets are consistent with those obtained with semi-supervised
techniques in [3], where the ACC dataset also outperformed the AA dataset.
Regarding classifier selection, SVM clearly outperforms DTs and NB for all three
datasets (see Table 2 and Figure 1 for a comparison).

Table 2. Accuracy and MCC according to dataset and classifier

SVM DT NB

DATA Accu MCC Accu MCC Accu MCC
AA 0.88 0.84 0.74 0.67 0.72 0.65

MEAN 0.68 0.59 0.61 0.51 0.58 0.46
ACC 0.93 0.91 0.7 0.63 0.84 0.80
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Fig. 1. Graphical representation of accuracy and MCC per dataset and classifier

Table 3 shows the classification results for the ACC-transformed dataset and
the SVM classifier with greater detail at the per class level (these results corre-
spond to a model with parameters C=2, γ=2−9). The MCC value shows that
classes mGluR, CaSR, GABA-B and Ta are very accurately discriminated from
the other classes, having an MCC between 0.93 and 0.99. The prediction power
of the classifier for classes VN, Ph and Od is clearly lower, with MCC values
that range from 0.79 to 0.89.

As for the quality of the classifier, measured by the precision, it can be seen
that it provides the most exact results for classes CaSR, GABA-B and Ta, as
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Table 3. Per class results of SVM with the ACC data set

Class MCC Precision Recall Type I error Type II error

mGluR 0.956 0.945 0.988 low -
CaSR 0.933 1.000 0.877 - high

GABA-B 0.986 0.990 0.985 - -
VN 0.893 0.912 0.924 medium medium
Ph 0.864 0.896 0.903 high medium
Od 0.799 0.889 0.744 high high
Ta 0.991 1.000 0.984 - -

its precision gets very close to its maximum possible value. This metric shows
that for classes mGluR, Vn, Ph and Od some type I classification errors (false
positives) happen. Regarding the completeness of the classifier, measured by the
recall, we see that it is most complete for classes mGluR, GABA-B and Ta,
which means that nearly all real positives are correctly predicted. Classes CaSR,
Vn and Ph have a lower recall, meaning that some type II errors (false negatives)
happen for these classes. Class Od has a significantly lower recall than the other
classes, what means that this class is most difficult to recognize.

Table 3 also shows an estimation of the quantity of type I and type II errors for
each class. An analysis of these errors, by means of the confusion matrix, shows
that the type II errors occur recurrently with a specific pattern for each class.
For example, Ph are most frequently misclassified as Vn and less frequently as
mGluR or Od. The existence of those patterns in the type II errors encourage
an analysis of the class C dataset at the biochemical level in future work.

5 Conclusions

The supervised, alignment-free classification with SVMs of Class C GPCRs has
been investigated in this paper. The experimental results have shown that the
ACC transformed dataset has a clear advantage over the alternative transfor-
mations and that SVMs are best suited to the analysis of these data. The SVM
classifiers built with this dataset and trained with the optimal parameters re-
sulted highly accurate and discriminative. The per class results have shown some
differences regarding the prediction power for some subclasses, which encourage
the analysis of the less distinctive classes and the related classification errors in
a future work at the biochemistry level.
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Abstract. Antifreeze proteins (AFPs) play an important role as inhibitors of ice 
crystal growth in the body fluid of living organisms. Nonetheless, the exact me-
chanism of ice growth inhibition is still poorly understood to experimentally 
analyze the molecular-scale which strongly requires computer simulation for 
AFPs’ binding site to certain planes of ice crystal. In this research, Coarse-
Grained simulation using MARTINI force field was utilized to evaluate stabili-
ty of helix/β-helix restraints of M. americanus, L. perenne, M. primoryensis and 
C. Fumiferana  were collected on the Protein Data Bank using high resolution 
of X-ray diffraction because the β-helix/helix in AFPs’ structure play an impor-
tant role to face ice-binding residues with ice cluster, as receptor and ligand in-
teractions. In results, the root mean square deviations have shown high identity 
of RMSF between AA-MD and CG-MD simulation in 1HG7 and 3P4G, excep-
tionally, 1N4I and 3ULT that can  be further studied in detail using all-atoms 
molecular dynamics simulation (AA-MD). 

Keywords: Antifreeze protein, Coarse-Grained simulation, helix/beta-helix, 
MARTINI force field, AA-MD. 

1 Introduction 

Once the temperature below sub-zero temperatures, ice crystals quickly grow then 
burst cells. This danger, ice formation, is a big problem for organisms in cold climates 
however a wide variety of organisms: plants (1,2), fish (3, 4, 5), insects (6, 7, 8) and 
bacteria (9) avoid damages of growth of ice crystals by producing antifreeze proteins 
(AFPs) or antifreeze glycoproteins (AFGPs) (10) to protect themselves as under zero 
temperatures. Fish can be lived at subzero temperature in the presence of specialized 
antifreeze protein substances in their blood, rather than the presence of salts or  
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additional substances (3, 10, 11). Studies revealed that these antifreeze proteins were 
isolated substance, which get specific function to protect the fish cold damages. 

Up to date, the exact mechanism of AFPs are not jet fully understood but which 
have open many regards to freeze tolerance, they can survive with the formation of 
extracellular ice in their bodies, and freeze avoidance in organisms, food processing, 
pharmaceutical, cryopreservation and ice slurries (12, 13,14, 15). In food industries, 
the proteins can be significantly used additive compound to improve quality of prod-
uct, such as making a better texture of ice cream and keeping longer shelf life of fruits 
and vegetables in supermarkets. Beside, antifreeze proteins can be introduced into 
yeast, fish, fruits and vegetables to give new beneficial properties to these organisms 
by genetic modification in cold climate areas. (16, 17). 

Although antifreeze proteins function as inhibitors of ice formation at a certain 
point, they do not stop the growth of ice crystals. Size and shapes of ice crystals are 
controlled under different types of AFPs (18), known as ice-structuring proteins. Ac-
cording to a difference between melting point and freezing point, the activity of  
antifreeze proteins can be evaluated as thermal hysteresis (TH) which is currently 
focusing on complementary between binding regions of an AFP surface and specific 
ice cluster planes lead to high affinity protein binding to the ice surface, as receptor-
ligand interactions (19). The size of the ice surface also affects directly to thermal 
hysteresis. On bigger ice crystals, the AFP cannot work as well as smaller ice crystals 
by inhibition of ice growth because of breaking the binding surface of AFP. Besides, 
the concentration and the type of AFP also effect to thermal hysteresis. The moderate 
AFP and the hyperactive AFP are two main types used to classify their activity in 
which the moderate is between 1 and 1.50C in fish AFP’s and 0.1-0.50C in plant 
AFP’s. Further, hyperactive AFP is at almost 50C in insect AFPs that base on the 
residues make up ice binding regions observing the difference in helical AFPs with 
different numbers of repeats to give more efficiency on the thermal hysteresis using 
nanoliter osmometer and a microscope in experiment (20). 

Many theoretical studies have been proposed for understanding the unclear me-
chanisms of AFPs, which basically focus on hydrogen bonds to the surface of the ice 
crystals through a wide variety of folding motifs and are classified into five types 
based on their structure (Fig. 2). The independently AFP’s active isoforms seem to be 
an important role in the forming hydrogen bonds between Threonine (Thr) residues 
array on one face of the protein and possible bonding places by their alignment on ice 
surface, to optimize their efficiency (10). The effect of differing numbers of coils has 
also been confined in the β-helical insect AFPs (20, 21) in in vitro determination by 
NMR and X-ray crystallography. However, in the study of flounder AFP, has shown 
no difference of AFP activity in comparison between blocked hydrogen bonds and 
non-blocked hydrogen bonds (23). After, computer simulation provided more experi-
mental evidences to prove hydrogen bonds do not play a key role in AFP’s inhibition 
of ice growth. (15). Following that way, the mechanism based on biomolecular struc-
ture, kinetics and thermodynamics of antifreeze proteins have been invested in dy-
namics behavior simulation in which all of computational calculations were done by 
all atoms molecular dynamics simulation (AA-MD) method (18). Molecular dynam-
ics (MD) have become a major routine research tool. In the restricted time and 
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equipment of my thesis, the coarse grained multi-point model was applied instead 
AA-MD that decreased computational complexity of MD simulation. Specially, feasi-
ble time with CG simulation occurring on microsecond or even millisecond timescale 
is at least four to six orders of magnitude smaller than AA-MD simulation which 
contains hundred thousands of atoms in a system for observing rearrangement upon 
ligand binding and folding, occur on microsecond or even the milliseconds timescale 
to β-helix AFPs stability, which can afford with desktop computers or limited cores in 
the high performance computer system.  

In this study, CG simulation was employed as a new method of the ocean pout 
(Macrozoarces americanus), called globular type III AFP and three AFPs  include 
perennial ryegrass (Lolium perenne), marine bacteria (Marinomonas primoryensis) 
and spruce budworm (Choristoneura fumiferana), have not classified type yet which 
have a same β-helix motif of insect AFP for molecular simulation to evaluate stability 
of β-helix/helix structures which showed activity at the beginning will be proportional 
to length or added repeats but decreasing activity come from lengthening the protein 
beyond nine repeats in type III AFP of ocean fish (24). Therefore, the stability evalua-
tion of AFPs structure is very important in β-helix/helix motif presumably due to 
amino acid residues and ALA/Thr repeats accumulating steric mismatch with the ice 
cluster faces for further AA-MD simulation to understand AFPs mechanism in details 
that hypothesis for increasing thermal hysteresis by direct interaction between binding 
region and ice/water for a long time up to millisecond by using MD simulations. 

2 Materials and Methods 

2.1 Coarse Grained Simulation 

In a wide variety of resources for data of structural AFPs collection, the Research 
Collaboratory for Structural Bioinformatics Protein Data Bank (RCSB PDB) has been 
invested in tools and resources of antifreeze proteins (25). In this research, there are 
five structural antifreeze proteins which was clarified based on four main strategies. 
Firstly, the research focus on diversity mechanisms of antifreeze proteins base on 
discrete structure from different species that involve plant, bacteria, insect and fish 
were collected in PDB-101. 1HG7 is a PDB entry which belongs to type III antifreeze 
protein of Macrozoarces americanus which eelpout ocean is common name, corres-
ponding to the protein sequence code P19614 and the 1HG7 PDB high-resolution X-
ray diffraction refined at 1.15  resolution from individual anisotropic temperature 
factors parameter. In order, 3ULT, 3P4G and 1N4I entries of antifreeze protein struc-
tures were collected from Prennial ryegrass (Lolium perenne) with 1.4  in resolution 
of plant, with 1.7  in resolution of Antarctic bacterium (Marinomonas), spruce bud-
worm (Choristoneura fumiferana), respectively. All of PDB entries were collected for 
molecular dynamic simulation using X-ray diffraction for structural constructing.   

Martini coarse-grained protein force field, specifically, martinize version 2.3, Feb-
ruary 13 2013 and martini v2.1_aminoacids.itp, containing 21 amino acids coarse 
grained force field, were applied to convert (all-atoms) atomistic antifreeze proteins 
structure existing as PDB format files into one Coarse Grained (CG) beads, with my 
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CG protein models, each amino acid is modeled by one or two beads according to 
their sizes in which can be classified into two broad categories: backbone bead and 
side-chain bead. The side chain and backbone beads can be denoted as SCi (i = ARG, 
GLN, GLU, HIS, ILE, LYS, MET, PHE, TRP, TYR) and BBi (i = ALA, ASN, ASP, 
CYS, GLY, LEU, PRO, SER, THR, VAL), respectively. Some small side-chains of 
amino acids are avoided due to only existing of one backbone bead while others were 
modeled by one uniform backbone bead and one distinct side-chain bead each residue 
has one backbone bead and zero or more side-chain beads depending on the amino 
acid type. 

In the next steps, the CG-AFPs were introduced into the box would be solvate with 
full coarse grained water molecules which represented as polar type in the MARTINI 
force field using equilibrated water at 1 atm and 300k and time step of 40 femtose-
cond. Lennard Jones and Coulomb interactions were calculated very step for atoms 
within 1.2nm according t of neighbor list which updated every 10 steps. Then, all 
simulations were performed a short energy minimization before starting production 
run with for solvated box files using a same standard input options for martini 2.0/2.1 
which describe the parameter for running the simulation, including distance step 
equals 1 femtosecond for 10000000 steps, electrostatics and Van der waals were set at 
1.2A, temperature coupling at 271K using Berend thermostat in equation 1 (spc water 
model) which approximately about -20C based on Berendsen thermostat, and pressure 
at 1 atm during 10 ns. Besides, atomistic simulation were running using TIP5P water 
model to provide more detailed information. 

   

The Berendsen thermostat is an algorithm to re-scale the velocities of particles in 
molecular dynamics simulations to control the simulation temperature ( ) in which 
the temperature of the system ( ) is corrected such that the deviation exponentially 
decays with some time constant τ. 

Further in data analysis, the root means square deviation (RMSD) was used to 
measure stable in structure of four types of antifreeze proteins follow RMSD equation 
which was calculated by least-square fitting the structure to the reference structure  
(t2 = 0) and subsequently calculating the RMSD in equation 2: 

 
Where M=∑  and (t) was the position of atom i at time t. In this thesis, car-

bon alpha was used as computing units for RMSD. Additionally, the radius of gyration 
(Rg) was applied to measure the size and compactness of AFPs base on equation 3:   ∑  

(2) 

(3) 

(1) 
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(8) 

virtual stretching interaction between two bonded cg beads can be described as a 
harmonic potential (equation 6):  12 1  

In which  and  are the force constant and the equilibrium stretching 
length of a bond, respectively, which would be determined by fitting the energy dis-
tribution of the virtual bond. Due to the coarse-graining,  and  curves 
become more complex and irregular when compared with those in AA force field, and 
they are described with Gaussian distribution function: 

/   exp  
 

Where N, , ,  are Gaussian parameters need to be determined in the parame-
terization process. 

One of important equations of constructing CG-MD force field is the non-bonded 
potential. As in a classic AA force field, the non-bonded interaction can be divided 
into two categories, involving van der Waals interaction ( ) and electrostatic inte-
raction ( ). They can be formulated as sums of pairwise potential energy:  

  ∑ 4      4 
 

 
Where   is the van der Waals interaction parameter,  is the distance between 

CG beads i and j, and   and  are the charges of i and j. The strength of the van 
der Waals interaction is determined by the value of well depth  which depends on 
the types of the interacting CG beads and can be determined in the force field parame-
terization process for all the 20 types of CG beads. In the coarse-graining, a group of 
atoms is treated as a single bead, and the relative positions of these atoms are fixed, 
but in reality, their relative positions vary in all the time.  

3 Result and Discussion 

3.1  Stability of Antifreeze Proteins 

As the very first step to evaluate result’s simulation that was relevant was based on 
for further data analysis, the popular root means square deviation, which used to eva-
luate structural similarity follow equation 2 by least-square fitting the structure to the 
reference structure (  = 0) and subsequently calculating the RMSD of different types  
 

(7) 

(6) 
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of antifreeze proteins were utilized for comparing positions of coarse grained atoms 
and atomistic simulation of a set of initial positions, Carbon-alpha with Carbon-alpha 
beads of trajectories simulated files.  

 

Fig. 2. The root means square deviation, radius of gyration (Rg) and free energy for protein 
folding. These figure shows the root means square deviation (RMSD) of back-bone carbon of 
(a) ocean pout (M. Americanus) type III antifreeze protein (1HG7) was equilibrium around 
about 4.5 nm in AA-MD and 5nm in CG-MD that results was higher than (b) antifreeze protein 
of perennial ryegrass (L. perenne, 3ULT)  3.2 nm and 5nm. Two remained antifreeze proteins 
of (c) marine bacteria (Marinomonas primoryensis, 3P4G) and (d) antifreeze protein of spruce 
budworm (Choristoneura fumiferana, 1N4I) which have high similarity in structure, were sta-
ble at 0.1nm and 3.5nm, at 4nm and 5nm for equilibrium, respectively.  

In RMSD results, the CG-MD gave high 1 nm in average by reducing the number 
of atoms in AFPs’ structure while the AA-MD used to keep the original structures due 
to the increasing number of atoms (N) of radius of gyration (Rg) equation (Eq. 3), it 
was larger about double times in all of case between AA-MD and CG-MD, at 4.5nm 
for AA-MD and 2.3nm for CG-MD in 1N4I; 4.5nm and 2.38nm in 3P4G; 3nm and 
1.7nm in 1HG7 and 3.2nm and 1.65nm in 3ULT, respectively. In contrast, the folding 
energy were not dramatically different in AA/CG simulation arrange from 0.5 to 1 
kcal/mol. 
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3.2 Ice Formation 

All of water molecules existed as beads in Coarse Grained simulation, which cannot 
be evaluated ice formation based on using g_energy analysis tools in Gromacs pack-
age 4.6 to plot the bulk density of the system as a function of time of NPT simulations 
from bond details of atoms to atoms. By that reason, radial distribution function, 
called g(r), was calculated to ensure all of water beads in system that were ice. The 
non-periodic between  system density and   number of atoms found on shell 
caused to variety values of  in which two water beads of 1HG7 system was 
about 5 , following that value was 3ULT, 3P4G and 1N4I (Fig. 8). All of water 
beads in four systems got a long range structural ordering that gave out the solid state 
of water beads which were ice clusters. 

 

 

Fig. 3. Result of radial distribution function of coarse-graining water beads in four systems 

Firstly, at short separations about 4.3  the radial distribution function (Fig. 8) 
was zero that indicated the effective width of the CG water beads, since they cannot 
approach any more closely. Secondly, the peak appear, which indicated that the CG 
water beads distance between two coarse graining water beads pack around each other 
in shell radius that was 5  of distance (r) for all of four antifreeze proteins. The long 
ranges of the occurrence of peaks were a high degree of ordering while at -20C they 
were very sharp which were in crystalline where atoms are strongly confined in their 
positions. At very long range, CG water beads had dramatically fluctuated because 
the radial distribution function describes the average density in this range. In contrast, 
AA-MD, the short separation about 1.7  for all of antifreeze proteins that  
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3.3 Residues Fluctuation of AFPs 

By comparing between CG-models and AA-models, the root mean square fluctuation 
(RMSF) of CG models frequently vibrate in a wide range from 0.2nm to 0.5nm in 
1HG7; 0.2nm to 0.9nm in 1N4I; 0.2nm to 0.8nm in 3ULT and 0.15nm to 0.4 in 3P4G 
against a little change of atomistic simulation in Fig. 10. The main mobility in 1HG7 
belong to freely movement of tail from residue 60 to 66 (MET, VAL, LYS, TYR, 
ALA and ALA) and was the same in a long tail of 3P4G from residue 270 to 300 
(TYR, ASN, ASN, SER, SER, ASP, LEU, ARG, ASN, ARG, VAL, ALA, ASN, 
PHE, GLU, HIS, ILE, ARG, VAL, SER, ASP, GLY, VAL, VAL, LYS, GLY, SER, 
SER, PRO, ALA, ASP, PHE)  while three remained structure had differ to coupling 
results between CG and AA models occurred in two tail of 3ULT and 1N4I. 

4 Conclusion and Recommendation 

By studying antifreeze protein from four different types of antifreeze proteins in both 
all atoms and coarse grained models, the results are first drawing about fluctuation 
residues by RMSD that is ALA and ALA residues at position 65 and 66 belong to 
longest tail of 1HG7, the long tail including more than 30 residues in protein sequence 
of 3ULT which do not play crucial role in ice binding side that regularly arrange on 
beta-helix motif. Specifically, 1N4I and 3ULT have been stable in binding site which 
kept beta sheet structure during molecular dynamics simulation running. Although, 
the mismatch between CG and AA was not relevant for 1N4I and 3ULT came from 
reducing many potential in details. 

5  

 
This study recommends to build a new hybrid simulation between all-atoms and 

coarse grained molecular simulation will be applied to certain residues for optimized 
computing complex by reducing the number of atoms in 1HG7 and 3ULT systems 
that will at least hundred times faster than all-atoms molecular dynamic. Besides, the 
coarse grained simulation needs to be studied further for 3P4G and 1N4I systems by 
fluctuated residues which may be affected to ice bind sites.  Additionally, molecular 
simulation cannot stand alone without the experiment up to date but it is utilized to 
support narrow understood of experiment, as small as picoseconds in interactions 
between waters and antifreeze proteins. 
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Abstract. The structure of a protein gives important information about
its function and can be used for understanding the evolutionary relation-
ships among proteins, predicting protein functions, and predicting pro-
tein folding. A structural motif is a compact 3D protein block referring
to a small specific combination of secondary structural elements which
appears in a variety of molecules. In this paper we present a compari-
son between few approaches for motif retrieval based on the Generalized
Hough Transform (GHT). Performance comparisons, in terms of preci-
sion and computation time, are presented considering the retrieval of
motifs composed by three to five SSs for more than 15 million searches.
The approaches object of this study can be easily applied to the retrieval
of greater blocks, up to protein domains, or even entire proteins.

Keywords: Hough transform, Protein motif retrieval, Protein structure
comparison.

1 Introduction

Proteins are central molecules in biological phenomena because they form the
functional and structural cell components of every organisms and their function
is determined, to a large extend, by their spatial structures. Starting from the
linear sequence of amino acid given in Protein Data Bank (PDB) [1], two basic
regular 3D structures can be envisaged [11], called SSs: helices and sheets. Small
specific combinations of SSs, which appear in a variety of molecules, are called
motifs, and can be considered as super-SSs [12].

Several motifs are packed together to form compact, local, semi-independent
units, i.e. with more interactions within it than with the rest of the protein,
called domains. As consequence, a structural domain forms a compact 3D struc-
ture, independently stable, and can be determined by two characteristics: its
compactness and its extent of isolation.

From the quantitative view-point, a structural motif is a 3D structural block
appearing in a variety of molecules and usually consists of just a few SSs, each
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one with an average of approximately 5 and 10 residues for sheets and helices
respectively. The size of individual structural domains varies from about 25 up
to 500 amino acids, but the majority (90%) has less than 200 residues with an
average of approximately 100 residues. A protein in the average has 15 SSs or
equivalently about 300 residues [10].

2 GHT-Based Approaches to Protein Structural Analysis

In recent years, many investigations have been made to analyze proteins at vari-
ous structural levels [2,9,14], for more details see [3]. In particular, we developed
various approaches for retrieving a structural block (a motif, or a domain, or
..., or an entire protein) within a protein or within the entire (PDB), by a 3D
structure comparisons based on traditional pattern recognition techniques [7].

A central strategy is to exploit the Generalized Hough Transform (GHT) to
implement blocks (of various sizes) retrieving through an exhaustive matching of
structural elements. The searched block (let us call it model and m the number
of its SSs) is in general decomposed in primitives consisting of a suitable subset
of SSs. The subset can contain one, two, three, ..., up to m the entire block to
be searched. The barycenter of the block model is usually assigned as Reference
Point (RP) and the problem is the detection and the location of the RP in the
macromolecule under scrutiny. The basic process is then a GHT voting process
on the Parameter Space (PS) which is the 3D protein space.

In this work we compare the performance of four subsets consisting of the
following primitive aggregates [5]: the single SS, the SS couples of the model,
the SS triplets of the model and the entire model.

These subsets of primitive aggregates of the model are compared with all
equivalent instances in the macromolecule or protein. For every correspondence,
a vote is given to the candidate barycenter location, which is figured out with a
special mapping rule determined from the RP position referred to the matched
primitive aggregate of the model.

After the voting process, the points in PS which have the expected number of
votes are candidate as location(s) of the RP(s) of the searched motif. Note that it
is known the expected peak intensity: the number of occurrences of the primitive
aggregates in the motif. In Tab. 1 a program sketch is given for searching all
possible motifs in a set of M proteins.

2.1 Single Secondary Structure (SSS)

This method [13] adopts as primitive for the voting process the single SS. The SS
being an helix or a sheet is represented by a straight segment on the regression
line from all the Cα atoms of the segment. The extremes are determined by the
projection of the terminal Cα atoms. The selective component of the Reference
Table (RT) consists of two parameters, ρ and θ; ρ is the segment length between
RP and SS midpoint A, and θ is the angle between SS axis and the segment−−−−−→
A−RP . The mapping rule which determines the candidate RP locations, for
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Table 1. Algorithm for the retrieval of all possible r motifs contained in a set of M
proteins. v is equal to 2 and 3 for couples and triplets respectively. p and p′ are Md,
Ad and ϕ for couple and direct matching, meanwhile are l1, l2, l3 for triplets. r and s
are respectively m and p for couples and terns and q and m for direct matching.

Input : Protein .nss files; Ni: number of protein SSs; m: number of motif SSs
Output : Locations of candidate motifs in the accumulator ARP , representing the

parameter space.
1 for i=1 to M do
2 Calculate all m combinations of Ni: Pq = C(Ni,m)
3 for j=1 to Pq do
4 Find the motif barycenter RP
5 Calculate the number of motif primitives: Pr = C(m, v)
6 Calculate the number of protein primitives: Ps = C(Ni, v)
7 for k=1 to Pr do
8 Compute the three parameters:p1, p2, p3 //RT constituents
9 for l=1 to Ps do

10 Compute the three parameters: p
′
l , p

′
2, p

′
3

11 for k=1 to Pr do

12 if (p1, p2, p3) matches with (p
′
l, p

′
2, p

′
3) then ARPl = ARPl + 1

13 Compute the peaks in HS
14 Assign the position with the expected votes as candidate RP

a given SS, is a circle on a plane perpendicular to the axis of the SS, with
radius r = ρ sin θ, having the center along the SS axis and with a displacement
d = ρ cos θ from midpoint A. Each SS of the protein under scrutiny contributes
on a circular locus on the PS. The candidate RP locations are detected as the
points of intersections of these circles and, in ideal conditions, the number of
intersection is just S1.

2.2 Secondary Structure Couple Co-occurrences (SSCC)

An SS couple setup a local reference system, having the origin in the middle point
of the first SS, the y-axis on its SS axis, and the x-axis on the plane defined by the
y-axis and the mid-point of the second SS, then the z-axis is orthonormal to the
previous two. In this reference system, the motif RP coordinates are determined,
and for each couple of SSs of the protein under scrutiny that matches a motif
couple, the candidate RP location is uniquely fixed [3].

The number of motif couples and protein couples is given by 2-combinations
of m and N respectively: C(m, 2), and C(N, 2).

For every couple in the motif, a tuple is introduced in the RT where the
selective component that characterizes the couple co-occurrence is composed by
three parameters [10]: Md, the Euclidean distance between the middle points of
the two SSs; Ad, the shortest distance between the two SSs axis; ϕ, the angle
between the two SSs translated to present a common extreme. For each motif
couple the mapping rule is reduced to a single location.
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2.3 Secondary Structure Triplet Co-occurrences (SSTC)

In 3D, middle points of three SSs can be joined and an imaginary triangle is
composed. So, through the SS triplets a local reference system is setup [6], e.g.
having the origin in the triangle barycenter, the y-axis passing through the far-
thest vertex, the x-axis laying on the triangle plane and orthonormal to y-axis,
and the z-axis following the triangle plane normal. With this reference system
the motif RP coordinates are determined, and also in this case for each triplet
of SSs of the protein under scrutiny that matches a motif triplet, the candidate
RP location is uniquely fixed [4].

For every triplet in the motif, a tuple is introduced in the RT where the
selective component that characterizes the triplet is composed by three param-
eters represented by the lengths of the triangle edges. For each motif triplet the
mapping rule is reduced to a single location. The numbers of motif triplets and
protein triplets are given by 3-combinations of m and N respectively: C(m, 3),
and C(N, 3).

2.4 Entire Motif

This approach [8] consists on an exhaustive Motif Direct Matching (MDM)
among the motif and all possible blocks (B) of the biomolecule under scrutiny
having the same number of motif SSs. Let N and Pq be the number of SSs
in the macromolecule and the cardinality of B respectively, i.e. Pq is the m-
combinations in N , computed as Pq = C(N,m). Each element of B must be
compared with the motif.

So, for each couple of SSs in both biomolecule and motif, the ternsMd, Ad and
ϕ are computed. As in SSCC the RT tuples are composed for the discriminant
component of the quoted set of motif terns, combined to the relative RP location
as mapping rule. For every correspondence between an SS motif couple and a
couple of the candidate block, a vote is given to the location of the candidate
block barycenter.

3 Experimental Results

The aim of these experiments is the evaluation of precision and computation time
of the proposed approaches. A set of proteins has been randomly selected among
the PDB 91939 structures having a number Ni of SSs ranging from 14 to 46 (a
number of residue from 174 to 496). All possible structural blocks with m equal
to three, four and five, have been retrieved for the SSCC and SSTC approaches.
For the MDM approach, due to high computation time, the experimentation has
been limited to just one thousand randomly cases selected. Due to the evident
poor performance regarding both computation time and precision the SSS has
been experimented just in a few cases. Table 2 reports the number of experiments
for the SSCC and SSTC cases

∑M
i=1 C(Ni,m) (column three: C(Ni,m)) and the

cumulative and average time performances.
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Table 2. Performances and protein parameters of the experimented set

Number of
motif SSs:
m

Number
of motifs:
Pq

Average search
time and range
per motif for
SSCS (msec)

Average search
time and range
per motif for
SSTS (msec)

Average search time
and range per motif for
MDM(msec)

3 105971 1.1 [0.6-1.5] 7.3 [0.9-11.7] 21.1 [2.5-42.7]

4 918470 1.4 [0.5-1.8] 11.2 [1.2-16.9] 310.1 [9.1-1039.6]

5 6455009 1.7 [0.5-2.2] 17.3 [1.4-24.4] 10647.5 [36.7-69353.3]

In all the nearly 15 million cases, the matching of candidates motifs with the
RT tuples has been verified with a tolerance in the comparison parameters of
ε = 1%. Figure 1 shows just an example of search of a motif composed by mixed
helices and strands on the protein 7FAB containing 46 SSs. In all cases, the
collected RP locations had exactly the expected number of votes/contributions
(three, six and ten respectively for three, four and five SSs per motif). Moreover,
no spurious peaks have been detected for the SSCC and SSTC cases; meanwhile
for MDM case the detected spurious peaks follow the above mentioned rules. In
details, the sets of second peaks have a ratio with the first peak of 1/3, 1/2, and
3/5 as expected.
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Fig. 1. Results obtained on searching a five SSs motif on the 7FAB protein. Red lines
are α-helices and blue lines are β-strands. Bold lines form the five-SS motif (three
α-helices and two β-sheets). RP and Max. vote coordinates are coincident.

No displacement from the true RP position could be measured: the motif
location (just the one where the model was defined) perfectly coincided to the
detected RP location.

From the computational time point of view the two worst solutions are the
SSS and the MDM. This is certainly due, in the first case, to the cumbersome
mapping rule which complicates both the voting process and the peaks detection
on the PS. For the MDM instead, being an exhaustive matching, the number of
comparisons grows with the polynomial complexity given above.
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From the precision point of view we get good performances by the SSCC
and SSTC, and also MDM, and the worst cases for the SSS that in the few
experiment location precision, it was under 0.32%.

4 Conclusion

Important functionalities of proteins are determined by their 3D structure, so
protein structures comparison and motif retrieving are areas of increasing inter-
est in structural biology. This paper aims at comapring GHT-based approaches
for retrieving a structural block on the basis of the 3D distribution of SSs.

All the analyzed approaches result effective for protein motif matching and
retrieval. The approaches of SSCC and SSTC to compare motif and protein rep-
resented by SSs are simple to implement, robust, computationally efficient, and
very fast with respect to the other implementations, even with GHT approach.
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Abstract. Efficient and precise motif extraction is a central problem in the 
study of proteins functions and structures. This paper presents an efficient new 
geometric approach to the problem, based on the General Hough Transform. 
The approach is both an extension and a variation of the Secondary Structure 
Co-Occurrences algorithm by Cantoni et al. [1-2]. The goal is to provide an  
effective and efficient implementation, suitable for HPC. The most significant 
contribution of this paper is the introduction of a heuristic greedy variant of  
the algorithm, which is able to reduce computational time by two orders of 
magnitude. A secondary effect of the new version is the capability to cope with 
uncertainty in the geometric description of the secondary structures.  

Keywords: Motif Extraction, Secondary Structures, SSC, Hough Transform, 
Algorithm Optimization, Greedy Algorithm. 

1 Introduction 

The study of proteins is a crucial aspect of the biological field, as they are essential 
elements of every living cell. Often, the function of a given protein is tightly tied to its 
geometric structure. Thus, protein structure analysis is an important issue with mul-
tiple applications. For example, the ability of a protein to bind other proteins or li-
gands and the estimation of evolutionary distances between families of proteins are 
both based on their spatial structure. A key part in the geometric description of a pro-
tein is played by the structural motif, a 3D group of secondary structures (SS) which 
appears in a variety of molecules. Thus, precise and efficient motif identification or 
extraction is a much requested application in the biological community. 

The simplest approach to motif extraction is the entire motif search (EMS). It is 
used to identify the location of each possible motif (defined by a set of properties, e.g. 
its spatial dimension) in a given protein. The EMS has been thoroughly analyzed [3], 
with special regard to its parallel implementation. 

However, the most interesting approach to the problem is one that we can call 
“cross motif search” (CMS). In this case every possible motif in a given source pro-
tein, is searched in each protein of a given set. A CMS run is composed of multiple 
iterations: defining the cardinality of a motif as the number of SS in that motif, the  

-th iteration of a CMS run tries to extract, from the protein set, all the motifs with 
cardinality . 



364 G. Drago, M. Ferretti, and M. Musci 

 

Fig. 1. Protein 7fab displayed as a cloud of segments using our ad-hoc visualizer software. 
Segments: SSs. Spheres: endpoints. Dots: barycenter. Red: alpha helices; Blue: beta sheets. 

In the most generalized variant, a complete CMS (CCMS) searches for every poss-
ible motif of every source protein in any other protein in the set.  

Of course, as the entire Protein Data Bank [4] contains about 90,000 proteins, a 
CCMS may require an extremely high computational time. 

In this paper we will present the CCMS algorithm and show an efficient implemen-
tation, suitable for HPC. The algorithm is based on an existing approach, the Second-
ary Structure Co-Occurrences (SSC) [1-2], which is itself based on the General Hough 
Transform technique [5]. The key idea is to ignore the biological significance on the 
motifs as much as possible, and to focus on the geometric description of the structures 
which could be simply viewed as vectors in a 3D space. 

First, we briefly describe the original SSC algorithm (sec. 2). Then we discuss an 
extensive set of modifications to the original algorithm, including an efficient greedy 
variant which is able to reduce the computational times down by two orders of magni-
tude (sec. 3). Finally, we present a few benchmarks (sec. 4). 

2 The Base SSC Algorithm 

Given a set of oriented segments in a 3D space (the source), and a search space con-
sisting of a certain number of oriented segments, the SSC algorithm [1-2] is able to 
determine whether the source is present in the search space or not, independently of 
translations and rotations of the source. 

The key idea underlying the algorithm is that any relevant secondary structure (SS) 
in a protein can be easily modeled as an oriented segment. A segment is obtained 
from a least-square approximation of all the relevant amino-acid positions, as defined 
in the DSSP description of a SS [6]. Every segment is simply identified by a barycen-
ter, two endpoints and an orientation (fig. 1). Thus a DSSP file describing an entire 
protein can be transformed into a list of segments and their properties, and easily de-
scribed by a simple XML file. 
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Thanks to this simplified model, the SSC algorithm is able to determine whether a 
given motif of SSs is present in a given protein or not. Of course, the SSC algorithm 
can be used as the base element of both the EMS and the CMS algorithms. 

2.1 Using the GHT to Extract Motifs 

The Generalized Hough Transform describes a geometric pattern by selecting a refer-
ence point (RP) in a coordinate system local to the pattern and a set of features ele-
ments (points, segments, etc.) that make up the pattern and that are geometrically 
referenced to this point. This structural description is encoded in a reference table 
(RT in the following). 

The transform (voting rule) consists of producing, for each feature element in the 
search space (the object under scrutiny), a number of candidates for the RP of the 
geometric pattern; these candidates are collected in a voting space where evidence of 
occurrences of candidates are accumulated.  

An analysis of the voting space looking for peaks of accumulated occurrences  
allows identifying places where there exist instances of the looked-for geometric  
pattern. 

This method is often used in pattern recognition. Its computational complexity can 
be quite relevant, since it depends on the numbers of feature elements used to describe 
the geometric pattern (i.e., the cardinality of the RT), on the number of feature ele-
ments present in the search space, and on the resolution at which the voting space is 
quantized. 

SSC is based on a modified GHT, which searches for motifs (geometric patterns) 
of SSs (feature elements) inside a given protein (search space). In the SSC approach, 
the basic feature elements are couples (or co-occurrences) of SSs, instead of single 
SSs as it would be expected. In this way it is possible to be both orientation- and 
translation-agnostic during the search. 

The voting rule is defined using only the geometric features of the SSs vectors. In 
the case of SSC, it is a change-of-basis matrix. 

Each row of a motif RT consists of a set of relevant geometric parameters for a 
single couple of SSs taken from that motif, and the relative transformation matrix. 

A given feature element can meaningfully produce a vote (using the matrix) only if 
its geometric parameters match against the parameters contained inside at least one 
row of the RT. In general, this matching phase can be used to reduce the number of 
votes, thus reducing both the possibility of false positives and the execution time. The 
idea is to identify a certain number of properties that the feature elements in both 
source and search space must possess and check for them before voting. 

In ideal conditions (without false positives and spurious votes), if a motif is present 
in the protein, the voting process produces a peak of votes with intensity exactly equal 

to the number of rows of the reference table or 2 , where  is the motif cardinality. 

A step-by-step analysis of the SSC algorithm is outside the scope of this paper. 
For a more detailed discussion, see [1-2].  
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3 Extending the SSC: CCMS 

3.1 Optimizations 

As the goal of this paper is to produce an efficient implementation of the CMS algo-
rithm, several optimizations have been introduced into the original SSC algorithm. 
Here we discuss only the most significant ones. 

In a naïve implementation, geometric parameters associated to each couple of SSs 
are calculated just-in-time, i.e. each time that a couple is considered. Therefore, some 
computations are repeated uselessly multiple times. It is possible to save a significant 
amount of time if one stores the geometric parameters associated to each couple in a 
special purpose cache. The cache is filled in completely, for each protein, before the 
actual search on that protein. 

It is also possible to linearize the cache, so that the algorithm reads it in sequence, 
thus ensuring both space and time locality. The key idea is to associate a set of conti-
guous natural number to the couples, and is based on the combinatorial number sys-
tem by D. Knuth [7]. 

3.2 Tolerance Parameters 

To adapt SSC for CMS, we need to make it account for tolerance in the geometric 
features. The first three features to consider are the ones used to construct the refer-
ence table, namely the barycenter distance, the line distance and the angle between the 
two SSs in the couple. 

Moreover, it is extremely important to allow for adequate peak tolerance during 
the finding phase of the algorithm, as even extremely similar motifs can produce 
votes in a spread of a few angstroms. Thus, CMS employs an exact procedure to 
extract accumulation of votes from the search space, based on the MaxCliqueDyn 
algorithm by Konc et al. [8]. 

We also implemented two additional checks during the matching (see sec. 2.1) be-
tween a row in the RT and a couple of SSs in the search space. The first check is bio-
logical in nature: two geometrical affine couples can match only if both have the same 
biological types (e.g. two alpha helices can match only with two other alpha helices). 
The second check is based on the size of the SSs. Two couples can match only if they 
are comparable in size. 

Accounting for tolerance during the matching phase yields two kinds of different 
false positives (i.e. accumulations of voting points which cannot be considered valid 
search hits): 

1. Random accumulations of voting points, cast from completely unrelated couples; 
2. Accumulations of voting points that are only due to a portion of the searched motif. 

Note that random accumulations become more frequent as the number of cast votes 
increase. 
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In order to reduce the impact of this problem, one can eliminate all the clearly 
invalid accumulations points. Thus, peaks with cardinality lower than expected1 and 
peaks which are too far away from their predicted reference points are filtered away. 

Additionally, a third kind of spurious result is possible: an accumulation of votes 
referring to a valid motif, plus one or more spurious secondary structures. However, 
results of this kind cannot be filtered as they may contain peaks which were otherwise 
not considered. 

3.3 The Orientation Problem 

The base SSC algorithm defines the voting rule for each couple as a change-of-basis 
matrix (see sec.1), which transforms the coordinates of the motif reference point from 
the source protein reference system to a reference system which depends only on the 
geometric properties of that couple. As the SSs are modeled as oriented segments, and 
each couple defines an internal order of SSs, it is possible to define a procedure to 
identify a unique reference system for each couple. For more details, see again [1]. 

For performance reasons, it is not affordable to consider inverse couples (i.e. 
couple which are made of the same SSs, but taken in the inverse order) as different 
couples. This would double both the number of comparisons and the size of the cache. 
Moreover, we noticed that the orientations of the SS segments are dependent on their 
DSSP description, which can differ even for very similar motifs, leading to geometri-
cally valid matches being discarded due to their opposite orientation. 

Thus, an orientation-agnostic approach is needed to ensure correctness, i.e. to 
avoid losing potential matches. 

Given two segments in a 3D space, there are at least four different ways to con-
struct a local reference system, which is completely independent of the external  
context. Each of them depends on the orientations of the segments and their relative 
order. Thus we modified the way in which the RT is constructed: each row carries 
four different voting rules, i.e. four different matrices. This means that each match 
produces four votes, not one. In this way the core of the algorithm remains the same, 
it is still possible to exploit linear accesses to the cache and correctness is ensured. 
The increased cost, of course, is due to the extra time needed to process a single vote 
and the fact that the number of votes increases by a factor of four. Fortunately the 
filters help in greatly reducing the number of votes. 

To avoid useless recalculation, all the inverse matrices are also stored in a cache, 
initially empty. Each entry is written only when needed, using appropriate synchroni-
zation. In this way the application would be safe from race conditions if it were to be 
run in parallel. 

3.4 An Efficient Greedy Variant (Greedy-CCMS) 

The CCMS algorithm can be implemented in a straightforward way, which leads to a 
brute-force approach. Each iteration (with increasing motif cardinality, see sec. 1) is 
                                                           
1  i.e. 2 , where  is the motif cardinality. See sec. 2.1. 
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performed independently from one another and has a complexity of !  where  

is the number of SSs in the search protein and  is the cardinality of the motif [3]. 
Fortunately, it is possible to greatly reduce the average complexity of the CCMS 

algorithm. Note, however, that the asymptotic complexity remains the same. 
Given two motifs  and , we say that  is a sub-motif of  if the SSs in  are a 

proper subset of the SSs in . The key idea is that a motif of dimension  is present in 
the search space only if all its sub-motifs of dimension 1 are also present. Starting 
from this observation it is possible to define a constructive algorithm: 

 

1. The first step consists of a fast brute-force iteration, where motifs of the source 
protein having a cardinality of three2 are searched inside the search protein. 

2. All found peaks, before being filtered (see sec. 3.2), are collected in a set (called 
unfiltered). 

3. The peaks are filtered and saved in another set (results), as they are indeed valid. 
4. From the next iteration onward, the algorithm constructs new source motifs in the 

following way: for each peak in the unfiltered set of the previous iteration, and 
for each SS  in the source protein, add  to the motive associated to the peak. 

5. Search the so-constructed source motifs inside the search protein. 
6. The algorithm terminates when the unfiltered set of the previous iteration is empty. 

 

There are two main advantages related to the greedy approach. The first is the ex-
tremely lower execution times (up to two orders of magnitude) if compared to the 
brute-force approach (see sec. 4). The second one is that the approach is feasible even 
for motifs having a high cardinality, as opposed to the brute-force approach. In fact, 
Greedy-CCMS can efficiently extract motifs up to the maximum cardinality , even 
identifying whole tertiary structures. 

4 Benchmarks 

In this section we will present some benchmarks for both the brute-force and the 
greedy variant of the CCMS. 

As stated in sec. 1, a CCMS on a protein set implies comparing each protein in the 
set against each other, in order to extract all the common motifs. 

The small protein dataset described in [2] has been used for the benchmarks. As 
the dataset contains 20 proteins, the total number of protein pairs to be processed is 
exactly 202 – 20 = 380. The maximum cardinality for the source motifs was set to 5. 

The results reported in Table 1 clearly show the performance improvement of the 
greedy variant of the algorithm over the brute-force one. The speed-up of the greedy 
variant is about 75.6 using strict tolerance parameters and 42.3 using loose parame-
ters. Both implementations take advantage from the optimizations described in sec. 3. 
For higher cardinalities of the source motifs the speedup of the greedy variant is ex-
pected to be even better. 

                                                           
2 The smallest significant dimension for a motif is three, as dimension one is nonsense, and 

dimension two is trivial. 
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Table 1. CCMS run on the test database (max. cardinality 5): execution times 

CCMS variant Tolerance Total exec. time (sec.)Avg. exec. time for a single pair
of proteins (sec.)

brute-force strict3 2,756.84 7.255
brute-force loose4 2,821.06 7.424
greedy strict 36.51 0.096
greedy loose 66.62 0.175

It is worth mentioning that as the tolerance parameters become looser, the greedy 
variant tends to the same performance of the brute-force variant. The reason is that the 
higher number of matches for motifs of low cardinality (3 and 4) increases the num-
ber of motifs to be processed in the steps 4 and 5 of the Greedy-CCMS (see sec. 3.4). 

Exploiting the high performance of the greedy variant, we repeated the benchmark, set-
ting the maximum cardinality to 10. The number of matches, even on a very small dataset, 
is quite impressive (see Table 2) 5. Fig. 2 depicts an example of match with cardinality 10. 

Table 2. CCMS run on the test database (max. cardinality 10): histogram of the matches 

Tolerance Total exec. time (sec.) Motif cardinality Number of matches 

strict 47.25 
3-4 4,551 
5-8 2,313 

9-10 0 

loose 119.33 
3-4 5,007 
5-8 3,966 

9-10 611 

 

Fig. 2. CMS between proteins 2qx8 (source) and 2qx9 (search). Example of match with cardi-
nality 10. 

                                                           
3  Barycenter distance: 0.5 Å; line distance: 0.5 Å; angle: 5°; peak: 1.0 Å. 
4  Barycenter distance: 0.5 Å; line distance: 0.5 Å; angle: 5°; peak: 1.5 Å. 
5  Numbers may include the same motifs matching more than one time. Moreover, items like 2qx8 

and 2qx9 represent variants of the same protein, thus producing a large number of matches. 
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5 Conclusions and Future Work 

In this paper we have presented a new algorithm, called CCMS, which is based on an 
extension of the pre-existent SSC algorithm. Benchmarks show that Greedy-CCMS is 
extremely more efficient than the straightforward brute-force implementation, so that 
the CCMS is indeed feasible in terms of execution times. 

The number of extracted motifs is impressive. However, the current implementa-
tion is unable to automatically exclude duplicate results, to discriminate the most 
relevant results from a biological point of view, or to perform a statistic analysis of 
the matches. Addition of efficient data-mining is the main line of work for the next 
extension of the algorithm. 

Moreover, it may be interesting to analyze a different variant of the original algo-
rithm, by the same authors, called SS Tern [9]. The base feature element for the SST 
is a triplet of SSs, and not a couple as in the SSC. Using terns, it is easier to unambi-
guously identify a local reference system, thus decreasing the size of a single row in 
the reference table, even if the SST has a higher complexity. 

Eventually it could be possible to implement a new CMS variant using as its base 
elements modified versions of both SSC and SST. 

Finally, as it was noted previously, CCMS can be very computationally expensive, 
even in the greedy variant. An MPI implementation of the algorithm is in the work-
ings; the goal is to process the entire PDB (or at least the most relevant SCOP fields 
[10]) on the CINECA supercomputing facilities [11]. 
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Abstract. A structural motif is a compact 3D block of a few secondary structur-
al elements (SSs) − each one with an average of approximately 5 and 10  
residues for sheets and helices respectively − which appears in a variety of ma-
cromolecules. Several motifs pack together and form compact, semi-
independent units called domains. The domain size varies from about 25 up to 
500 amino acids, with an average of approximately 100 residues. This hierar-
chical makeup of molecules results from the generation of new sequences from 
preexisting ones, in fact motifs and domains are the common material used by 
nature to generate new functionalities. Structural biology is concerned with the 
study of the structure of biological macromolecules like proteins and nucleic ac-
ids, and it is expected to give more insights in the function of the protein than 
its amino acid sequence. In this paper we propose and analyze a possible  
performance of a new approach for the detection of structural blocks in large 
datasets such as the Protein Data Base (PDB). 

Keywords: protein motif retrieval, protein structure comparison, protein  
secondary structure, protein data bases, secondary structure saliency, error 
analysis. 

1 Introduction 

In the last decade many approaches have been developed for retrieving a block (a 
motif, or a domain, …, up to an entire protein) within a protein, or within the entire 
PDB, by using 3D structural comparison [1-3].  

As an example, starting from a traditional pattern recognition techniques − the Ge-
neralized Hough transform (GHough) [4] − a family of new approaches have been 
proposed on the basis of the ‘primitives’ complexity from which the voting process 
can rise. The smallest aggregate can be the single SS [5]; at another more effective 
level we adopted the occurrences of pairs of SSs [6]; in alternative we proposed terns 
of SSs occurrences [7]; up to the entire motif of m SSs, m≥3, for a complete exhaus-
tive matching [8]. All these techniques are similar for what refers the basic process, 
and adopt the same Parameter Space (PS) – the protein volume – but differ consistent-
ly about the voting process and consequently in performances [9]. Nevertheless, in all 
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these methods, in the PS, after the voting process, the points which have the expected 
number of votes are candidates as Reference Point (RP) locations of the searched 
motif. Note that, it is known the expected peak intensity and the composition: the 
number of occurrences of each SSs types in the motif model.  

The computational complexity of the quoted GHough approach is limited, e.g. for 
the pairs (and terns) co-occurrences, being N the number of SSs of the macromolecule 
under analysis, the computational complexity is O(N2m2): the number of protein SS 
pairs is O(N2) and the number of model motif SS pair is O(m2) and each protein pair is 
to be compared to each motif pair to eventually give a vote in the correspondent dis-
placement of the RP location.  

Nevertheless, for searching all the presences of a given motif in a large PDS, this 
approach is considered slow and thus impractical – even if, in the average, a three-SSs 
motif is detected in a given protein in about 5 μs! So, in this paper we proposed a new 
approach, derived by the quoted ones, but exploiting other than the 3D SSs distribu-
tion, also salient biochemical information on the SS composition. In this way we im-
plement a new planning strategy in order to reduce consistently the computing time, 
but without losing the precision performance. 

2 Our New Strategy 

The SSs are usually represented as oriented linear segments, e.g. the axis for the α-
helix and the best fit segment for a β-strand. The determination of the SSs of a protein 
is usually given by programs designed to standardize the SS assignment, such as the 
DSSP [10], or the STRIDE [11], which are both considered sufficiently precise (even 
if on the average 4.8% of the target residues were differently assigned). These pro-
grams support a rich information, such as: i) the total number of residues, ii) the num-
ber of chains, iii) the total number of hydrogen bonds, iv) the sequential residue num-
ber, v) the amino acid sequence, vi) a SS summary, vii) the type of helix (of 3-4-5 
turns) or of β-bridge or the sheet label, moreover, viii) geometrical bend, ix) chirality, 
x) solvent accessibility, etc.  

In our approach, the basic idea is initially to refer just to one SS, selected in the 
model motif for its saliency on the basis of the above detailed information. As for the 
GHough methods, it is also convenient to limit the displacement of analysis for a 
trivial reason related to precision, and thus to select the main SS as close as possible 
to the barycenter of the model motif. We will call S0 this reference SS of the motif 
model hereinafter. 

Also in this new approach, as for the mentioned GHough approaches, it is neces-
sary to set up a Local Reference System (LRS) for the model representation, and it is 
convenient that the LRS origin is to be as close as possible to the barycenter. A suita-
ble point for that is the midpoint of S0. Moreover, it is convenient to put the y-axis of 
the LRS on the axis of S0, meanwhile the x-axis is located on the plane defined by the 
y-axis and the midpoint of a second SS, in this connection the z-axis is obviously 
orthogonal (see figure 3). For the same reason of precision robustness, it is convenient 
that also this second SS would be well characterized and situated as far as possible 
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from S0 , and as more as possible tilted with respect to S0. Note that, the higher the 
distance the higher also the searching space for this second SS. We will call S1 this 
second SS of reference for the motif. 

For this SS pair (S0, S1), which characterizes the motif and fix the LRS, two para-
meters are discriminant: ρ1, the Euclidean distance between the  midpoints of the two 
SSs; φ1, the angle between the axis of S0 and the midpoint of S1, as shown in figure 1. 

 

 
Fig. 1. The (ρ, ϕ) parameters definition of the main motif SSs-pair (S0, Si), i=1 

The general target is to detect all possible instances of the motif in the given pro-
tein, or in a set of proteins, or in the whole PDB.  

A preliminary search is devoted to look for all possible SSs, which have the same 
peculiarities (SS type, number of residues, amino acid sequence, etc.) of S0, where we 
locate the origin of the LRS. Being n, n≤N, the number of protein SSs, which match 
S0, it would be necessary to analyze all the n-neighborhood NB(n) to validate the 
possible existence of the motif. 

 

 

Fig. 2. The locus of candidate S1 positions is a circle in PS, which is orthogonal to reference  
S0 and centered on S0 axis 
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In a second phase we have to introduce the LRS of the candidate motif in each 
NB(n). For this purpose we need to identify the possible locations of S1. Obviously, 
these instances of S1 must be compatible with the two parameters (ρ1,φ1), shown in 
figure 1, referred to S0, other than compatible to the peculiarities of S1 (its SS type, 
number of residues, amino acid sequence, etc.). From the geometrical point of view 
the locus of the candidate positions of the midpoints of S1 is a circle belonging to a 
plane, normal to the axis of S0, and having the center on this axis at a distance 
ρ.cos(φ) from the midpoint of S0. Figure 2 details this locus. For each point of the 
dashed circle the possible existence of S1 must be validated. 

Let us call n1 the number of compatible pairs (S0, S1) that are extracted in the above 
way, obviously n1≤ n. It is now necessary to examine the existence of all the other SSs 
of the motif in the proper locations of neighborhoods NB(n1). 

For this purpose all the SSs of the motif model are described in a Reference Table 
(RT) by their displacements (x, y, z) referred to LRS. The cardinality of the RT equals 
(m-2). In each of these m-2 positions, a SS of the motif must be located. Beside this 
geometrical validation, obviously, also the biochemical validation is better to be done 
(as usual in terms of SS type, number of residues, amino acid sequence, etc.). Figure 3 
illustrates this process for the simple case of a motif model composed of just  
three SSs. 

Saliency and precision of these matches is analyzed in the sequel. 
 
 

 

Fig. 3. Top-right: a 3 SSs motif model description. The local reference system is defined as 
follows: the y-axis coincides with the axis of S0, the (x,y)-plane is defined by this axis and the 
midpoint of S1. The motif existence confirmation process for two cases, in which the main pair 
(S0, S1) of helices is detected, is illustrated: top-left the complete motif is present; bottom-right 
the 3rd SS (S2 ) of the motif is missing. 
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3 The Algorithm 

A protein structure of N segments and a motif of Nmm ≤<0,  are considered. Each 

segment is determined in a 3D space by its start and end points, i.e. the directions are 
known. Additionally, the midpoints of the all segments are also considered known. 

For next formula simplicity we will introduce 1, −= mkk , Nk <<0 . Thus, the 

algorithm on the proposed strategy can be briefed as follows: 
1 Choose a reference SS 0S . Consequently choose 1S  to build the LRS of the 

motif. Referring to LRS build the model motif description on the RT, con-
taining the information of all the remaining SS: ρ and ϕ parameters, the dis-
placement ),,( zyx , and the biological information. 

2 Detect all the reference segment candidates in the protein structure under 
analysis. The search rule is – each candidate should have similar biological 
characteristics like the motif reference segment. Let the number of the refer-
ence candidates is Nnn ≤, .  

3 For each protein reference candidate, do 
- look for a reference SS candidate 1S . Let the number of the these refer-

ence candidates is Nnn ≤11 , . 

- look for a k-long series protein SSs compatible to ρ and ϕ and other bio-
logical and/or geometrical parameters like in the motif.  

4 End and result: a number l of appearances (instances) of the motif are found 
in the given protein, 10 nl ≤≤ , where l=0 is the worst case of nothing found. 

4 The Algorithm Errors Evaluation 

We can model the errors of an appearance of the given motif into the given protein 
structure following the strategy described above, namely: 
- The given motif consists of k+1 number of segments, kiSi ,...1,0, = , where iS  

plays for both, the segment itself and for its midpoint. 
- As the initial (referencing) segment 0S is already chosen, the  midpoint of all the 

rest of segments kiSi ,...1, =  determines the respective couple ),( ii ϕρ , 

),( 0 ii SSD=ρ , D(.,.) is the Euclidian distance operator, and iϕ  is the angle be-

tween the segment 0S  and the line-cut iSS ,0 . 

- A few reference instances 0

~
S  can be found in the given protein, such that 

00 ~
~

SS , and to dispatch the task we will consider as 0

~
S  only one of them. Thus, 

each segment kiSi ,...1,
~

=  of the motif appearance in the protein will determine 

the respective couple )~,~( ii ϕρ . 

- For the errors between the motif and its appearance we can write down as fol-
lows: iii ϕϕϕ −=Δ ~  and iii ρρρ −=Δ ~ , ki ,...1= , as well as: 
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{ } { }iiiiiii ρϕρρϕρ ΔΔ≈ΔΔ=Δ ,max),sin(max , where iΔ , ki ,...1=  is the re-

spective distance error modeled by a sphere of radius iΔ  and center kiSi ,...1,
~

= , 

see also figure 4.  

- Additionally, considering that each  midpoint kiSi ,...1,
~

= , is chosen indepen-

dently from the other ones, we can evaluate the maximal error Δ  of choosing an 
appearance of the motif as follows:  
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where { }i
ki

P ρ
,...1

max
=

=  can be calculated preliminary, while ϕΔ  is the admissible 

angle error, and ρΔ is the admissible distance error, both of them to be given 

outside, see also figure 5. 

 
Fig. 4. Errors model of choosing the midpoint of a segment 

 

Fig. 5. Errors model of choosing the all segment midpoints of a motif 
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- We can rewrite (1) as follows:  

 




Δ>ΔΔ
Δ≤ΔΔ

=Δ⇔ΔΔ=Δ
0

0

,.

,
},.max{

ϕϕϕ
ϕϕρ

ρϕ
P

P ,  (2) 

 where { } ρρ
ρ

ϕ Δ=
Δ

=Δ
= i

ki

P
,...1

0 max . 

 Besides, ϕΔ  should be given in radians, while ρΔ  should be given relatively to 

the size of the pixels (voxels) in the searching algorithm (see sections 2 and 3). 
- Additionally, we can use the error evaluation (1) to check the precision of the 

given appearance of the motif, considering the triangle distance inequality among 
each triplet of points kjiSSS ji ≤<≤1,),,( 0  (see also figure 5): 

 Δ≤− ),()
~

,
~

( jiji SSDSSD  (3) 

 If (3) is fulfilled for every couple kjiSS ji ≤<≤1,)
~

,
~

( , i.e. 2/)1( −kk  number 

of check-ups, then the appearance has all chances to be correct. 
- To accomplish a full check of the given appearance also the directions and the 

lengths of each kiSi ,...1,
~

=  can be compared with the respective iS of the motif. 

And the latter can be performed using a similar model of errors like the above de-
scribed, see also figure 6, where 2/id  and iγ  are to play instead of iρ  and iϕ , 

ki ,...1= . 

 
Fig. 6. Errors model of checking the direction and length of a segment 
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5 Conclusions 

The spatial protein structure determines to a large extend the protein functionalities. It 
is thus very important to learn the structure-function relationship of proteins, and to 
compare their structures for retrieving of recurrent structural blocks such as motifs, 
domains, and units.  

This paper aims to motif retrieval in single protein and in protein dataset, up to the 
whole PDB.  

In order to retrieve motifs many approaches have been proposed in literature. In 
this paper we discussed a new tool that supports a planning strategy, targeting effi-
cient analysis and robustness to error.  

The efficiency is related to the capability to exploit the salient data, usually sup-
ported and made available, beside their geometrical features − such as the length of 
the structure in terms of number of amino acids, the biochemical properties, the se-
quence of the amino, etc., by known reliable programs like DSSP and STRIDE. Ro-
bustness is analyzed on the basis of a predefined maximum tolerable error, and on a 
rigorous analysis of the consequence of this constraint.  

We are now planning an intensive quantitative analysis of the effectiveness of this 
new approach for practical problems such as alignment and structural block retrieval 
at different level of complexity: from basic motifs composed of a few SSs, up to en-
tire units.  

Moreover, in a more application oriented paper, we will analyze the motif model-
ing exactness or flexibility, with the opportunity of introducing a suitable metric for 
standard protein motifs (that is for structural blocks belonging to various protein fami-
lies). Thus the focus will be on common components for a set of proteins that perform 
similar function, and will not relate to a metric block model extracted from a given 
protein as we experimented up to now. 
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Abstract. The development of high-throughput technology in genome sequencing 
provide a large amount of raw data to study the regulatory functions of transcription 
factors (TFs) on gene expression. It is possible to realize a classifier system in which 
the gene expression level, under a certain condition, is regarded as the response 
variable and features related to TFs are taken as predictive variables. In this paper 
we consider the families of Instance-Based (IB) classifiers, and in particular the 
Prototype exemplar learning classifier (PEL-C), because IB-classifiers can infer a 
mixture of representative instances, which can be used to discover the typical 
epigenetic patterns of transcription factors which explain the gene expression levels. 
We consider, as case study, the gene regulatory system in mouse embryonic stem 
cells (ESCs). Experimental results show IB-classifier systems can be effectively 
used for quantitative modelling of gene expression levels because more than 50% of 
variation in gene expression can be explained using binding signals of 12 TFs; 
moreover the PEL-C identifies nine typical patterns of transcription factors 
activation that provide new insights to understand the gene expression machinery of 
mouse ESCs. 

Keywords: Knowledge Discovery, Instance-Based Learning, High-throughput 
Sequencing, ChIP-Seq, RNA-Seq. 

1 Introduction 

High-throughput genome-sequencing technologies are now routinely being applied to 
a wide range of important topics in biology and medicine, often allowing researchers 
to address important biological questions that were not possible before [1] [2]. The 
recent development of RNA sequencing (RNA-Seq) technology holds the promise to 
provide more accurate gene expression measurements than traditional microarray. 
Meanwhile, chromatin immunoprecipitation (ChIP) coupled with sequencing 
technologies (ChIP-Seq) have been developed to identify whole-genome localization 
of protein–DNA binding sites [3][4]. Applications of techniques belongs to fields of 
Machine Learning (ML) [5][6] and Knowledge Discovery in Databases (KDD) [7] 
can be useful to make an integrative analysis of these data and providing us an 
insightful view of genome functions. Predictive modeling (such as the training of a 
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classifier system) is a machine learning strategy to predict an outcome from one or 
more variables (predictors). In the study of gene regulation, a classifier system can be 
constructed in which the gene expression levels under a certain condition is regarded 
as the response variable and various features related to transcription factors (TFs) are 
taken as the variables. A classifier system can have two mayor purposes: to predict 
class of new observations and to extract knowledge [7] from past experiences. In this 
work we choice to use instance-based (IB) classifiers in order to extract the typical 
patterns and internal structure in data obtained from sequencing of RNA (RNA-Seq) 
and of chromatin immunoprecipitation (ChIP-Seq) regarding the gene-expression 
regulatory-system in mouse embryonic stem cells (ESCs).  

2 Instance-Based Classifier Systems 

Instance-based (IB) classifier systems [5] [6] constitute a family of classifiers which 
main distinctive characteristic is to use the instances themselves as classes 
representation. IB classification relies on the similarity between the new observation 
to be classified and instances chosen as representative of the learnt class. Within this 
family we can identify two sub-families [6]: the first is based on prototype methods 
and the second on nearest-neighbours. The prototype methods build representative 
instances as centroids of classes or sub-classes, often using iterative clustering 
algorithms; conversely the nearest-neighbours methods use exemplars filtered from 
dataset as representative instances. The IB based classifiers and in particular the k-
Nearest Neighbour Classifier (k-NNC) achieve such performances to be used in real-
life problems, but they are not used in situations where an explanation of the output of 
the classifier is useful, because it is commonly assumed that “instances do not really 
«describe» the patterns in data” [5, p.79].  

Some recent developments show that some hybrid IB classifiers, such as the 
Prototype exemplar learning classifier (PEL-C) [8] and the Total recognition by 
adaptive classification experiments (T.R.A.C.E.) [9], which generalize both prototype-
based and exemplar-based classifiers, can be used to discover the “typicality 
structure” of learnt category, detecting how the class is decomposable in subclasses 
and their typicality grade within the class. The representative instances obtained from 
these classifiers are composed of a mixture of instances varying from prototypical 
ones to atypical ones, which form the so-called “gradient of typicality” [10].  

We focus on the learning algorithm introduced in [9] (see Algorithm 1 in the 
following) because it has particular formal characteristics which are explained in 
detail in [9; sect. 3]. In particular it is possible to demonstrate (theorem 3.2 in [9]) that 
the representative-instance set inferred by this learning algorithm can vary from that 
of the Nearest Prototype Classifier (NPC), which is completely based on prototypes, 
to one of the Nearest Neighbour Classifier (NNC), which is completely based on 
exemplars according to the number of learning iterations and to the particular dataset. 

We present in the following the learning algorithm1; we indicate TS as the training 
set, RI as the representative instances set and Ck as the items of the k-th class: 

                                                           
1 A similar version of this algorithm can be found in [9, p.481]. 
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Algorithm 1.  Learning algorithm of hybrid instance-based classifiers 

1. Initialize RI with the barycentres of the classes Ck 
2. WHILE NOT (Termination Condition) 
%%(Find a new candidate representative instance) 
   2.1 Calculate the distances between every instance of TS and every 
       instance of RI  
   2.2 Among the misclassified instances of TS, find the instance which 
       is the farthest from the nearest instance of RI belonging to its  
       own class. Call it X and assume that it belongs to the class Ck 
   2.3 Add X to RI. 
%%(Update RI) 
   2.4 Consider only instances of RI and TS belonging to Ck Call them as 
       RIk and TSk, respectively 
   2.5 Update the positions of RI using the k-means clustering algorithm 
       applied only to TSk with starting conditions RIk: 
      2.5.1 Apply the NN-rule to the items of TSk respect to the RIk 
      2.5.2 Iteratively re-calculate the locations of instances of RIk  
            by updating the barycentres calculated respect to the  
            subclasses determined with the NN-rule. 
3. END 

The behaviour of these classifier systems can vary from the one of the NPC to the 
one of NNC in an adaptive way and according to the chosen termination condition and 
to the particular classification problem. In intermediate cases the number and the kind 
of the representative instances is dynamically determined as a combination of 
prototypes, exemplars and representative instances of an intermediate abstraction 
level. We call these classifiers “hybrid” to refer to the type of representative instances 
set which can be inferred and it does not refer to a kind of classifier obtainable with a 
simple joining of classifiers NPC and NNC. In general, we can think about different 
possible termination conditions for the Algorithm 1, such as the following: 

• Training accuracy. The accuracy percentage in classification of the training 
set is fixed and it can be equal to or less than 100%. In the case it is set to 100%, the 
system is forced to classify correctly all the training set, and the obtained classifier is 
the one proposed by Nieddu and Patrizi [9] and it is known as T.R.A.C.E.  
• Predictive accuracy. The system can estimate its own performance on new 
instances by using a technique of cross validation [5, p.149] as varying the number of 
iterations. Therefore, the system is able to find the minimum number of iterations to 
obtain the maximum capability of generalizing (predictive accuracy on new 
instances). This termination condition is the one used by the Prototype exemplar 
learning classifier (PEL-C) [8], which usually [8][10] infers a number of 
representative instances definitely lower than both the T.R.A.C.E. and the k-NNC. 

3 The Case-Study in Mouse Embryonic Stem Cells 

We consider the gene regulatory system in mouse embryonic stem cells (ESCs) as 
investigated firstly in [3]. The study of this type of cellular line is fundamental in  
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molecular biology because ESCs can maintain self-renewal and pluripotency, i.e., 
having the ability to differentiate to any adult cell type. The considered genes are 
extracted from the NCBI Reference Sequence database (RefSeq) which is an open 
access, annotated and curated collection of publicly available nucleotide sequences 
(http://www.ncbi.nlm.nih.gov/refseq/). In order to predict gene expression, we use the 
ChIP-Seq data of 12 Transcription Factors (TFs): E2f1, Mycn, Zfx, Myc, Klf4, 
Tcfcp2l1, Esrrb, Nanog, Oct4, Sox2, Stat3, Smad1. The gene expression values of the 
sequencing data were calculated by the RPKM definition (the number of reads per 
kilobase of exon region per million mapped reads) based on a RNA-sequencing data. 
The reference genome used for Mus musculus is the UCSC mm8 
(http://genome.ucsc.edu/). 

3.1 The Dataset 

Following Ouyanga et al. [3] we consider 18936 RefSeq genes for the mouse and for 
each of them we define a feature vectors composed of 12 attributes (one for each TF) 
called TF Association Strength (TFAS); TFAS are computed using a weighted 
summation of TF binding peaks where those with higher reads intensity or location 
proximity to the transcription start site (TSS) were given higher weights.  

Formally, the association strength of TFj on gene i is a weighted sum of intensities 
of all of the peaks of TFj:  

aij = ∑k  gke-d
k
/d

0 
 

where: gk is the intensity (number of reads) of the k-th binding peak of the TFj, dk is 
the distance (number of nucleotides) between the TSS of gene i and the k-th binding 
peak, and d0 is a constant, posed equal to 500 bps for E2f1 and 5000 bps for other TFs 
because E2f1 tends to be closer to TSSs [3]. Gene-expression classes are defined in 
the following 2 step procedure. First, we apply a logarithmic rescaling to the raw 
expression values (RPKM) based on mapped mRNA sequencing data for mouse 
ESCs; as usual, to avoid taking the logarithm of zero, a small positive constant is 
added; formally: 

Log10(RPKM + 0.01) 
 
Then we apply a 5-classes equal-width binning, to transform the continuous 

variable of expression level into a categorical one with 5-values. Each class represents 
an intervals of equal size. The five classes are labelled as following: C1 – ‘Very Low’, 
C2 – ‘Low’, C3 – ‘Middle’, C4 – ‘High’, C5 – ‘Very High’.  

Summarizing, the used dataset2 has 18936 rows (one for each gene), 12 features 
(one for each transcription factor) considered as predictive variables and 5 classes 
(one for each gene-expression level) regarded as the response variable to be predicted. 

                                                           
2 The original version of the dataset is available as supplementary material of [3]; the dataset 

used in this work is available on request. 
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4 Experimental Results and Discussions 

4.1 Experimental Procedure 

We use an experimental procedure, to evaluate the classifier systems, composed of 3 
steps: training, validation, and testing. In the training phase we train the classifier 
systems on data and in the validation phase we estimate how good the classifiers has 
been trained to select the best performing parameters, such as the value of k for the k-
NNC or the number of learning iterations for the PEL-C. Because accuracy computed 
on the data used for training or also for validation are optimistically biased to predict 
real classification capabilities of the systems3, in the testing phase we compute the 
accuracy of the previously tuned classifiers on a different data.  

According to this procedure the dataset is divided in a sample-dataset, used for 
training and validation, and a test-dataset, used for testing. The sample-dataset is 
iteratively split in the training set and validation according to a cross-validation 
procedure. The sample is composed of 1000 genes randomly selected from the entire 
dataset with no stratified sampling; so we have a sample set which have N >> p (N is 
2 order of magnitude higher than p = 12).  

We carried out different cross-validation runs applied to sample dataset for every 
classifier system considered: NPC, NNC, k-NNC, T.R.A.C.E. and PEL-C. Each run on 
sample set was prepared by using the leave-one-out procedure as a cross-validation 
technique. 

4.2 Experimental Results 

We show here the comparison of the experimental results obtained applying the 
different classifier systems to the above problem of classification.  

The k-NNC is applied to sample-dataset by varying k between 1 and 25. The best 
accuracy is obtained for k=16. In order to analyze the behaviour of the PEL-C the 
iterative learning algorithm (see Algorithm 1) is applied to sample-dataset by varying 
the number of iterations between 1 and 16. The PEL-C obtains the maximum accuracy 
on the test set after 5 iterations and finds 9 representative instances, while 457 iterations 
are needed so that the learning algorithm converge to the stop condition of T.R.A.C.E, 
and it finds 461 representative instances. To compare classification performance and the 
kind of class representations obtained by different IB classifiers we have considered the 
following indexes: the accuracy on sample-set (computed by leave-one-out), the number 
of representative instances and the accuracy on the test-set (see Table 1).  

We observe that PEL-C is outperformed in classification performance only by the 
k-NNC, that has the k optimized in order to maximize performances, but PEL-C 
obtains a classes representation composed with only 9 instances against the 1000 of 
the k-NNC. The NPC uses only 5 instances, which are all pure prototypes, but its 
accuracy is lower than PEL-C and k-NNC. The k-NNC and NNC use a classes 
representation entirely composed of exemplars, which are the 1000 instances of the 
whole sample-dataset. 

                                                           
3 In fact accuracy on sample-set is also called resubstitution rate or also apparent accuracy. 
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Table 1. Performance indexes obtained by different classifier systems 

 NPC PEL-C T.R.A.C.E. NNC 
k-NNC 
(kbest=16) 

Representation:  
Prototype-

based 
Hybrid Exemplar-based 

Accuracy on test set (%) 46.36 54.40 49.29 53.23 63.84
Accuracy on sample set (%) 48.45 52.07 47.31 49.59 59.02

Representative instances 5.00 9.00 461.00 1000.00 1000.00
 
To analyse the behaviour of a classifier system to discriminate among different 

classes in a multiclass problem is often useful to compute the confusion matrix 
between actual classes and predicted ones; because the actual classes in our problem 
is obtained by a binning procedure from a continuous values we show (see Figure 1) 
the box-plot of log values of actual gene expression levels for each predicted classes 
by the PEL-C. 

 

 

Fig. 1. Actual gene expression values versus the gene expression class predicted by PEL-C 

4.3 Knowledge Extraction 

Knowledge discovery has been defined as “a non-trivial process of identifying valid, 
novel, potentially useful and ultimately understandable patterns from collections of 
data” [7]; its main aim is to reveal some new and useful information from the data. 

The most interesting and useful representative instances inferred by IB classifiers 
are the ones obtained by PEL-C, which extracts a representation of classes very  
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concise, regarding the number of instances (only 9 patterns), and expressive, because 
is composed of a mixture of prototypical instances, with graded abstraction. 

In Figure 2 on the left we show the heatmap [11] of typical patterns inferred by 
PEL-C, whereas on the right we reports the representativeness for each pattern inside 
their own class. This latter index is computed as the ratio between the number of 
observations assigned to a class using a given representative instance of that class and 
the total of the instances assigned to that class. The inferred representative instances 
are the typical patter that explain different level of gene expression. Moreover, these 
typical patterns is useful to detect how the classes are decomposable in some 
subclasses and their typicality grade within the own class, in fact we observe that the 
classes descriptions vary from classes totally based on a prototype (Classes 2 and 5) 
to classes based on a mixture of prototypes with graded representativeness (Classes 1, 
3 and 4). 

 

 

Fig. 2. The heat map of typical patterns inferred by PEL-C and their representativeness 

5 Concluding Remarks  

We have utilized ChIP-seq and RNA-seq data to explore the relationship between the 
pattern of TF binding activity and gene expression. We show that IB classifier 
systems can be used for quantitative modelling of gene expression levels from 
binding location data. For the embryonic stem cell, more than 52% of variation  
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in gene expression can be explained using binding signals of 12 transcription factors 
(TFs). 

As expected only the TFs do not explain all the variability of gene expression 
levels and we should consider other feature definitions criteria or other new features 
to improve both performances and explanation of gene expression machinery. 

Hybrid classifiers as the PEL-C are also useful as tool for knowledge discovery 
providing us the typical patterns of epigenetic factors which explain a considerable 
part of variability in gene expression. We identify nine typical patterns of 
transcription factors activation for 5 levels of gene expression (varying from zero or 
very low to very high). These results provide new potential insights into 
transcriptional control of gene expression level for embryonic stem cell. 
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Abstract. Genomic clustering of functionally interrelated genes is not
unusual in eukaryotes. In such clusters, co-localized genes are co-
regulated and often belong to the same pathway. However, biochemical
details are still unknown in many cases, hence computational prediction
of clusters’ structures is beneficial for understanding their functions. Yet,
in silico detection of eukaryotic gene clusters (eGCs) remains a chal-
lenging task. We suggest a novel method for eGC detection based on
consideration of cluster-specific regulatory patterns. The basic idea is to
differentiate cluster from non-cluster genes by regulatory elements within
their promoter sequences using the density of cluster-specific motifs’ oc-
currences (which is higher within the cluster region) as an additional dis-
tinguishing feature. The effectiveness of the method was demonstrated
by successful re-identification of functionally characterized clusters. It
is also applicable to the detection of yet unknown eGCs. Additionally,
the method provides valuable information about the binding sites for
cluster-specific regulators.

Keywords: eukaryotic gene clusters, transcription regulation, sec-
ondary metabolites, transcription factor binding sites.

1 Introduction

Genomic clustering (co-localization) of functionally interrelated genes in con-
junction with co-regulation, although less present than in prokaryotes, has been
found in a great variety of eukaryotic species, from yeast to vertebrates [1,2].

The term “gene cluster” can imply various interpretations. In this work, we
consider as clusters the sets of co-localized and co-regulated genes, the prod-
ucts of which are presumably functionally connected (e. g., they can belong to
the same biochemical or signaling pathway). Thus, the co-localization and co-
regulation are the main characteristics of such eGCs and they form the basis of
our approach.
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Clusters of co-expressed genes have been found in higher eukaryotes, such as
drosophila and human [3,4]. It has been shown that genes belonging to the same
metabolic pathways are localized significantly closer to each other than it can be
expected by chance [2]. This was demonstrated for diverse metabolic pathways
from the KEGG database. A relatively well investigated class of eGCs represent
the clusters of secondary metabolite genes, which are found in fungi, plants, and
protists [5]. Secondary metabolites (SMs) are pharmaceutically important sub-
stances (e. g., antibiotics, antimycotics, toxins). The genes responsible for their
synthesis, modifications, transport, etc., are often organized in clusters [6]. These
clusters are characterized by modest sizes (normally not more than 20 genes) and
tight co-localization: the genes are immediately adjacent to each other, although
the insertions of non-cluster genes are also possible. The expression of SM clus-
ters is often governed by specific regulators [7] and in many cases the specific tran-
scription factor (TF) is embedded in the cluster [8]. Moreover, non-cluster specific
(broad) TFs are also involved in the regulation of SM clusters [9] (Fig. 1).

csTF 
gene

bfTF

Cluster
- motifs for the csTF
- motifs for the bfTF

Fig. 1. Regulation of a gene cluster by cluster specific and broad function transcription
factors (csTF and bfTF, correspondingly)

There are several ways to predict eGCs genome-wide. One of the first methods
was suggested by Lee and Sonnhammer [2] who linked the gene annotations
from KEGG with the localization information. The same approach was used in
some follow-up works, e. g., in [10], where the authors suggested a method to
identify all possible clusters of genes annotated to the same GO term. These
methods predict any clusters regardless to their functions and specific features.
In the particular cases, like SM clusters, such approaches will give imprecise
predictions, mostly because the assignments of genes to pathways are partly or
completely unknown.

Another group of cluster-detection methods relies on expression data (mi-
croarrays, etc.) [11]. These methods are reliable as long as the data is good, as
they provide relatively solid evidence for co-regulation. However, many eGCs,
for instance, in fungal genomes are silent under laboratory conditions [6] and it is
challenging to experimentally determine the conditions for the cluster induction.
Thus, the application of such methods to cryptic clusters is limited.

Some methods have been developed specifically for particular cluster types,
e. g., for the SM clusters. Most of the methods developed so far for the detec-
tion of SM clusters are similarity based [12,13,14]. Due to the limited number
of known clusters that can serve as a template, and also to the possible incor-
rect assignments of genes to clusters, similarity based methods are error-prone
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and tend to overestimate the clusters’ lengths. Additionally, these methods do
not differentiate closely located (adjacent) eGCs, interpreting them as a single
cluster.

These limitations could be circumvented by consideration of sequence charac-
teristics of the cluster regions: GC content and averaged DNA curvative profile
[15]. However, not all clusters are characterized by a conserved curvative pattern,
which means that a substantial part of them would be skipped by the method
if applied to a genome-wide search.

We suggest a novel approach to predict gene clusters based on the density
of transcription factor binding site (TFBS) occurrences. In contrast to related
tools, our method is not similarity-based. The main idea is that the cluster-
specific TFBSs should be enriched in the cluster in comparison to other parts
of the genome. Yet, their occurrence outside the cluster is not excluded. We
characterize promoters by cluster-specific motif occurrences and consider the
density of the motifs as the main feature of the cluster region. The method is
applicable to any clusters of co-regulated genes. We demonstrate its usefulness
on the example of SM clusters.

2 Results

The presumable co-regulation of the cluster genes presupposes that their pro-
moters share at least one common motif to bind the regulating TF. Ideally, this
common motif should be specific to the cluster but not to the surrounding genes
(since they are not co-regulated). As the cluster-specific TF (csTF) is assumed
not to have ubiquitous functions, its TFBSs should not be widely distributed
across the genome. On the other hand, the cluster genes are not necessarily
adjacent; “alien” genes inside the cluster may occur (e. g., in [11]). Thus, our re-
quirements for the cluster genes are the following: (i) genes are co-localized; (ii)
promoters share at least one common motif; (iii) there can be “gap” genes that
do not share the common motif with the rest of the cluster. These requirements
allow us to formulate the algorithm to find clusters in a genomic sequence. We
call our approach the motif density method (MDM).

2.1 Motif Density Method

The basic idea of the method is that the binding sites for csTFs are enriched in
the region of the cluster. Note that we do not exclude their occurrence outside
the cluster. Most important, the cluster-specific motifs should be observed in
consecutive promoters.

To start the cluster predictions, we need to specify the so-called “anchor”
genes. These can be the genes that are already assigned to the pathway in
question. In the case of the SM clusters, polyketide synthases (PKSs) or non-
ribosomal peptide synthetases (NRPSs) can serve as the anchor genes. PKSs
and NRPSs are characterized by a specific set of domains and large size, which
makes them relatively easy to detect in genomes.
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Step 1: Motif Search. On the first step, all anchor genes are searched and
marked in the genomes. Next, an interim set of genes around the anchor gene of
interest is selected. Since we do not know how the anchor gene is located relative
to the presumable cluster (in the middle or on the edge), we consider several
gene sets around the anchor gene not to miss the correct motif: 4/6/8 genes
upstream, 4/6/8 genes downstream, and 2 genes up- and downstream the anchor
gene. The common motifs are predicted by MEME [16] in the corresponding
promoter sequences (−1000/+50 bp around the transcription start site or the
whole intergenic region if it is shorter than 1000 bp). Occurrence in the anchor
gene promoter is the prerequisite for the further consideration. The best-scoring
motif (the one with the lowest score as defined by MEME) out of all considered
promoter sets is then searched in all promoter sequences genome-wide.

Step 2: Transforming the Genomic Sequence into the Sequence of
Promoters. Counting Occurrences in Frames. On this step, we switch to
consideration of promoters as units characterized by the number of occurrences
of a particular motif. The order of units follows the order of the corresponding
promoters in the genomic sequence. Now instead of the real genomic sequence
we consider a string of numbers, which represent the motifs’ occurrences in a
unit. For instance, if 1 motif was found in the first promoter, 2 motifs in the
second, and 0 in the third and fourth promoters, the string will be 1-2-0-0. This
number string is scanned by a sliding window (frame) with the step of one unit
counting the cumulative number of found motifs per frame. The highest number
of occurrences per frame should be obtained for the window coinciding with the
cluster. Consideration of different frame lengths allows us to determine the real
cluster length.

Step 3: Scoring. To select the optimal frame we apply a scoring system. As the
“gap” genes are allowed in the cluster, we allow gaps (“empty” promoters) in the
frames but introduce a gap penalty. In this way, we do not forbid the occurrence
of small gaps, which are indeed common in clusters, but larger gaps are scored
with a penalty that is growing depending on the gap length. The promoters
with motifs, on the contrary, add a positive value to the score depending on the
number of motifs found.

Let us consider a frame with the length l. In this frame, each promoter i
is characterized by the number of found motifs mi. The consecutive promoters
without motifs (mi = 0) form a gap, which is characterized by its length d, the
number of gaps in the frame being n.

Then the score S of a frame is calculated as:

S =

l∑
i=1

mi −
n∑

j=1

P dj , (1)

where P is the gap penalty and is an adjustable parameter.
The scores are calculated for different frame lengths (normally from 3 to 30,

because this is the usual size of the known clusters).
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Step 4: Visualization and Selection of the Optimal Frame. The frames
are characterized by their score, position, and length. To visualize all character-
istics at once, we apply the heat maps (Fig. 2).

2.2 Effectiveness of the Approach

To demonstrate the effectiveness of MDM, we applied it to the re-identification of
several functionally characterized SM clusters with known borders. We selected
two clusters with characterized regulatory patterns (TFBSs) in order to see if our
motif predictions match the real motifs. These chosen examples are the aflatoxin
cluster in Aspergillus flavus and violaceol cluster in Aspergillus nidulans. The
latter was also of special interest because it is located in close vicinity to another
eGC (orsellinic acid cluster). It was tempting to see if our method is able to
separate the two clusters.

The other examples are clusters with characterized products and different
patterns of regulation. For instance, the asperfuranone is subject to inter-cluster
cross-talk (see Discussion for more details). For all clusters, we compared the
predictions of MDM to those of the SMURF tool (Table 1). The gap penalty
was set to 1.3 for all examples.

Aflatoxin Cluster in A. flavus. Aflatoxin is produced by different Aspergilli
[17] and its production is regulated by the csTF AflR, along with several broad
function TFs (depending on conditions). The binding sites for AflR have the
consensus sequence TCG(N5)CGA. In A. flavus, the cluster spans 21 genes with
15 promoters (AFL2G_07210 to AFL2G_07230). The analysis was run on the
genomic sequence from the Broad Institute website [18].

The motif search was performed from scratch in order to confirm the abil-
ity of the algorithm to re-identify the real (known) motif. Seven interim sets of
promoters around the anchor gene ALF2G_07228 pksA (in different arrange-
ments) were submitted to MEME for motif prediction. For each set we could get
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Fig. 2. Heat map for the re-identified aflatoxin cluster (right) and the sub-cluster (left),
both on contig 7
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common motifs. The motif in the set “8 promoters upstream pksA” scored the
best and thus was submitted to the genome-wide search. Remarkably, this motif
coincided with the AflR TFBS. The AflR motif correctly identified the cluster
region with high precision: from AFL2G_07211 to AFL2G_07230 (Fig. 2). The
predictions made by the other (non-AflR-like) motifs were much more noisy and
failed to detect the cluster.

Violaceol Cluster in A. nidulans. The violaceol cluster was described re-
cently [19] and its regulation is yet not well investigated. However, the potential
binding sites for the cluster specific regulator were proposed in [19]. MDM was
applied to the re-identification of this cluster in the same way as to the aflatoxin
cluster, starting with the motif prediction from scratch. The genomic sequence
was downloaded from Aspergillus genome database [20]. MDM successfully de-
tected the correct motif (CYCGGAGWWWC) and the correct cluster location
(Fig. 3). The length of the cluster is two genes longer than the reported one due
to the high number of the csTFBSs in the promoters (Fig. 3). We return to this
in the Discussion section. As expected, the orsellinic acid cluster, which is lo-
cated only five genes apart from the violaceol cluster and which is not regulated
by the violaceol csTF, was not detected. In this way, we show the specificity of
MDM and its ability to separate closely located clusters.

Motifs 4 3 0 3 4 1 2 0 0 0 0 2 0 1 0

Orsellinic acid clusterViolaceol cluster
dbaI orsA

MDM AN7893 AN7903
SMURF AN7898 AN7923

Fig. 3. Re-identification of the violaceol cluster with MDM and SMURF. Coordinates
of the real cluster: AN7896 to AN7903.

Asperfuranone Cluster in A. nidulans. The regulation of the asperfuranone
cluster is a particular case, because the asperfuranone csTF (AfoA) is subject
to the regulation by ScpR, the regulator of the NRPS-containing gene cluster
inp. Under inducing conditions, ScpR triggers AfoA, which in turn induces the
expression of the asperfuranone cluster genes (except for AN1031 afoB) [21].
Therefore, the afoA promoter contains the motif for the ScpR binding [21],
whereas the other cluster genes should contain another, not yet described TFBS
for AfoA. By the application of MDM we re-identified the cluster nearly perfectly,
with expected missing of the afoA and afoB genes (see also in Discussion).

Aspyridon Cluster in A. nidulans, Gliotoxin Cluster in A. fumigatus,
and WYK-1 cluster in A. oryzae. We applied MDM to the re-identification
of three more clusters. In all three cases we detected the clusters, although
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Table 1. Comparision of SM gene cluster predictions beetween SMURF and MDM

Method Cluster Reference
Start End

Aflatoxin (Aspergillus flavus)
Experimental AFL2G_07210 AFL2G_07230 [17]
MDM AFL2G_07211 AFL2G_07230
SMURF AFL2G_07219 AFL2G_07248

Asperfuranone (Aspergillus nidulans)
Experimental AN1029 AN1036 [21]
MDM AN1032 AN1036
SMURF AN1029 AN112881

Aspyridon (Aspergillus nidulans)
Experimental AN8408 AN8415 [22]
MDM AN8401 AN8421
SMURF AN8415 AN9243

Gliotoxin (Aspergillus fumigatus)
Experimental AFU6G_09630 AFU6G_09745 [23]
MDM AFU6G_09630 AFU6G_097852

SMURF AFU6G_09580 AFU6G_09740

Violaceol (Aspergillus nidulans)
Experimental AN7896 AN7903 [19]
MDM AN7893 AN7903
SMURF AN7898 AN7923

WYK-1 (Aspergillus oryzae)
Experimental AO090001000009 AO090001000019 [24]
MDM AO090001000009 AO090001000018
SMURF AO090001000009 AO090001000031

not ideally. The results are presented in Table 1 and discussed in detail in the
Discussion section.

3 Discussion

Computational prediction of eukaryotic clusters is especially important when
precise information about the corresponding pathways is missing. In such cases,
the predicted cluster’s structure can point at the involvement of particular en-
zymes in the pathway and thus be beneficial for the understanding of the path-
way’s functioning.

Neither of the so far published tools has used the promoter information for
the cluster prediction. Since the co-regulation is the basic idea of the cluster
1 AN11288 is located 2 genes upstream AN1036.
2 AFU6G_09785 is located 4 genes upstream AFU6G_09745.
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definition, we consider the neglect of the promoter information as an oversight.
We developed an approach that not only allows to reliably predict the eGCs
but also provides information about the potential regulators of the cluster (by
description of their TFBSs).

We compared the performance of our method with that of SMURF, the most
prominent similarity based approach to SM cluster predictions. SMURF fails
to detect the correct borders for most of the clusters and mixes the violaceol
cluster with the orsellinic acid cluster reporting them as a single eGC (Fig. 3).
MDM gives better or comparable predictions for all examined eGCs and solves
the problem of the two adjacent clusters. In the aflatoxin cluster prediction, only
one gene of 21 (AFL2G_07210) is missing because the bidirectional promoter
between AFL2G_07210 and AFL2G_07209 does not contain the AflR TFBS.
This may be reasonable, as AFL2G_07209 does not belong to the cluster and
AFL2G_07210 has no assigned cluster function [17]. In the violaceol cluster,
two promoters upstream the cluster also shared the specific motif. This does
not contradict the experimental data, as the corresponding genes show slight
expression under cluster-inducing conditions [19]. In fact, their involvement in
the cluster under some specific conditions is not excluded and the function of
the csTFBSs deserves additional examination. It remains problematic how to
predict clusters with such mosaic regulation. We aim to address this problem in
the next versions of MDM.

As mentioned above, the asperfuranone cluster is an interesting case, because
its regulator AfoA is induced by a csTF of another cluster. AfoA is shown to
induce all cluster genes except for afoB [21]. Our findings confirm this experi-
mental result, since the promoter of afoB apparently does not contain the AfoA
binding motif.

The prediction of the aspyridon cluster by MDM is not perfect, however, it
covers the whole cluster, although adding several extra genes up- and down-
stream of it. Given that SMURF does not find the cluster at all, we consider
this result rather good. For the gliotoxin cluster, the left border is found perfectly
but on the right side MDM predicts four more genes as cluster members. In such
cases (when the promoters have a potential TFBS for a cluster-specific regula-
tor) we cannot exclude a possibility that the cluster is actually longer and those
genes can be expressed under some specific conditions. This could be a subject of
further experimental investigation. The MDM prediction of the WYK-1 cluster
is missing one gene. However, compared to the SMURF result (12 genes more)
the prediction of the MDM is closer to the real cluster borders.

The results of the re-identification of the known clusters show that there is
space for the improvement of our approach. In many cases, MDM predictions
are not perfect. Yet, in the great majority they are better than those made
by the similarity-based method, which underscores the higher potential of the
motif-based approach.

The genome-wide detection of the csTFBSs can help to discover other genes
and even additional clusters regulated by the csTF. Regulatory cross-talk be-
tween the clusters has already been described in fungi [21]. In our examples, we



Motif Density Method for Prediction of Eukaryotic Gene Clusters 397

could detect a second peak on the heat map for the AflR motif (Fig. 2). The
peak corresponds to a frame in a distant location on the same contig. There is
no SM synthase gene in this cluster-like stretch, however, the genes are typical
for SM clusters (monooxygenases, methyltransferase, MFS transporters, etc.).
There can be two explanations for that: either this is a sub-cluster that is in
some way involved in the aflatoxin biosynthetic pathway, or these are the re-
mainings of a damaged cluster that has lost the synthase. In any case, this
intriguing sub-cluster deserves further investigation.

To our knowledge, MDM is the first attempt to consider the promoter infor-
mation in the eGC prediction. We show the high potential of this approach on
the examples of the SM clusters, however, the method can be applied to the
detection of any eGCs analogous to the SM clusters.
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Abstract. MicroRNAs play an important role in the regulation of gene
expression by binding mRNA targets causing their degradation or block-
ing their translation. Several genes has been found to be implicated as
miRNA targets in different types of malignant tumors suggesting their
involvement in cancer pathogenesis. Detecting direct miRNA–targets as-
sociations is not straightforward as in principle targets expressions are
not altered except when they are completely repressed by the degrada-
tion complex.
In this paper we propose an approach to identify direct miRNA–

targets associations hypotheses by means of indirect association measures
such as mutual information. Indirect regulons of miRNA and Transcrip-
tion Factors (TFs) are compared with the Fisher’s exact test to identify
potential co-regulations which may constitute potential miRNA–TF di-
rect associations.
We apply the method on two cancer datasets, Colon and Lung, drawn

from the Cancer Genome Atlas (TGCA) obtaining promising results.

Keywords: miRNA, reverse engineering, gene regulatory networks.

1 Introduction

MicroRNAs (miRNAs) are small noncoding, endogenous, single-stranded RNA
molecules of approximately 22 nucleotides. They play an important role in the
regulation of gene expression by binding mRNA targets causing mRNA degra-
dation or blocking mRNA translation. About 5300 human genes are found to
be implicated as targets of miRNAs and have function in various human dis-
eases [1]. In particular, deregulation of miRNAs in different types of malignant
tumors suggests their involvement in the pathogenesis of cancer. Similarly to
oncogenes the over-expression of miRNAs may contribute to tumor formation
if they bind to tumor suppressor genes, instead, they act as onco-suppressors
if they bind oncogenes slowing down cancer progression [15]. Such a behavior
makes the study of miRNA regulation associations crucial in cancer diagnosis,
prognosis and therapy. For instance, Calin et al. found that two genes, coding

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 399–408, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



400 G.M. Ventola et al.

for miR-15 and miR-16, are located within a 30 kb region of loss in chronic
lymphocytic leukemia and that both genes are deleted or down-regulated in the
majority of cases [6]. The repression activity modulated by miRNAs depends on
the recognition of binding sites located mainly on the 3’ untranslated regions of
target mRNAs [1]. In order to understand the role of miRNAs in biological pro-
cesses, it is important to identify their gene targets and which conditions make
such binding pivotal. In addition to experimental techniques to identify miRNA-
target interactions, several computational algorithms have been developed to
predict putative targets [16]. The most common prediction algorithms identify
miRNA targets using sequence–based approaches and rank the candidate tar-
gets by considering the sequence complementarity between miRNA seeds and
genes 3’–UTRs. Such algorithms yield usually a very high number of false posi-
tives. On the other hand, these tools, tested against the available experimentally
validated miRNA-target pairs, are not able to predict every known gene target
them (false negatives) [3]. Alternative approaches exploit reverse engineering al-
gorithms to reconstruct miRNA–gene regulatory networks. For instance, Zhao
et al. analyzed the feed-forward loop consisting of miRNAs, transcription factors
(TFs) and genes to construct a miRNA-TF regulatory network in glioblastoma
and identified miRNA components involved in the Notch signaling pathway [20].
Genovese et al. adopted a network-modeling algorithm to compute pairwise mea-
sures of associations and identified some important miRNA, such as miR-34a
proposed as a novel regulator of TGF-β signaling [8]. The algorithm evaluates
the mutual information of miRNA-mRNA pairs. This analysis resulted in the
identification of some putative interactions, whose only the minimal proportion
(0.17%) was predicted to be direct.

In this paper we propose an approach inspired by the work of Genovese et
al. to identify potential miRNA–TF associations in cancer altered pathways. In
principle the expression of miRNA’s targets is not altered except when they are
completely repressed by the degradation complex. Thus expression correlation
methods, such those adopted by Genovese et al., are not able to identify such
direct relationships. To avoid such a limitation we adopt an indirect approach.
The regulons of both miRNA and TF are computed through the mutual infor-
mation of their expression profiles. Such regulons, that comprises both direct
and indirect associations, are then compared by means of Fisher’s exact test to
identify miRNA–TF co-regulations. We show on two cancer datasets that such a
computed co-regulation is a valuable criterion to suggest direct miRNA–TF as-
sociations. We test our approach on two datasets of common malignant tumors,
colon adenocarcinoma (COAD) and lung squamous cell carcinoma (LUSC), ob-
taining a relevant number of strong literature confirmed interactions, such as
miR-17/miR-20a → BCL2 [4,10,14].

The paper is organized as follows. The next Section covers material and
methods detailing the proposed approach and defining the evaluation proce-
dure adopted. Section 3 reports and discusses the results obtained by applying
the approach on two datasets. Section 4 draws conclusions and outlines future
directions.
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2 Material and Methods

2.1 Datasets

We test our approach on two datasets drawn from The Cancer Genome At-
las (TCGA) portal (http://cancergenome.nih.gov/): Colon Adenocarcinoma
(COAD) and Lung Squamous cell Carcinoma (LUSC). The COAD dataset con-
tains the expression levels of 1046 miRNAs in 187 tumor samples obtained
with Illumina Genome Analyzer miRNA Sequencing and the expression level of
20531 genes in 193 tumor and 18 normal samples obtained with IlluminaHiSeq
RNASeqV2. The LUSC dataset contains the expression levels of 1046 miRNAs
in 213 tumor and 45 normal samples obtained with Illumina HiSeq miRNASeq
and the expression level of 20531 genes in 259 tumor and 35 normal samples
obtained with IlluminaHiSeq RNASeqV2.

2.2 The Proposed Approach
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Fig. 1. The proposed analysis workflow

Our aim is to identify hypothesis of association between miRNAs and targets
in the context of cancer altered pathways. We adopt the workflow shown in
Figure 1 which consists of 5 steps detailed below:

Step1: Differential expression analysis. To determine whether a gene is
differential expressed, we apply a test of hypothesis and the fold-change between
two conditions, e.g. tumor and normal. In particular we adopt the quantile-
adjusted conditional maximum likelihood (qCML) method for experiments with
single factor, implemented in the edgeR package from Bioconductor [17]. Com-
pared against several other estimators, qCML is the most reliable in terms of bias
on a wide range of conditions and specifically performs best in the situation of
many small samples with a common dispersion. The p-values generated from the

http://cancergenome.nih.gov/
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analysis sorted in ascending order, are corrected using the Benjamini-Hochberg
procedure for multiple testing correction.

Step2: miRNA and TF regulon estimation. Network inference, which is
the reconstruction of biological networks from high-throughput data, can provide
valuable information about the regulation of gene expressions in cells. Several
methods have been proposed in literature [19]. Among all we adopt mutual in-
formation implemented in the parmigene R package, as it is particular efficient
for large dataset. The mutual information provides us with an index of depen-
dence between miRNAs and genes and between TFs and genes. We estimate an
appropriate threshold with a permutation test to filter out non significant de-
pendences and thus obtaining the set of genes regulated (directly or indirectly)
by miRNAs and TFs.

Step3: Transcription factor master regulon estimation. Master Regu-
lators are those transcription factors whose targets are enriched for a particular
gene signature (e.g. differentially expressed genes). The enrichment is evaluated
using a statistical test, such as Fishers Exact Test. The objective is to place the
signature genes within a regulatory context and identify the Master Regulators
responsible for coordinating their activity, thus highlighting the regulatory ap-
paratus driving phenotypic differentiation [7]. We adopt Fisher’s Exact Test to
perform an enrichment of TF-regulons obtained in step 2 respect to differentially
expressed genes obtained in step 1, identifing the TFs master regulators. The
known list of 1503 transcription factors in human is obtained from TRANSFAC
[22]. The p-values are corrected using the Benjamini-Hochberg (BH) procedure
for multiple testing correction.

Step4: miRNA–mRNA association estimation. As for Step 3 we adopt
Fisher’s Exact Test to perform an enrichment of miRNA-regulons obtained in
Step 2 with respect to the master regulons of TFs obtained in Step 3. This anal-
ysis let us to identify the most significant direct associations between miRNAs
and TFs through the indirect associations with their regulons obtained by means
of mutual information.

Step5: post-filtering. To further enrich the set of associations obtained with
the previous steps we propose two post-filtering steps:

1. Directional interaction. The association of a miRNA with a TF could de-
termine or not the degradation of the TF mRNA. Consequently the TF
expression could be down-regulated, in the case of degradation, or at least
unchanged, when mRNA degradation does not occur, allowing mRNA sta-
bility and accumulation. To this aim we filter out up-regulated TFs as they
are non representative of the canonical functioning of miRNA regulation.

2. Tool prediction. The association of a miRNA with a TF should be supported
by the complementarity of miRNA seed sequence with the 3’ UTR mRNA.
To support such a condition we adopt a representative set of tools provided
by miRWalk [5], such as: DIANA-mT, miRanda, miRDB, miRWalk, RNAhy-
brid, PICTAR4, PICTAR5, PITA, RNA22, and TargetScan. We consider
associations predicted by at least 3 tools in at least 5 TF.
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2.3 Evaluation against the Literature

To evaluate miRNA–mRNA association hypotheses we conduct a survey to
test to which extend such hypotheses are confirmed in literature. To this aim
we adopt the miRWalk database [5] (http://www.umm.uni-heidelberg.de/
apps/zmf/mirwalk/ ) and IPA R©, (Ingenuity Pathways Analysis,
http://www.ingenuity.com). The miRWalk database provides experimentally
verified miRNA interaction information obtained from literature. The database,
last updated on 15th March 2011, is build semi-automatically through text min-
ing approaches and may provides false positives when for instance the names
of miRNAs and TFs co-appears in the article text but are in fact not directly
correlated. We assess manually the set of miRWalk validated associations by
performing a manual inspection of the referred article and annotate the associ-
ations with: text co-occurrence for terms co-occurrence in the published article;
expression pattern evidence for less strong validations by high-throughput gene
expression experiments, such as microarrays, which not necessarily demonstrate
if the miRNA causes the changed expression patterns directly or not; and direct
interaction evidence for strong experimental evidence by western blot, qPCR or
luciferase reporter assay which accurately validate miRNA target genes. IPA R©,
is a tool able to identify biological and molecular networks by mapping gene
expression data into relevant pathways based on their functional annotation and
known molecular interactions. Annotation information comes from published,
peer-reviewed scientific publications and is continuously updated. For our pur-
pose we adopt the following IPA enrichment analyses: Biological Functions, that
allows for the identification of the biological functions that are most significantly
enriched for a given set of genes; Canonical Pathways, that identifies molecular
pathways from the IPA library that are significantly associated to a given set of
genes; and Network enrichment, that generates regulatory networks of a given
set of genes based on their literature known connectivity and constructs networks
that optimize for both inter-connectivity and number of focus genes under the
constraint of maximal network size.

3 Results and Discussions

3.1 COAD

Starting from the expression values of 20531 genes and applying specific fil-
ters, we found 1944 deregulated genes between cancer and normal colon tissues.
Among the 1046 miRNAs in COAD dataset, we selected the 105 top expressed
miRNAs in cancer condition. The expression data of both genes and miRNAs
were then analyzed to calculate their mutual information and estimate the gene
regulon for each miRNA. Similarly, we computed the mutual information be-
tween the expression profiles of genes and TFs identifying 482 TF master regu-
lators (p-value < 0.01), i.e. those that are enriched with differentially expressed
genes. By comparing miRNA and master regulons we obtained 61738 signifi-
cantly associated miRNA-TF pairs (BH corrected p-value < 1.0× 10−2). Those

http://www.umm.uni-heidelberg.de/apps/zmf/mirwalk/
http://www.umm.uni-heidelberg.de/apps/zmf/mirwalk/
http://www.ingenuity.com
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Table 1. miRWalk confirmed associations on COAD dataset

miRNA TF FDR No. of tools PubMed Notes

hsa-mir-15b CD36 1.06 10−26 1 17379065 text co-occurence
hsa-mir-181a-1 CD36 8.35 10−4 0 17379065 text co-occurence
hsa-mir-22 CD36 5.72 10−25 0 17379065 text co-occurence
hsa-mir-28 CD36 1.95 10−3 1 17379065 text co-occurence
hsa-let-7c KIT 1.54 10−10 3 18068232 text co-occurence
hsa-mir-17 KIT 1.49 10−24 3 18068232 text co-occurence
hsa-let-7c MEIS1 3.48 10−70 1 18308931 text co-occurence
hsa-let-7i MEIS1 1.33 10−9 0 18308931 text co-occurence
hsa-mir-29a MEIS1 8.35 10−3 0 18308931 text co-occurence
hsa-mir-141 FOXF1 1.05 10−61 0 18698484 text co-occurence
hsa-mir-200a FOXF1 1.22 10−103 0 18698484 text co-occurence
hsa-mir-200c FOXF1 1.16 10−90 6 18698484 text co-occurence
hsa-mir-429 FOXF1 2.82 10−36 6 18698484 text co-occurence
hsa-mir-20a BCL2 3.21491 10−7 5 18941111 direct interaction evidence
hsa-mir-17 MEIS1 3.23 10−187 0 19155294 text co-occurence
hsa-mir-17 BCL2 5.48908 10−7 5 19666108 direct interaction evidence
hsa-let-7c MEF2C 4.28 10−34 2 19897480 text co-occurence
hsa-mir-143 KLF4 7.82 10−3 1 20089806 text co-occurence
hsa-mir-27a MEF2C 3.64 10−3 6 20736237 expression pattern evidence
hsa-mir-27b MEF2C 3.54 10−3 7 20736237 expression pattern evidence
hsa-mir-183 HMOX1 7.68 10−14 0 21147878 text co-occurence
hsa-mir-19b-2 BCL2 5.7447 10−8 1 21883694 text co-occurence
hsa-let-7c CLU 3.57 10−20 0 22749186 text co-occurence
hsa-let-7i CLU 6.53 10−4 0 22749186 text co-occurence
hsa-mir-143 CLU 6.04 10−114 0 22749186 text co-occurence
hsa-mir-200b FOXF1 8.4858 10−117 6 23022474 text co-occurence

represents the potential relationships between miRNAs and TFs that could ex-
plain the molecular alterations observed in colon cancer. We examined the 672
most interesting miRNA–TF associations by applying the filters explained in
Section 2.2. These associations contains 32 unique miRNAs associated in aver-
age with 20 TFs. Among the selected miRNA-TF pairs, 27 out of 672 associations
corresponded to miRWalk validated miRNA-targets (Table 1).

One of the most interesting result is observed for miR-17 and miR-20a, which
share the same group of TFs, thus belonging to the same family. In literature they
are widely reported to be up-regulated in colon cancer tissues [4,10,14], promot-
ing cell proliferation, tumour growth and cell cycle progression [14]. In our study,
miR-17 resulted significantly associated to 31 TFs, 9 of which are predicted by
at least 3 tools among DIANAmt, miRanda, miRWalk, and TargetScan. One
of such associations ( miR-17/miR-20a → BCL2) has been biologically demon-
strated by Beveridge et al. [2]. The fact that such an association is predicted
by 5 sequence prediction tools let us suppose for a strong direct target binding
association.
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We investigated the enrichment in Biological Functions and Canonical Path-
ways for miR-17 associated TFs with IPA. Cellular proliferation and differentia-
tion, gene expression and cancer are the most significant biological function cate-
gories (BH corrected p-value < 1.0×10−6). Interestingly, in the cancer biological
function the first annotations are “metastatic colorectal cancer” and “colorectal
tumor”, suggesting that the central role of miR-17 in colon tumorigenesis could
be mediated by its associated TFs. Moreover, “glucocorticoid receptor signaling”
is the only significantly affected canonical pathway suggesting cortisol synthesis
in a non-endocrine tumor as recently reported by Sidler et al. [18]. To show the
putative regulatory network associated with miR-17/miR-20a we adopted the
IPA network analysis tool that allows for reconstructing the literature known
connections among a group of molecules. Figure 2A shows the most significant
minimal connected network based on Ingenuity curated annotations and con-
structed from the set of 31 TFs significantly associated with miR-17/miR-20a.
The network reports a total of 35 connected molecules 9 of which are comprised
in the initial 31 set and whose principal functions are cell death and survival,
cancer, and cell-mediated immune response.

Up-regulated miRNA 

Cancer molecule 

Down-regulated TF 

Immune System molecule 

Found association 

IPA relationship 

A B

Fig. 2. Enriched biological networks obtained with IPA tool: A) COAD miR-17/miR-
20a; B) LUSC miR-663

Other interesting associations have been found for miR-200c, miR-221, and
miR-429 [9,21,11] but not described due to space limitation.

3.2 LUSC

The differential expression analysis of LUSC data resulted in 3380 and 274 dereg-
ulated genes and miRNAs respectively. Then, we calculated their mutual infor-
mation to define the gene regulons for miRNAs and we identified 558 TF master
regulators (p-value < 0.01). miRNA and TF regulons were compared by Fisher
exact test and 11125 miRNA–TF associations resulted significant (BH corrected
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Table 2. miRWalk confirmed associations on LUSC dataset

miRNA TF FDR No. of tools PubMed Notes

hsa-mir-200c ZEB1 2.85 10−10 2 18376396 direct interaction evidence
hsa-mir-196b TLR4 2.32 10−4 0 18291670 text co-occorrence
hsa-mir-205 ZEB1 2.12 10−3 2 18376396 direct interaction evidence
hsa-mir-429 ZEB1 5.28 10−28 0 18381893 direct interaction evidence
hsa-mir-141 ZEB1 2.62 10−21 0 18483486 direct interaction evidence
hsa-mir-429 TBX2 3.39 10−7 6 18698484 text co-occorence
hsa-mir-141 TBX2 1.37 10−4 3 18698484 text co-occorence
hsa-mir-205 TBX2 2.42 10−6 6 18698484 text co-occorrence
hsa-mir-96 ZEB1 7.47 10−13 0 19167416 text co-occorence
hsa-mir-9-1 TLR4 1.71 10−4 5 19289835 text co-occorrence
hsa-mir-9-1 TLR2 1.52 10−3 2 19289835 text co-occorrence
hsa-mir-9-2 TLR4 1.09 10−4 1 19289835 text co-occorrence
hsa-mir-9-2 TLR2 1.15 10−3 6 19289835 text co-occorrence
hsa-mir-142 TLR4 8.39 10−7 2 21037424 text co-occorrence
hsa-mir-369 ZEB1 1.62 10−4 1 21125666 text co-occorrence
hsa-mir-429 WNT2 1.30 10−10 2 21130073 text co-occorence
hsa-mir-200a ZEB1 7.95 10−10 2 18376396 direct interaction evidence
hsa-mir-200b ZEB1 5.02 10−5 6 22261924 direct interaction evidence
hsa-mir-7-1 TLR4 2.95 10−4 0 23135998 text co-occorrence

p-value < 1.0× 10−2). The identified miRNA–TF associations were further an-
alyzed applying the filters described in Section 2.2. We focused on 1136 associ-
ations composed by 38 miRNAs that were associated in average with 30 TFs.
Comparing the results with literature, 17 out of 1136 miRNA-TF associations
were found already described in several studies (Table 2).

Very interesting miRNA-TF associations, for elucidating the role of miRNAs
in lung tumorigenesis, were found for miR-663. The overexpression of miR-663
in lung cancer was already reported in a recent study where the authors demon-
strated it regulates cancer cell proliferation and apoptosis through targeting
TGFβ [13]. In our study, we confirmed miR-663 is highly up-regulated in LUSC,
and it resulted significantly associated to 34 TFs, 9 of which are predicted by at
least 3 tools (such as miRanda, miRWalk, TargetScan, PICTAR5). IPA analysis
was performed to evaluate the enrichment in Biological Functions for miR-663
associated TFs. The most significant Biological Function (BH corrected p-value
= 6.0×10−9) is differentiation of cells which was predicted significantly decreased
(z-score = −2.844) by IPA algorithm. This biological annotation represents also
the top function of a proposed regulatory network built through IPA network
analysis tool (Figure 2B). Starting from miR-663 associated TFs, this regulatory
network shows the known relationships between 35 connected molecules, 17 of
which are included in the initial 34 set.

Other remarkable result is observed for miR-141 and miR-200c, which share
37/44 associated TFs and, as expected, belong to the same miRNA family. In-
terestingly, they were recently reported as novel serum biomarkers associated to
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poor prognosis in LUSC [12]. Their associated TFs resulted enriched for cellu-
lar differentiation, cell death and immune cell trafficking (BH corrected p-value
< 1.0× 10−6) through IPA Biological Functions analysis.

4 Conclusions and Future Work

We proposed a method to identify potential associations between miRNAs and
Transcription Factors playing a central role in altered cancer pathways. The
algorithm is able to identify potential direct relationships where other methods,
based on pure correlation measures, may fail. It is still affected by false positives
thus heuristics able to filter out not relevant associations are necessary. We
proposed two filtering heuristics, one based on interaction directionality and
another that exploits sequence bases prediction tools.

We test the method on two cancer datasets, Colon Adenocarcinoma (COAD)
and Lung Squamous cell Carcinoma (LUSC), showing important literature con-
firmed associations. Result obtained with this study consolidate the potential
involvement of miRNAs in colon and lung cancerogenesis but further studies are
necessary to examine all suggested interactions and to elucidate their role in
cancer.
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Abstract. Graphs are a powerful data structure that can be applied to
several problems in bioinformatics. Graph matching, in its diverse forms,
is an important operation on graphs, involved when there is the need to
compare two graphs or to find substructures into larger structures. Many
graph matching algorithms exist, and their relative efficiency depends on
the kinds of graphs they are applied to. In this paper we will consider
some popular and freely available matching algorithms, and will exper-
imentally compare them on graphs derived from bioinformatics applica-
tions, in order to help the researchers in this field to choose the right
tool for the problem at hand.

Keywords: Graph matching, Benchmarking, Graph methods in Bioin-
formatics.

1 Introduction

Graphs are a powerful and flexible data structure that can be used for the rep-
resentation of several kinds of data in many applicative fields [9] [5] [7]. Among
these, bioinformatic applications play a very important role. For instance, molec-
ular structures can be represented using a graph whose nodes corresponds to
atoms and whose edges represent chemical bonds. The secondary structure of a
protein can be represented by a graph with aminoacids as nodes, and edges used
for encoding the contact s between adjacent and non adjacent nodes (e.g. hydro-
gen bonds); a similar representation can be used for other large biomolecules.
Also, graph structures have been recently used to represent information describ-
ing networks of relations. For instance, the biologists are collecting huge quanti-
ties of data related to the interactions between the activities of different proteins
in a given species. The resulting data are interaction networks, i.e. graphs whose
nodes represent proteins, and whose edges represent interactions; by comparing
the interaction networks of different species, it is possible to predict unknown in-
teractions, or to discover functionally equivalent groups of proteins that perform
a specific activity.

Given this wide number of cases where biological information is represented
by means of (possibly large) graphs, it is important to have some graph-based
methods and techniques to extract information from graphs. Graph Matching,
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in its different meanings, plays a major role within such techniques. The sim-
plest form of Graph Matching, Graph Isomorphism, can be used to determine if
two graphs have the same structure, regardless the order of the nodes. Graph-
Subgraph Isomorphism can be used to establish if a smaller graph is completely
contained within a larger one as a subgraph, for example for searching all the
graphs in a database that contain a certain desired substructure.Monomorphism
is a weaker form of Graph-Subgraph Isomorphism, suitable when the desired sub-
structure can be characterized by the presence of some relations, but not by their
absence. Finally, the Maximum Common Subgraph (MCS) matching is aimed at
finding common substructures within larger graphs. In the bioinformatics field,
a substructure within a larger structure is often called a motif ; motif search and
motif discovery are considered problems of primary importance, since it is often
a reasonable conjecture to assume that a motif common to different structures
may have a perhaps undiscovered biological significance.

In the literature, hundreds of Graph Matching algorithms have been proposed
in the last 40 years for the problems mentioned above. Still, none of them has
proved to be the most effective in all situations. Different algorithms have differ-
ent advantages and disadvantages, that can make them more or less suited for a
particular kind of graphs. While in some cases a theoretical analysis is sufficient
to exclude some algorithms, for the most commonly used ones there is an insuffi-
cient theoretical characterization of their computational cost. So, benchmarking
is the only viable option to choose the right algorithm for a given problem; and
this benchmarking has to be done using graphs with the same characteristics as
the ones the will be encountered in the chosen application domain.

This paper aims at presenting the results of such a benchmarking activity
using graphs from the bioinformatics research field. Of course, such an exper-
imentation cannot reasonably aspire to be comprehensive and complete, given
the large number of existing algorithms and of existing kinds of graph structures.
However, it is our opinion that even within this limitations, this activity may
provide useful information to the bioinformatics researchers looking for a graph
matching algorithm, especially considering that we have included well known
algorithms, for which stable and reliable implementations are freely available;
such algorithms are very often the first choices for a researcher that views graph
matching as a tool, and not as the goal of his research activity.

In the following, after a brief overview of the literature, we will present the
chosen algorithms and the databases used for this experimentation. Then we
will show and analyze the obtained results, especially the computation time,
and draw some final conclusions.

1.1 Related Works

Several existing works [12] [14] [16] [1] point out the possibility of using graph
based representations for bioinformatics data and problems; some of them specifi-
cally refer to particular kinds of graph matching, while others advocate a
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plurality of techniques without focusing onto one in particular. In the following
we will present some important papers, without any claim of comprehensive-
ness. Kuhl et al. [13] present one of the earliest applications of graph matching
to bioinformatics, namely the MCS problem is used for the prediction of the
ligaind-protein binding. Gifford et al. [10] apply graph matching to the predic-
tion of biological activity of a molecule. The paper by Milo et al. [15] discusses
the analysis of network motifs (i.e. subgraphs) within complex networks from ge-
nomics, proteomics and other fields of bioinformatics, besides other application
domains. Tian et al. [19] propose the use of subgraph isomorphism for searching
for protein complexes in protein-protein interaction networks. The paper by Ait-
tokallio and Schwikowski [1] presents several graph-based techniques, including
graph matching, that can be applied for the analysis of cell networks in cellular
biology. In the literature several papers have already appeared comparing and
contrasting several graph matching algorithms, mostly from a theoretical point
of view, and without a reference to a particular application. In Conte et al. [4], a
comprehensive survey of graph matching techniques used in Pattern Recognition
is provided, presenting the different kinds of exact and inexact graph matching
problems and discussing for each problem the most important approaches. While
this paper does not cover methods published in the last few years, it remain an
essential reference to understand the different approaches to the problem, and
most of the well known and proven algorithms. The paper [16] by Raymond
and Willet presents a more focused survey for MCS algorithms, with specific
reference to their application to 2D and 3D molecular data. Bonnici et al. in
a recent paper [3], besides presenting a subgraph isomorphism algorithm called
RI, describe an experimental evaluation of several algorithms for the same prob-
lem using different databases of graphs obtained from chemical and biological
applications.

This latter paper is the closest in its conception to the present article. While
both the papers share the focus on the importance of a quantitative evaluation
of graph matching on graphs directly derived from bioinformatics applications,
the present article considers a broader range of matching problems, including
isomorphism and MCS, and as a consequence different algorithms have been
used for the experimental comparison.

2 Benchmarking

2.1 The Compared Algorithms

In this work we compare five graph matching algorithms on four different bio-
logical databases, focusing our attention on three kinds of matching problems
[4]: Graph Isomorphism, Subgraph Isomorphism and MCS. The five considered
algorithms are not applicable to all the three problems; usually each algorithm
is developed for a single problem and may be extended to a second similar
problem with few changes. So, in the experiments we will not present all the 15
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combinations between the five algorithms and the three problems; however we
have ensured that for each problem there are at least two different algorithms
to be compared.

Thus, in our experimentation we have used VF2 [6], Ullmann [20], RI [3]
and LAD [18] for Graph Isomorphism; VF2, Ullmann, RI, LAD for Subgraph
Isomorphism; and VF2 and DPC2 [8] for MCS. Of these algorithms, Ulmann,
DPC2 and VF2 are widely known and widely used algorithms, for which stable
implementations are available, while RI and LAD are newer entries, that should
be representative of the most recent ideas on exact graph matching. In the
following a short overview of each algorithm is provided.

VF2. The VF2 algorithm by Cordella et al. [6] uses a state space representa-
tion and is based on a depth-first strategy with a set of rules to efficiently prune
the search tree. The algorithm can be used both for graph isomorphism, sub-
graph isomorphism and MCS selecting a suiteble set of rules for the cosidered
problem. VF2 is an extension of the previous VF matching algorithm, and is
characterized by the use of suitably designed data structures for reducing the
amount of information that has to be replicated when passing from a state to
its descendants, so reducing both the memory occupation and the computation
time.

Ullmann. The Ullmann algorithm [20] is among the most commonly used
algorithms for exact graph matching [4]. It is based on a depth-first search like
VF2, and use a complex, iterative heuristic for pruning the search space, that
significantly reduces the number of visited states, at the expense of the mem-
ory and time spent for each state. This algorithm can be used both for Graph
Isomorphism and for Subgraph Isomorphism.

DPC2. The DPC2 algorithm by Durand and Pasari [8] uses a well known
theoretical result that connects the MCS problem to the search of the Maximum
Clique (i.e. complete subgraph) of a suitably defined association graph [2]. DPC2
solves the Maximum Clicque problem with a state-space representation, adopting
a depth-first search algorithm with a heuristic criterion to prune some unfruitful
search paths. This algorithm, by its definition, can only be used for the MCS
problem.

LAD. The LAD algorithm [18] by C. Solnon is also based on a state space
representation with depth-first search, and uses a formulation of the matching
as a Constraint Satisfaction Problem (CSP) to derive a criterion for pruning
the search space. Namely, LAD uses the constraint that the mapping between
the nodes of the two graphs must be injective and edge-preserving, and after
each node assignment it propagates iteratively this constraint to unmatched
nodes until convergence. Thus the LAD algorithm can be used both for Graph
Isomorphism and for Subgraph Isomorphism.

RI. Like VF2, also the RI algorithm [3] by Bonnici et al. during the match-
ing the algorithm performs heuristic checks that are very fast to execute, thus
requiring a short time for each visited search state. However, a preprocessing is
performed, resulting in a reordering of the nodes of each graph; this reordering is
aimed at ensuring that the nodes that involve more constraints are matched first,
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so as to reduce as early as possible the search space by means of those contraints.
RI can be used for both Graph Isomorphism and Subgraph Isomorphism.

2.2 Test Databases

The benchmarks have been performed using graphs obtained by several databases
from bioinformatics applications, namely molecular and protein databases. The
choice of the databases is based on the paper by Bonnici et al. [3], whose authors
provide six databases already converted into a common graph format.

The databases have been structured for the monomorphism problem, so each
one is composed of very large graphs, called target, from which have been ex-
tracted a set of not induced subgraphs, called pattern, and so grouped by three
densities: 1, 0.5 and 0.25. The aim of the authors is to use pattern graphs as
queries on the target graph. We do not use all the six databases, but the following
tree:

AIDS. This is molecular database containing 40000 graphs, from 4 to 256 nodes,
representing the topological structure of a chemical compound tested for
evidence of anti-HIV activity.

Graemlin. The Graemlin database contains 10 target graphs having up to 6726
nodes, extracted from 10 microbial networks.

PPI. The Protein-Protein interaction networks contains 10 network graphs,
from 5720 to 12575 nodes, describing known protein interactions of 10 organ-
isms. This is composed of more dense and big graphs than those in Graemlin.

The Graemlin and PPI databases have nodes with no labels. Since graph match-
ing algorithms usually employ label information to reduce the computational
costs, the matching times on unlabeled graphs are very long. For this reason,
following [3], we have attached labels to the nodes of the graphs. The labels
have been generated using random integer values. We have generated 5 labeled
version of each database, varying the number of possible label values (128, 256,
512, 1024 and 2048 values have been used). For graph isomorphism we have gen-
erated two new databases, extracting random node-induced subgraphs from the
target graphs in Graemlin and PPI; for each graph, 10 random permutations of
the nodes have been computed to obtain isomorphic pairs of graphs. In order to
test isomorphism algorithms on dense graphs, we have also added extra edges at
random. So finally we have two isomorphism databases having 700 pairs, varying
from 8 to 512 nodes.

3 Experimental Results

Experiments have been run employing of the implementations provided into
VFlib for VF2, Ullmann and DPC2 algorithms, while for RI and LAD we used
the code distributed by the respective authors [11] [17]. The experimental results
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Fig. 1. The matching time, in logarithmic scale, of VF2, Ullmann, RI, LAD, algorithms
on Isomorfism Databases, as a function of graph size

have been obtained on an Intel i3-2100 3.1 Ghz, with 2 cores and 3 Mb cache,
equipped with 4 GB of RAM and running a Linux OS with kernel 3.2.0. We have
not used multithreading to avoid caching problems. Moreover, for isomorphism
and MCS we set a 30 minutes time out.

Graph Isomorphism. In this experimentation we have used the VF2, Ull-
mann, RI and LAD algorithms on two databases, with distinct densities,
generated as described in 2.2. Fig. 1 shows the results on this problem. As it
can be seen, RI perfoms better than VF2 and Ullman, altough the difference
with VF2 seems to be a constant, and so these two algorithms have a very
similar asymptotic behavior. However, on isomorphism the best algorithms
seems to be LAD, especially on very dense graphs. The reason may be due
the CSP approach used by LAD, that makes a better pruning of unfruitful
matches when nodes have several constraints.

Induced Subgraph Isomorphism. The experiments on induced subgraph
isomorphism involved the VF2, Ullmann and RI algorithms on the Graemlin
and PPI databases. Tests have been run for five different uniform node label
distributions, from 128 to 2048 values, but we only show a reduced set of
results. RI always outperfoms both VF2 and Ullmann, as shown in Fig. 2.
The distance, in execution time, between RI and VF2 seems to be the same
for all considered cases, irrespective of label distribution or target graph size
and density.

MCS. MCS experimentation only involved VF2 and DPC2 algorithms, because
the others do not deal with this problem. Tests have been run using AIDS
database, by choosing random pairs of graphs and computing their MCS.
As shown in Fig. 3 VF2 outperforms DPC2, even though there is significant
variance in the matching times. This is caused by the fact that the graphs in
the database have all different number of nodes, and so the resulting times
are not mediated over a large number of cases.
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Fig. 2. The matching time, in logarithmic scale, of VF2, Ullmann, RI algorithms on
Graemlin ad PPI Databases, as a function of query graph edges
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4 Conclusions

In this paper we have proposed a preliminary banchmark aimed at presenting a
first performance evaluation beetween some widely used exact graph matching
algoritms, like VF2 and Ullmann, and some recently introduced ones, RI and
LAD, on graphs from bioinformatics databases. Even though a more extended
experimentation is needed, some conclusions can already be drawn. RI seems
to be currently the best algorithm for subgraph isomorphism, but for dense
graphs the CSP approach makes LAD to perform better than RI on isomorphism.
VF2 is ten years older than the latter two, but the performance gap is not so
wide; furthermore, VF2 is more general than LAD and RI, since its feasibilty
rules can be efficiently adapted to resolve other exact matching problems, as
we show in the MCS experimentation. Future work will involve an extension of
this benchmarking, considering both other algorithms and other bioinformatics-
related graph databases.
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Abstract. In the field of RNA-Seq transcriptomics, detecting differ-
ences in expression levels between two data-sets remains a challenging
question. Most current methods consider only point estimates of the
expression levels, and thus neglect the uncertainty of these estimates.
Further, testing for differential expression is often done on predefined
regions. Here, we propose Pardiff, a method that reconstructs the profile
of differential expression at a base-pair resolution and incorporate uncer-
tainty via the use of a Bayesian framework. This method is built on our
approach, Parseq, to infer the transcriptional landscape from RNA-seq
data.

A program, named Pardiff, implements this strategy and will be made
available at: http://www.lgm.upmc.fr/parseq/.

1 Introduction

Various technologies allowing genome wide profiling of the transcriptional ac-
tivity have emerged in the last two decades. The microarray technology first
monitored those types of changes at the gene, and then down to the exon level
[7], [6]. More recently, the surge in throughput from sequencing technologies,
like Illumina or SOLiD, has raised this resolution to the basepair. Deep sequenc-
ing of the transcriptome (RNA-Seq) consists in random shearing of transcripts,
followed by amplification and sequencing of the RNA population. An RNA-Seq
experiment produces millions of reads which, after alignment to the reference
genome, serve to estimate the expression landscape [15].

One traditional question is, starting from two or more controlled experiments,
to identify the set of elements that exhibit differential expression (DE). Answer-
ing this question is an important step towards formulating a biological hypothe-
sis or for instance deriving disease biomarkers. In statistical terms, the question
translates into detecting significant changes of expression level, after accounting
for the sources of experimental and biological variability. However, this tradi-
tional statistical standpoint does not consider the magnitude of the effect, and
authors proposed to overcome this limitation by directly testing whether fold
change is above a given level [13].
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The analysis of DE usually starts from predefined units of possible change,
such as genes, exons or transcript isoforms. In this case, after cumulating counts
at unit level, one can estimate the statistical significance of differences [1], [17],
[18]. Replicating the data sets permits the control of expression variability and
mitigates the incertitude on expression level estimation. A challenging problem
arises when these units of potential DE are not known. In this case, one faces
the problem of having to jointly delineate the boundaries of the DE regions and
estimating the magnitude of the DE.

Approaches to tackle this problem group in two categories. The first category
consists of estimating the transcript structures from the different datasets (used
separately or jointly) and then applying DE detection methods on predefined
units. The second category computes the DE profile from the read coverage in
the two conditions and then segment this profile into DE regions. The first op-
tion is made possible by several methods [11], [14], [19] that deal with transcript
reconstruction. In this case, the DE units are derived from the estimated tran-
script structure and DE changes within those units remain invisible. Inferring
DE regions directly from the DE profile provide a more detailed view of DE
landscape but may raise problems concerning the correspondence to previous
annotation. A work in progress belonging to this second category of approaches
is presented in [10] where, from multiple replicates, coverage difference at po-
sition resolution are used to reconstruct DE regions. When replicates are not
available alternative ways to control the incertitude should be considered.

Here we propose another method that also belongs to the second category of
approaches and provides at base-pair resolution, both the regions whose expres-
sion changed above a given fold and an estimate of the change magnitude. Our
approach builds upon a statistically sounded model, Parseq [14], for the analysis
of the transcriptional landscape whose inference recovers the posterior distribu-
tion of expression levels for each genomic position. We complement this infor-
mation by inferring regions which are statistically differentially expressed at a
minimal fold change. After a description of the Parseq model, we will present our
method, Pardiff which detects DE regions at a given fold change from RNA-Seq
data. Then we will illustrate the relevance of such a strategy on semi-synthetic
data-sets derived from an RNA-Seq experiment conducted on S. cerevisae.

2 Methods

2.1 Reconstruction of Transcriptional Profiles with Parseq

Given an RNA-Seq experiment, after alignment of the reads to the genome, we
observe at each position t the counts yt of reads starting at this position. We
denote the transcription level by ut (ut and vt in the case of two conditions).
This level is by construction proportional to the expectation of yt.

Our aim is to reconstruct the trajectory u = (ut)t≥1, i.e. estimate expected
values and credibility intervals along the genome and identify breakpoints from
the sequence of read counts y = (yt)t≥1. For this purpose we consider a State
Space Model where ut is a hidden variable taking values on the real half line
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[0; +∞) whose distribution depends on ut−1 via a Markov transition kernel and
yt is an observation whose emission distribution depends on ut. This framework
allows accounting for the longitudinal dependency between the ut’s and provides
great flexibility in the modeling of yt given ut. However, parameter inference and
trajectory reconstruction is more challenging than in a classical HMM where only
discrete values are considered for the hidden variable.

We recall shortly the characteristics of the Markov transition kernel and emis-
sion model underlying Parseq, more details are provided in [14].

Longitudinal model of transcriptional level Following the work of [16] on tiling
array data, the Markov transition writes as a mixture of different change types,
aiming at differentiating expressed (ut > 0) and non expressed (ut = 0) regions:

k(ut;ut−1) = 1{ut−1=0}
[
(1 − η)δ0(ut) + ηf(ut)

]
+1{ut−1>0}

[
αδut−1(ut) + βf(ut) + β0δ0(ut) + γ g(ut;ut−1, λ)

]
,

where 1 denotes the indicator function indicating the expression status at t− 1,
and δx denotes the Dirac delta function with mass at point x that serves to give
a non-zero probability for unchanged expression and for changes to 0 at t. The
parameters η ∈ (0, 1) and (α, β, β0, γ) ∈ (0, 1)4 with α+β+β0+γ = 1 define the
probabilities of the different types of moves. The terms f(ut; ζ) and g(ut;ut−1, λ)
are probability densities for the transcription level ut, at the beginning of a
transcribed region (occurring with probability η when ut−1 = 0) or after a shift
(probability β when ut−1 > 0), and after a drift (probability γ when ut−1 > 0)
respectively. The density f(ut; ζ) corresponds to an exponential distribution of
rate ζ and the parameter λ defines the average relative change caused by drifts.

Read count emission model Due to the sampling nature of the RNA-Seq ex-
periment, we model the distribution of the counts yt as a negative binomial
distribution with expectation that depends on ut. Previous analysis have re-
vealed protocol-specific effects that influence the scale of the observed counts.
Thus, we integrate two types of effect: (1) a position scaling term νt related to
the effect of k-mer composition [12] and (2) a short range correlation term st
modeled by a second sequence of Markov-correlated hidden variables with mean
1 [14]. Integrating the variability sources and adding the possibility of outliers,
our read count emission model is:

yt | ut, st ∼ (1− εb − εo)NB(φ, utstνt) + εbP−{0}(aνt) + ε0 U(0 . . . b) ,
where the parameters (εb, ε0) ∈ (0, 1)2 and εb + ε0 ≤ 1 correspond to the proba-
bility of two different types of outliers,NB(φ, utstνt) is the negative binomial dis-
tribution with mean utstξt and overdispersion φ, P−{0}(a) is the zero-truncated
version of the Poisson distribution with mean a and U(0 . . . b) is the discrete
uniform distribution over (0 . . . b). In practice a and b are respectively set to the
mean and the maximum values of the observed read counts.

Characterizing u|y For the expression reconstruction, we use a recent Sequential
Monte Carlo method known as Particle Gibbs (PG) that makes possible to obtain
exact joint samples of the hidden trajectory and parameters given the data [2].
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The result of the PG algorithms consists in trajectories drawn from u | y and

give access, for each position to ut|y through a sample of N particles (u
(i)
t )Ni=1

Note on Normalization. When we consider more than one condition, the
depth of sequencing (e.g. the total number of reads produced) will directly affect
ut, the inferred transcription level. Under a perfectly controlled experiment, ut

is expected to scale linearly with the depth, and thus people proposed to scale
ut accordingly. However, [4] highlighted that in most transcriptomes a small
fraction of the genes makes up most of the molecular mass, and thus simple
scaling could lead to very unstable normalization. Following classical strategy
for microarray data, we can perform scalar or quantile normalization on the set
of expression levels [3]. The analysis of semi-synthetic data-sets that served here
to compare the perfomance of the methods did not necessitate a normalization
step.

2.2 Statistics to Detect Differential Expression

We want to provide a statistically sounded way of estimating the fold change
and calling regions exhibiting DE above a given fold change level c between two
data-sets. We base our method on the separate estimation of the expression level
on each sample, denoted u = (u)t≥1 and v = (v)t≥1, with Parseq algorithm. Our
goal is to estimate the fold change at a base-pair resolution, that is to estimate
the change between ut and vt where t is the position on the genome. For this
reason, all our variables refer to the position resolution and we often omit to
write the position index t.

The ratio distribution has already attracted attention in sample survey and
many other areas. Multiple approximation were proposed, either from large sam-
ple or hypothesizing a Gaussian distribution of the variables. A more general
approach was also proposed [9] to derive confidence intervals.

A direct point estimate is provided by the ratio of posterior means r̂RM = ū
v̄

where ū and v̄ are expectations of the posterior distributions of the expression
levels u and v in the two conditions as sampled with ParseqMCMC algorithm. To
incorporate the information on uncertainty embeded in the posterior distribution
we also considered fold-change estimate based on the posterior distribution of the
ratio r = u

v . A natural way of doing it is to consider the empirical distribution

of the sample (r)1≤i≤N2 = (u
iu

viv )1≤iu≤N,1≤iv≤N where N is the sample size
drawn from each posterior using Parseq MCMC algorithm and iu and iv the
corresponding sample indexes.

Here, we also analyzed the results obtained with another approximation of
the posterior distribution of the ratio r = u

v build on the hypothesis that the
posteriors on expression levels u and v can be well approximated by a gamma
distribution. Namely, l ∼ γ(κl, θl), l = {u, v}, where the parameters κl and
θl represent the shape and the scale parameters of the gamma distribution. In
practice, examination of the posterior distributions suggest that this assumption
is roughly justified for all of our experiments. Rescaling v by θu

θv
brings the
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two gamma distributions to the same scale while keeping the shapes unchanged
allowing an explicit form of the ratio distribution. The ratio r̃ = u

v · θv
θu

has a
Beta prime distribution B′(κu, κv) with density

π(r̃) =
r̃κu−1 · (1 + r̃)−(κv+κu)

β(κu, κv)
(2.1)

where β refers to the beta function.
The parameters κ and θ can be estimated for each individual posterior using

the method of the moments or by maximum likelihood. By default we use the
moment estimates of κ and θ which gives κ̂l = ū2

l /σ̂
2
l and θ̂l = σ̂2

l /ūl, where σ̂2
l

is the sample estimate for the variance.

Estimating Fold Change and Differential Expression. We approximate
the fold change and the differential expression above a given threshold c by using
these three estimation methods:

1. RM - the point estimate based on the ratio of posterior means r̂RM

2. DR-e - the posterior distribution of the ratio r as approximated by its
empirical distribution;

3. DR-β’ posterior distribution of the ratio r as derived from the Beta prime
approximation r̃ ∼ B′(κu, κv).

We derive the DE at a given fold change c from the cumulative probability
above c (tail function). In each method we obtain the complementary cumulative
probability as follows:

RM: 1{r̂RM≥c}; DR-e:
1

N2

1:N2∑
iu,v

1{uiu

viv
≥c} and DR-β′:

∫ ∞

c θv
θu

β′
κu,κv

(r) dr.

. Also, we determine positions having a given fold change c. We define a preci-
sion level and for this level build a precision interval [c1, c2] around the target fold
value. We then identify positions with point estimators in this interval or with
a cumulative probability P (c1 ≤ r ≤ c2) greater than a probability threshold.

Annotation of Differentially Expressed Regions. Read coverage variabil-
ity induces uncertainty in the estimation of the expression level, which in turn
can lead to discontinuities in the annotation of DE regions. In order to cluster
positions, we used a local score approach, defined by the classical recurrence
relation:

st = max{st−1 + log zt −m, 0},

where, in the context of DE region detection, zt = π(rt ≥ c) and the score st is
the signal in which we search enriched regions. The penalty m is set higher than
the average of zt, in practice at 0.5. We selected regions with positive score from
the first positive value to the maximum local score in the region. The score was
set back to a null value after the end position of each of these segments to avoid
overlooking downstream high scoring segments.
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3 Results

The difficulty raised by evaluating our strategy on real data motivated the use
of semi-synthetic datasets. The relevance on real cases is shown in the paragraph
on detection of DE positions.

We started from a RNA-Seq experiment which was published in a study on
regulatory non-coding RNAs in S. cerevisae [8] and sequenced on a SOLiD plat-
form (Short Read Archive identifier SRR121907). Currently available RNA-Seq
simulators (simNGS, Flux simulator) do not account for coverage variability as
we observe on real datasets. Thus, we decide to generate synthetic data by taking
real transcript expression values and generating counts according to a dispersion
estimated by Parseq on real datasets.

We simulated data for the first 6 chromosomes of S.cerevisiae using transcripts
from the SGD annotation [5]. For the ”wild” data set (v) we set the expression
level for each transcript to the value computed from real data. This value is ob-
tained by averaging the counts of reads corresponding to each transcript. For the
”mutant” data set (u) we used the same expression levels but we over expressed
randomly 15% of the transcripts (corresponding to 200 transcripts) with folds
change values of 1/4, 2, 4 or 8. To augment resemblance to real data we integrated
in both cases local coverage alterations (s) as estimated on the real data. Condi-
tioning on the expression profile and local alterations we sampled read counts:
yl | l, sl, l ∈ {u, v} according to a Negative Binomial distribution. We used mean
(μ = l · sl) and over-dispersion (φ) parametrization. The parameter φ was set to
2.9, a value estimated by Parseq on the real dataset. We then ran Parseq to esti-
mate the expression profile for both data sets and obtained 2 samples of expression
trajectories ui and vi, i=1:N. For each condition we run 2200 Parseq sweeps with
a thinning step of 10 and we discard the 200 sweeps burn-in. Results using Parseq
estimates were systematically compared with the estimation based on a sliding
100bp window average of the read counts (SW). In order to avoid border effect,
the SW estimate was constrained to the regions covered by at least one read.

For comparison at bp level we considered those positions where Parseq esti-
mated average levels and SW values are above a background value (here 0.01
reads / bp). Reconstruction of DE regions included all values and we set to the
background value all expression values below it. Estimation of parameters for the
fold change distribution is done as described in the methods. However in some
cases, degeneracy of the particles can lead to underestimate of the variance. We
bound the coefficient of variation cv to the maximum between 1�low quantile
cv1� and 0.001 and then recalculate the variance: σ̂lt = lt · cv1�.

Given a level of fold change c, the results are assessed from three different
standpoints: detection of positions with c fold change, of positions with at least
c fold change, and the detection of DE regions of level c or above.

Results are reported in terms of sensitivity and positive predictive values
(PPV) i.e. the fraction of true positives identified TP

TP+FN and the percentage of

positives from total predictions TP
TP+FP . Of main relevance, the comparison of

results obtained using (1) RM, (2) DR-e and (3) DR-β′ will motivate the choice
of having sample estimates of expression level.
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Table 1. Detection of change magnitude at position resolution. Synthetic data results.
Positions expressed in any dataset lower than 0.01 reads/bp were disregarded. We show
sensitivity and positive predictive values. Three fold values (2, 4, 8) were evaluated with
a precision of ± 25% ; the threshold for the cumulative probability was set to 0.3.

DR-e DR-β′ RM SW
Fold Sens. PPV Sens. PPV Sens. PPV Sens. PPV

2 0.93 0.08 0.75 0.13 0.51 0.18 0.34 0.09
4 0.86 0.44 0.73 0.55 0.46 0.61 0.32 0.31
8 0.89 0.52 0.70 0.63 0.45 0.70 0.35 0.51

Fold Change Estimation. We consider a ± 25% precision around the correct
fold change. Considering the theoretical cumulative betaprime function, for this
precision interval, we threshold the cumulative probability (% of ratio values
falling in the precision interval) at 0.3. Increasing this threshold will provide
very high PPV but with significant sensitivity loss while, in reverse, at lower
thresholds sensitivity reaches 1 but with very low PPV. All results based on
Parseq expression level estimations are significantly better in both sensitivity
and PPV that those obtained using SW (table 1). While DR-e and DR-β′ show
high sensitivity values for a moderate PPV decrease comparing to RM, the DR-
β′ seems to mediate better the trade-off between these two indicators.

Differential Expression. Estimation was done at bp precision for thresholds
ranging from 2-fold to 8-fold. RM method performs better than SW mainly
in terms of positive predictions (figure 1). DR-e and DR-β′ results depend on
the probability threshold. High sensitivity values are obtained by lowering the
cumulative probability threshold to 0.25 with the cost of having PPV values
similar to the SW method. We observe that, lowering the sample size, the PPV
loss comparing to RM diminishes in the sensitivity - PPV trade. It is important
to notice is the similar behavior of the DR-e and DR-β′ sustaining the choice of
the gamma distributions in modeling the expression level.

Differential Expression on Real Data. We analyzed the DE at position reso-
lution on data from the study on regulatory non-coding RNAs, Xrn1-sensitive
unstable transcripts (XUTs), in S. cerevisae [8]. XUTs accumulate in the mutant
condition and their loci thus correspond to DE regions. As in [8], we scaled the
reconstructed mutant expression profile so that levels of tRNA and snoRNA is
equal between the two data sets and we excluded already annotated regions [5]
from the DE analysis. To minimize the detection of UTRs we also excluded an
additional 100 bp on both sides of each annotated gene. For DE thresholds rang-
ing from 2 to 8 we compute the sensitivity and PPV in detecting XUT positions
as annotated in the study. Results are shown in figure 2. As for the synthetic
data, DR-e and DR-β′ methods allow a good control of sensitivity with slight
PPV changes.
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Fig. 1. Detection of DE at position level. X-axis: DE threshold. Y-axis: Sensitivity
(top) and PPV (bottom). Sample size 200 (left) and 10 (right). Methods: DR-e (blue
band), DR-β′ (green band), RM (red line) and SW (black dots). Borders for DR-e
and DR-β′ bands: Sensitivity - top and low represent the 0.25 and 0.75 cumulative
probability thresholds; PPV - top and low represent 0.75 and 0.25 thresholds.

Table 2. Accuracy in 5’ End detection of DE regions. Results are shown for 3 values
of DE thresholds. Estimated DE regions below 100 bp were discarded.

DR-e DR-β′ RM SW
Fold Sens. PPV Sens. PPV Sens. PPV Sens. PPV

≥ 2 0.72 0.20 0.72 0.25 0.69 0.25 0.66 0.12
≥ 4 0.57 0.43 0.58 0.39 0.54 0.39 0.63 0.26
≥ 8 0.43 0.39 0.48 0.38 0.38 0.35 0.44 0.23

Detection of DE Regions. To evaluate DE region detection we compared
borders of regions estimated as having a fold change at least the DE threshold
against those of transcripts with simulated fold change above the same threshold.
The absence of noise and of longitudinal bias in the synthetic datasets allowed a
high detection of transcript and DE regions borders. Sensitivity reaches values
above 50% for all methods and most DE thresholds (table 2). Parseq based
approaches have a net improvement in PPV with DR-e and DR-β′ having slightly
higher sensitivity results than RM.

4 Conclusion

This paper describes a method to reconstruct the regions having significant
changes in expression between 2 conditions without recurring to predefined an-
notation and data sets replicates. This method is based on estimates of DE at
position level and mitigates the lack of replicates by accounting for the incerti-
tude in expression level estimation.
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Fig. 2. Detection of XUTs at position level. Detection sensitivity and PPV computed
on the whole repertoire of XUTs are shown as a function of the fold change threshold.
Symbols are the same as in figure 1: DR-e (blue band), DR-β′ (green band), RM (red
line) and SW (black dots); the DR-e and DR-β′ bands are delimited by the 0.25 and
0.75 cumulative probability thresholds.

Parseq, a probabilistic model for inferring expression profiles provides poste-
rior estimates at position resolution which can be used to describe, directly or
by approximation with a Betaprime distribution, the fold change distribution.
Within this framework, we show improvements in the accuracy of predictions for
methods based on empirical and betaprime approximation of ratio distribution,
mainly for the estimation of the fold change.

This probabilistic model opens the way to more sophisticated approaches for
the delineation of regions with constant a fold change, contributing to a better
characterization of differences in expression.
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Abstract. Aim of the paper is the development of a Fuzzy Decision
Support System (FDSS) for the Environmental Risk Assessment (ERA)
of the deliberate release of genetically modified plants. The evaluation
process permits identifying potential impacts that can achieve one or
more receptors through a set of migration paths. ERA process is often
performed in presence of incomplete and imprecise data and is generally
yielded using the personal experience and knowledge of the human ex-
perts. Therefore the risk assessment in the FDSS is obtained by using a
Fuzzy Inference System (FIS), performed using jFuzzyLogic library. The
decisions derived by FDSS have been validated on real world cases by
the human experts that are in charge of ERA. They have confirmed the
reliability of the fuzzy support system decisions.

Keywords: Fuzzy Support Decision Systems, Risk Assessment, Geneti-
cally Modified Organisms, Fuzzy Control Language, jFuzzyLogic library.

1 Introduction

The development of genetic engineering in the last years produced a very high
number of genetically modified organisms (GMOs). Whereas in USA the use
of GMOs is widely spread in agriculture, in Europe there are discordant poli-
cies w.r.t. GMOs. For instance, commercialization of food and feed containing
or consisting of GMOs is duly approved in European Community (EC), while
cultivation of new genetically modified crops are not adopted. The maize MON
810, approved by the old EC legislation framework, is currently the unique GMO
cultivated in the EC (e.g., Czech Republic, Poland, Spain, Portugal, Romania
and Slovakia). According to EC, the environmental release of GMOs is ruled
by Directive 200118EC and Regulation 18292003EC. The Directive refers to the
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deliberate release into the environment of GMOs and sets out two regulatory
regimes: Part C for the placing on the market and Part B for the deliberate
release for any other purpose, i.e. field trials [16]. In both legislations the noti-
fier, i.e., the person who requests the release into the environment of GMO, must
perform an Environmental Risk Assessment (ERA) on the issue. The ERA is for-
mally defined as “the evaluation of risks to human health and the environment,
whether direct or indirect, immediate or delayed, which the deliberate release
or the placing on the market of GMOs may pose”. ERA should be carried out
case by case, meaning that its conclusion may depends on the GM plants and
trait concerned, their intended uses, and the potential receiving environments.
The ERA process should lead to the identification and evaluation of potential
adverse effects of the GMO, and, at the same time, it should be conducted with
a view for identifying if there is a need for risk management and it should pro-
vides the basis for the monitoring plans. The aim of this work is the development
of a decision system that should advise and help the notifier in performing the
ERA about the cultivation of a specific genetically modified plant (GMP). ERA
process is often performed in presence of incomplete and imprecise data. More-
over, it is generally yielded using the personal experience and knowledge of the
notifier. Therefore the usage of fuzzy reasoning in the ERA support decision
system is particularly appropriate as witnessed by the extensive application of
fuzzy reasoning to the risk assessment in disparate fields [1,2,6,7,8,9,11,13,15,17].
Having said that, the fuzzy support decision system, object of the paper, is in-
spired by the methodological proposal of performing ERA on GMP field trials
[16]. The methodology would allow to describe the relationships between po-
tential receptors and the harmful characteristics of a GMP field trial, leading
to the identification of potential impacts. The paper is organized as follows: In
Section 2 the methodological proposal that has inspired the system is described;
The FDSS structure of the Fuzzy System is discussed in Section 3; Section 4 de-
scribes how the system validation has been performed; Finally some conclusions
are drawn in Section 5.

2 The Methodological Approach

The methodological proposal, that has inspired the system object of the paper, is
based on a conceptual model [16]. The schema, shown in Figure 1, illustrates the
possible paths of the impact from a specific source to a given receptor through
disparate diffusion factors and migration routes. The model implies that the
notifier fills an electronic questionnaire. The notifier answers are collected in a
relational database management system and, in a second time, become input
of a fuzzy decision support engine that is the system core and provides to the
notifier the overall evaluation of risk assessment related to a specific GM plant.
The questionnaire can be grouped in specific sets of questions where each set
corresponds to a specific box of the diagram of the conceptual model. For each
block the potential effects are calculated by using fuzzy concepts and a fuzzy
reasoning system. The questions can be of two different types, e.g., qualitative
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Fig. 1. Conceptual model

and quantitative. The former is typically descriptive and it is not used by fuzzy
decision support system in the reasoning process. On the contrary, the latter is
used by the fuzzy engine and can be an item chosen within a limited number of
possible replies or a numeric or a boolean value.

3 The Fuzzy Decision Support System

The FDSS, object of the paper, has the same architecture of a Fuzzy Logic
Control System. Moreover, the Fuzzy Inference System (FIS) of FDSS has been
implemented using the jFuzzyLogic library. Therefore the section is organized in
two subsections. In the former subsection we discuss the architecture of a generic
Fuzzy Logic Control System and, hence, of our system. In the latter subsection
jFuzzyLogic is described, in detail.

3.1 A Fuzzy Logic Control System

A Fuzzy Logic Control (FLC) system incorporates the knowledge and experience
of a human operator, the so-called expert, in the design of a system that controls
a process whose input-output relationships are described by a set of fuzzy con-
trol rules, e.g., IF-THEN rules. We recall that the antecedent is the part of rule
delimited by the keywords IF and THEN. Whereas the consequent is the part of
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Fig. 2. Membership functions of the linguistic variable number of insert copies

Fig. 3. Membership functions of the linguistic variable potential risk of the insert

the rule that follows the keyword THEN. The rules involve linguistic variables
(LV s) that express qualitative high level concepts. A typical FLC architecture
is composed of four principal components: a fuzzifier, a fuzzy rule base, an in-
ference engine and a defuzzifier [12]. The fuzzifier has the task of transforming
crisp measured data (e.g., number of insert copies is 1) into suitable linguistic
values, namely the data becomes, for instance, number of insert copies is low.
The fuzzy rule base stores the operation knowledge of the process of the domain
experts. The inference engine is the FLC core, and it can simulate human de-
cision making process by performing approximate reasoning in order to achieve
a desired control strategy. The defuzzifier is used for yielding a control action
inferred by the inference engine. In the inference engine the generalized modus
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ponens [12] plays an important role. For the application of fuzzy reasoning in
FLCs, the generalized modus ponens can written as

Premise 1: IF x is A THEN y is B
Premise 2: x is A′

Conclusion y is B′

where A, A′, B and B′ are fuzzy predicates i.e., Fuzzy Sets or Fuzzy Relations.
In general, a fuzzy control rule, e.g., premise 1, is a fuzzy relation expressed by
a fuzzy implication. In most general cases, the fuzzy rule bases has the form
of a Multi-Input-Multi-Output (MIMO) system. In this case the inference rules
are combined by using the connectives AND and ELSE that can be interpreted
as the intersection and the union for different definitions of fuzzy implications,
respectively. For instance, if we consider the LV number of insert copies as shown
in Figure 2, the fuzzy inference system of the LVs number of insert copies and
number of introduced sequences could be represented by:

IF number of insert copies is Low AND
number of introduced sequences is High THEN
potential risk of the insert is High
ELSE
IF number of insert copies is High AND
number of introduced sequences is Medium THEN
potential risk of the insert is High
ELSE
IF number of insert copies is Low AND
number of introduced sequences is Low THEN
potential risk of the insert is Low

In Figure 3 an example of fuzzy memberships for the output LV potential risk
of the insert is presented. Finally, a crisp (i.e., non fuzzy) output is obtained
considering a Center of Area defuzzifier [12].

3.2 jFuzzyLogic

jFuzzyLogic [4] is an open source software library for fuzzy systems which al-
lows to design Fuzzy Logic Controllers supporting the standard Fuzzy Control
Programming [10], published by the International Electrotechnical Commission.
The library is written in Java and permits FLC design and implementation, fol-
lowing IEC standard for Fuzzy Control Language (FCL). The standard defines a
common language to exchange portable fuzzy control programs among different
platforms. The aim of jFuzzyLogic is to bring the benefits of open source soft-
ware and standardization to the researchers and practitioners of fuzzy systems
community, namely:

– Standardization, which reduces programming work.
– Extensibility, i.e., the object model and the Application Programming Inter-

face (API) allow to create a wide range of different applications.
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– Platform independence, that permits the software development on whatever
hardware platform and operating system supporting Java.

Moreover, jFuzzyLogic allows to implement a Fuzzy Inference System (FIS). A
FIS is usually composed of one or more Function Blocks (FBs). Each FB has
variables (input, output or instances) and one or more Rule Blocks (RBs). Each
RB is composed of a set of rules, as well as Aggregation, Activation and Accu-
mulation methods. Having said that, jFuzzyLogic is based on ANTLR [14] that
generates a lexer and a parser based on a FCL grammar defined by the user. The
parser, written in Java, uses a left to right leftmost derivation recursive strategy,
formally known as LL(*). Using the lexer and the parser generated by ANTLR,
it can parse FCL files by creating an Abstract Syntax Tree (AST), a well known
structure in compiler design. The AST is converted into an Interpreter Syn-
tax Tree (IST), which is capable of performing the required computations. This
means that the IST can represent the grammar, in a similar way of AST, but it
is also capable of performing computations. Moreover, all methods defined in the
IEC norm are implemented in jFuzzyLogic. It should be noted that jFuzzyLogic
fulfills the definitions of Aggregation, Activation and Accumulation as defined
in [10]. Aggregation methods define the t-norms and t-conorms correspond to
the familiar AND, OR and NOT operators [3]. These can be Minimum, Prod-
uct or Bounded difference operators. Each set of operators fulfills De Morgan’s
laws [5]. The Activation method establishes how rule antecedents modify the
consequent. Activation operators are Minimum and Product. Finally, accumu-
lation methods determines the way the consequents from multiple rules in the
same RB are combined. Accumulation methods defined in the IEC norm in-
clude: Maximum, Bounded sum, Normed sum, Probabilistic OR and Sum [10].
Only two membership functions are defined in the IEC standard, i.e., singleton
and piece-wise linear. jFuzzyLogic implements other membership functions such
as trapezoidal, sigmoidal, gaussian, generalized bell, difference of sigmoidal, and
cosine, too. Moreover, jFuzzyLogic permits making arbitrary memberships by
means of a combination of mathematical functions. Thanks to the flexibility in
defining membership functions that can be sampled in a fixed number of points,
called samples. The number, that is by default one thousand, can be modified
on the basis of the precision-speed trade-off required for a specific application.
Inference is performed by evaluating membership functions at these samples.
To perform the sampling, the domain, called universe, of each variable, must
be estimated. The variable universe is defined as the range where the variable
assumes non-negligible value. For each variable, both membership function and
term are considered during the universe computation. After the examination of
all rules is terminated, the accumulation for each variable is complete. The last
step in the evaluation of a FIS is the defuzzification [12]. The value for each
variable is computed by means of the defuzzification method selected by the
user within the following set: Center of gravity, Rightmost Max, Center of area,
Leftmost Max, Mean max (for the continuous membership functions), or Center
of gravity (for the discrete membership functions).
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4 System Validation

The FDSS, object of the work, has a knowledge base organized in 123 FBs and
it consists of 6215 rules of the type described in Section 3. FDSS was tested
producing about 150 ERAs related to GM plants (e.g., Bt-maize1 and Brassica
napus). The ERAs, yielded by FDSS, were submitted to a pool of ISPRA2 ex-
perts, not involved in the FDSS knowledge base definition, in order to assess the
consistency and completeness of FDSS evaluations. For instance, we present two
ERAs taken from the 150 ERAs produced by FDSS. The former estimates that
all risks about GMP cultivation (see Tab 1, scenario 1) are negligible. Instead,
the latter identify some risks that are potentially high (see Tab 1, scenario 2).
FDSS has been developed as a Web Application and uses MySql database to
store the data required to perform the ERA process. FDSS is implemented in
Java2EE under Linux UBUNTU on a PC with Intel dual core 2.6GHz, 2GB
RAM. It requires a CPU time lower than 2 sec to perform the whole ERA.

Table 1. Estimation of the risks for two scenarios. Value is in the [0, 100] interval and
LV are the Linguistic Variables.

Scenario 1 Scenario 2
Risk value LV value LV

Molecular aspect 0.0 low 50.0 medium
Potential expression of the inserts 50.0 medium 50.0 medium

Potential risk of the insert 0.0 low 0.0 low
Potential risks of the sequences 0.0 low 100.0 high

Potential risk of toxicity 0.0 low 0.0 low
Surface involved 0.0 low 100.0 high

5 Conclusions

In this paper a FDSS for the ERA of the deliberate release of GMPs has been
presented. The evaluation process permits identifying potential impacts that
can achieve one or more receptors through a set of migration paths. The risk
assessment in the FDSS is obtained by using a FIS, implemented by means of
jFuzzyLogic library. The decisions yielded by FDSS have been validated on real
world cases by the human experts of ISPRA, confirming, in this way, the FDSS
reliability. In the next future we plan to develop machine learning algorithms
that allow to learn automatically the knowledge base of FDSS.

Acknowledgements. This research has been partially funded by the LIFE
project MAN-GMP-ITA (Agreement n. LIFE08 NAT/IT/000334).

1 Maize modified by using a Bt toxin (Bacillus thuringensis) [16].
2 ISPRA is the institute governed by the Italian Ministery of the Environment that is
in charge of GMO risk estimation.
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Abstract. In this paper we propose a method for recognizing human actions by
using depth images acquired through a Kinect sensor. The depth images are repre-
sented through the combination of three sets of well-known features, respectively
based on Hu moments, depth variations and the R transform, an enhanced ver-
sion of the Radon transform. A GMM classifier is adopted and finally a reject
option is introduced in order to improve the overall reliability of the system. The
proposed approach has been tested over two datasets, the Mivia and the MHAD,
showing very promising results.

1 Introduction

The need for security in different applications fields, ranging from surveillance to pa-
tient monitoring systems, has led to a growing interest in those applications able to au-
tomatically interpret human behaviors. In this field, human action recognition is among
the most challenging tasks.

According to [11], an action can be represented following two different approaches:
local representation and global representation. Local representation is based on
a bottom-up approach: the spatio-temporal interest points are extracted from the entire
scene and local descriptors are then computed and combined into a final representation.
For instance, a Microsoft Kinect sensor is used in [18] and [14]: the former proposed
a novel 4D local spatio-temporal feature which combines both intensity and depth in-
formation; in the latter the features are based on human pose and motion, as well as on
image and point-cloud information. Furthermore, the authors create a two-layer Max-
imum Entropy Markov strategy for modeling an activity as a set of sub-activities and
exploit a dynamic programming approach for the inference. In [6] an unsupervised fea-
ture learning is proposed: the spatio-temporal features are learnt directly from unlabeled
video data by means of an extension of the Independent Subspace Analysis algorithm.
The main success of all these methods based on local features is that any kind of pre-
processing methods, such as motion segmentation and tracking, can be avoided. Fur-
thermore, such methods are invariant to changes in viewpoint, person appearance and
partial occlusions. The main lack, however, lies in their computational burden: these
techniques are usually very slow, and their applicability to real-time systems is not re-
ally feasible. For instance, in [6] the computation needs 0.44 seconds for each frame,
0.10 seconds only if the implementation is optimized for a GPU.
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On the contrary, in global representation based approaches the visual observation
focuses on a Region of Interest (ROI): the person is located in the scene by applying
background subtraction or tracking techniques; the descriptors in this case are usually
derived from silhouettes, edges or optical flow. For instance, in [2] and [17] a Radon
transform and an extended version, the R transform, have been respectively adopted. In
particular, the R transform is invariant to scale and translation and, as experimentally
demonstrated in [17], outperforms methods using silhouette-based moment descriptors
(like, for instance, Invariant Moments, Zernike Moments, Pseudo-Zernike Moments
and Wavelet Moments) without increasing the computational cost. In [9] each action is
represented by its 3D volume (two spatial and one temporal dimensions); the charac-
terization of this volume is performed by geometrical moments based on Hu moments
[1]. In [8] RGB-D images are considered. Such approaches significantly improve the
extraction of the silhouette, being insensitive to the typical problems of the detection
phase (like, for instance, illuminance conditions changes or camouflage). However, the
main problem in the approaches based on global representations lies in the fact that such
techniques are sensible to noise, partial occlusions and variations in viewpoint. In order
to overcome these limitations, global representations are often enriched by a grid-based
approach: the ROI is partitioned into cells in order to also obtain local information about
the part of the objects in the scene.

The proposed method belongs to the last category: RGB-D images acquired by a
Kinect are processed in order to extract the moving object silhouette. A first original
aspect of the method is the use of a combination of three well-known different sets
of features, respectively based on the R transform, depth variations and Hu moments.
The first set is good at capturing properties related to the alignment of subregions of
the image, while the second set describes in a more global way the overall distribution
of the pixels; thus they are quite complementary in their nature, and their combination
improves the discriminant ability with respect to each set taken separately. Also note
that both sets are based on integral criteria, and so are quite robust with respect to noise.

The classification is performed by means of a Gaussian Mixture Model (GMM) clas-
sifier. A second major novelty of the method is the addition, after the classifier, of a
module that estimates the reliability of the single classification response. This mod-
ule is able to reject (i.e. refrain from recognizing an action) when observing a sample
whose reliability is low. In this way the system avoids issuing erroneus action reports
for ambiguous or unstable situations, such as during the transition between two different
actions, thus improving the classification performance.

2 The Proposed Method

This section will detail the proposed method: two main phases can be identified, as
shown in Figure 1: a low-level phase (colored in orange in the figure), aimed at extract-
ing features starting from the analysis of raw data, and a high-level phase (in blue in
the figure), devoted to identify the actions of the object of interest, by analyzing the
extracted features. More details about each module will be provided in the following.
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Fig. 1. Overview of the proposed method

2.1 Low-Level Phase

This phase includes acquisition of the images, their representation, and feature extrac-
tion. Each of these steps is described in the following.

Acquisition: The raw images are acquired using a Kinect, an affordable (under $150)
input device produced by Microsoft, that provides both a RGB image and a depth image
obtained by means of an infrared image sensor combined with a structured infrared light
source.

Representation: The depth image D is processed to obtain three different repre-
sentations, the Motion History Image (MHI), the Average Depth Image (ADI) and the
Depth Difference Image (DDI); these three representations will be used as the basis for
feature extraction. The Motion History Image MHI [4] is used to capture into a sin-
gle and static image the sequence of motions. The value of MHI at time t and position
(x, y) is updated as follows:

MHI(x, y, t) = 255 (1)

if point (x, y) passed from background to foreground at time t, and

MHI(x, y, t) = max{M(x, y, t− 1)− τ, 0} (2)

otherwise; τ is a constant.
Given an observation window of N temporally adjacent images, the Average Depth

Image ADI(x, y, t) [8] is the average depth at position (x, y) over the images at times
t−N + 1, . . . , t.

Finally, the Depth Difference Image DDI [8] is used to evaluate the motions changes
in the depth dimension:

DDI(x, y, t) = Dmax(x, y, t)−Dmin(x, y, t), (3)

where Dmax(x, y, t) and Dmin(x, y, t) are respectively the maximum and minimum
depth for position (x, y) over the images at times t−N + 1, . . . , t.

It is worth pointing out that N in our experiments is set to one second, corresponding
to 25 frames. Furthermore, in [8] it has been experimental evaluated that the optimal
value of τ is (256/N)− 1.
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Features Extraction: Once obtained the derived images, three different kinds of fea-
tures have been extracted. In particular, Hu moments [1] have been chosen to represent
the MHI and ADI, while the DDI is represented through two different kinds of features:
the R transform [15] and the Min-Max Depth Variations [8]. The former is an extended
Radon transform; its main advantages lie in its low computational complexity and its
geometric invariance: in particular, such a descriptor is robust with respect to the errors
of the detection phase, such as disjoint silhouettes and holes in the shape. The latter
is obtained by hierarchical partitioning the box containing the silhouette into cells of
equal size and by computing the maximum and the minimum values in each cell (see
Figure 2).

It is worth pointing out that the features extraction step results in a vector composed
by 303 features: 14 for the Hu moments, 181 representing the R transform and 108
encoding the Min-Max Depth Variations over the grid.

(a) (b) (c) (d) (e) (f)

Fig. 2. Min Max Depth Variations Features extracted with hierarchical grids

2.2 High-Level Phase

The high-level phase is composed by feature reduction, classification and reject module,
described below.

Feature reduction: In order to improve the performance of the system, both in terms
of overall accuracy and computational cost, a Principal Component Analysis (PCA) and
a Linear Discriminant Analysis (LDA) are used for reducing the dimensionality of the
feature vectors. This combination has been often used for face recognition applications
(the reader can refer, for instance, to [7]), showing a significant improvement in the
overall accuracy of the methods.

Classification: Once obtained the reduced features vector, a Gaussian Mixture
Model (GMM) classifier is used for the final step. During the training step, the distribu-
tion of each class is estimated by maximizing the likelihood. During the classification
phase, the likelihood for each class is computed; before assigning the observation to
the class for which the likelihood is maximum, the system computes the estimation of
the reliability of the obtained results ψ. If ψ is below a given threshold σ∗, then the
sample will be rejected. According to the method proposed in [5], ψ can be computed
as the combination of two different terms, ψa and ψb, that account for the typical situ-
ations that usually make low the reliability of a classifier: (a) the sample significantly
differs from those present in the training set; (b) the point representing the sample in
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the features space lies at the boundary between two classes. In particular, for the GMM
classifier ψa can be computed as

ψa = Owin, (4)

being Owin the maximum likelihood computed. Similarly, ψb can be computed as

ψb = Owin −O2win (5)

where O2win is the likelihood of the second best class. In conclusion, for the GMM
classifier,

ψ = min{Owin, Owin −O2win} = ψb. (6)

Reject Module: This step compares the reliability indicator ψ with a threshold σ,
and rejects the sample if it is below the threshold. The reject option has been success-
fully used in other application fields, ranging from audio-surveillance [3] to biomedical
analysis [13]. At our knowledge, it is used for the first time in this paper for actions
recognition purposes. The method for choosing an optimal threshold σ∗ is described
in [5]. The main idea is that σ∗ can be computed by maximizing a function P , which
measures the classification effectiveness in the considered application domain, in terms
of recognition rate Rc, error rate Re and reject rate Rr. Assuming a linear dependence
for P on Rc, Re and Rr, P can be computed as follows:

P = Cc · (Rc −R0
c)− Ce · (Re −R0

e)− Cr ·Rr, (7)

being R0
c and R0

e respectively the recognition rate and the error rate at 0-reject. Fur-
thermore, Ce, Cr and Cc respectively represent the cost of each error, of each rejection
and the gain of each correct classification. Of course, such costs strongly depend on the
particular application domain.

It should be clear that Rc, Re and Rr depend on σ. It means that also P is a function
of the reject threshold. Since this function is not available in analytic form, the optimal
threshold σ∗ has to be experimentally evaluated by means an exhaustive search among
the tabulated values of P (σ).

3 Experimental Results

In the last years, a lot of datasets for action recognition have been proposed. However,
they usually have two limitations with respect to the needs of our experimentation: first,
the RGB-D images are not available [12] or, if available, the background is not included
in the dataset [16]. This issue is justified by the fact that a lot of methods are not based
on background subtraction strategies, since they directly extract the objects skeletons
from the images. The second limitation depends on the typology of the extracted data: as
a matter of fact, we are mainly interested in actions with a high semantic level (eating,
drinking etc.). Most of the available datasets, instead, mainly focus on actions with
low semantic level, like running, sitting down, standing up and so on. For the above
mentioned reasons, we built our own dataset, from now on denoted as the Mivia Dataset;
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however we also used an existing dataset, for making our results easier to compare with
other. Thus, the used datasets were:

Mivia Dataset: it has been acquired in the Mivia lab and it is available at the follow-
ing link: http://mivia.unisa.it/datasets/video-analysis-datasets/mivia-action-dataset/. It
is composed by 7 high-level actions performed by 14 subjects (7 males and 7 females).
All the subjects performed 5 repetitions of each action, so resulting in about 500 repe-
titions; the approximated length of each action is reported in Table 1.

Berkeley Multimodal Human Action Detection (MHAD) [10]: it contains 11 low-
level actions performed by 7 male and 5 female subjects. All the subjects performed 5
repetitions of each action, yielding about 660 action sequences which correspond to
about 82 minutes of total recording time.

Table 1 summarizes the actions recorded in each dataset, while Figure 3 shows some
examples.

Table 1. Description of the Berkeley MHAD (a) and of the Mivia (b) Datasets

ID Action Length per
Recording

A1 Bending - hands up all the way down 12 secs
A2 Clapping hands 5 secs
A3 Jumping in place 5 secs
A4 Jumping jacks 7 secs
A5 Punching (boxing) 10 secs
A6 Sit down 2 secs
A7 Sit down then stand up 15 secs
A8 Stand up 2 secs
A9 Throwing a ball 3 secs

A10 Waving - one hand (right) 7 secs
A11 Waving - two hands 7 secs

ID Action Length per
Recording

B1 Opening a jar 2 sec
B2 Drinking 3 secs
B3 Sleeping 3 secs
B4 Random Movements 11 secs
B5 Stopping 7 secs
B6 Interacting with a table 3 secs
B7 Sitting 3 secs

(a) (b)

For each dataset, two different experimentations has been conducted: in the first case,
we did include the person to be tested in the training set; namely, one of the repetitions
of each action performed by the person being tested was included in the training set,
together with all the repetitions by all the other persons; the test has been repeated for
all the persons in the database, and the average performance has been reported. This
case represents the situation in which the person whose actions have to be recognized is
known to the system, a situation that occurs in many applications (e.g. home monitoring
of an elderly person). In the second case, the person to be tested is not included in the
training set, which is formed by the actions of all the other persons. This case models
the situation in which the actions of unknown persons have to be recognized, that occurs
in applications like surveillance of public places.

The results, in terms of true positive rate, for the different sets of features (in partic-
ular R features, used in [2], depth-based features (Hu Moments and Min-Max Depth
Variation), used in [8], and their combination, first introduced in this paper) are shown
in Tables 2 for the Mivia (a)(b) and the MHAD dataset (c)(d) respectively.
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(a) (b) (c)

(d) (e) (f)

Fig. 3. Some examples of the Berkeley MHAD Dataset (A2 (a), A3 (b), A4 (c)) and of the Local
Dataset (B1 (e), B2 (f), B4 (g))

On the Mivia dataset, the absolute performance for all the methods is quite high for
the case of the test person included in the training set and (as expected) slightly worse
for the case of the test person excluded. On the other hand, the performance on MHAD
is lower; it is worth pointing out that the MHAD is a very challenging dataset: actions
like, for instance, Sit down and Sit down then stand up are very similar to each other (the
first two seconds are exactly the same). However, the interesting point is that in both
the test cases, and for both the datasets, the proposed method results in a measurable
improvement of the classification accuracy; the improvement is usually between 2% and
3%, but for some actions it is quite larger (e.g. for action A5 of the MHAD database, in
the unknown person scenario, the accuracy improvement is 18%).

Finally, we evaluated the impact of the reject option on the classifier performance,
by comparing the error rates of a zero-reject classifier with the error and reject rates of a
classifier using the optimal reject threshold previously defined (for this experiment we
set the costs as Cr = 2, Ce = 5 and Cc = 1).

Table 3 shows the obtained results. As it can be seen, for the Mivia Dataset the im-
provements were negligible. However, on the more difficult MHAD Dataset the reject
option is able on the average to reduce the error rate by an additional 2.3%, thus con-
firming its usefulness.

Finally, as for the computational cost, we verified that the proposed method is able
to run at 10 fps on a MacBook Pro equipped with Intel Core 2 Duo running at 2.4 GHz,
so confirming its applicability in real frameworks.
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Table 2. Recognition rates over the Mivia dataset (a)(b) and over the Berkeley MHAD dataset
(c)(d) with a different feature set (R Features, Depth Features and the combination of both), with
and without the person under test in the training set

The test person is in the training set
R Features Depth Features Proposed

Method
B1 47.453 91.491 93.340
B2 39.068 93.825 94.660
B3 97.913 99.986 99.987
B4 85.858 98.809 98.709
B5 89.225 98.791 99.222
B6 35.400 98.475 98.950
B7 65.596 98.756 98.808

The test person is NOT in the training set
R Features Depth Features Proposed

Method
B1 33.574 82.604 83.677
B2 23.356 77.794 73.967
B3 80.297 97.694 99.893
B4 85.234 98.023 97.526
B5 85.532 91.533 88.287
B6 23.442 96.360 98.033
B7 43.529 93.090 94.753

(a) (b)

The test person is in the training set
R Features Depth Features Proposed

Method
A1 56.462 83.829 86.483
A2 82.999 94.405 95.195
A3 43.124 72.556 83.223
A4 84.020 88.273 91.518
A5 46.405 87.504 88.999
A6 24.020 66.612 75.456
A7 34.110 81.843 80.327
A8 38.912 84.854 81.829
A9 24.985 77.894 81.038
A10 80.270 95.823 96.726
A11 71.628 83.208 89.233

The test person is NOT in the training set
R Features Depth Features Proposed

Method
A1 49.282 69.942 74.974
A2 44.101 54.580 58.969
A3 22.971 41.651 47.450
A4 77.814 69.151 67.886
A5 33.051 52.447 70.201
A6 12.540 32.554 35.468
A7 21.803 66.086 59.943
A8 19.130 47.467 48.957
A9 6.407 58.167 57.384

A10 44.783 78.271 79.512
A11 56.996 62.380 64.903

(c) (d)

Table 3. Performance of the system over the Mivia and the MHAD datasets, in terms of Error
Rate (with and without reject) and Reject Rate

Mivia Dataset
Class Error Rate

without reject
Error Rate
with reject

Reject rate

B1 6.66 5.53 2.49
B2 5.34 4.35 1.83
B3 0.01 0.01 0.01
B4 1.29 1.20 0.14
B5 0.78 0.52 0.63
B6 1.05 0.89 0.17
B7 1.19 1.16 0.04

Total 2.33 1.95 0.76

MHAD Dataset
Class Error Rate

without reject
Error Rate
with reject

Reject rate

A1 13.52 11.39 2.99
A2 4.80 3.66 1.40
A3 16.78 13.22 5.32
A4 8.48 7.36 1.64
A5 11.00 9.99 1.47
A6 24.54 21.94 5.06
A7 19.67 17.82 3.41
A8 18.17 15.11 4.84
A9 18.96 16.22 4.35
A10 3.27 2.58 1.16
A11 10.77 8.56 3.01
Total 15.25 12.90 3.59
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4 Conclusions

In this paper we proposed a framework for recognizing human activities by analyzing
depth images extracted from a Kinect sensor. The experimental results show that the
combination of the three sets of features, respectively based on Hu moments, depth
variations and R transform, consistently improved the performance of the system. The
overall reliability is further enhanced by introducing a reject option, which has been
exploited for the first time in this paper in the field of action recognition.
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Abstract. In this work, we propose an efficient and effective method to recog-
nize human actions based on the estimated 3D positions of skeletal joints in tem-
poral sequences of depth maps. First, the body skeleton is decomposed in a set of
kinematic chains, and the position of each joint is expressed in a locally defined
reference system, which makes the coordinates invariant to body translations and
rotations. A multi-part bag-of-poses approach is then defined, which permits the
separate alignment of body parts through a nearest-neighbor classification. Ex-
periments conducted on the MSR Daily Activity dataset show promising results.

Keywords: depth camera, action recognition, nearest-neighbor classification.

1 Introduction

Recently, the use of RGB-D map sequences (sequences of synchronized and aligned
RGB and depth images) is receiving an increasing attention in various applications, in-
cluding recognition of human actions and gestures [2], human pose reconstruction and
estimation [10,1,5], scene flow estimation [6], face super-resolution [3]. Approaches
proposed for recognition of human actions and gestures are relevant in very different
domains ranging from biomedicine (e.g., monitoring and analysis of patient movements
for supervised rehabilitation), to video-surveillance and social behavior analysis (e.g.,
indicators of shame and embarrassment based on human gestures) [11]). These ap-
proaches can be grouped into three main categories: skeleton based, that estimate the
positions of a set of joints in the human skeleton from the depth map, and then model
the pose of the human body in subsequent frames of a sequence using the position and
the relations between joints; depth map based, that extract volumetric and temporal
features from the overall set of points of the depth maps in a sequence; and hybrid so-
lutions, which combine information extracted from both the joints of the skeleton and
the depth maps.

Skeleton based approaches have become popular thanks to the work of Shotton et
al. [10], where a real-time method is defined to accurately predict 3D positions of 16
body joints in individual depth map without using any temporal information. Relying
on the joints location provided by Kinect, in [13] an approach for human action recog-
nition is proposed, which computes histograms of the locations of 12 3D joints as a
compact representation of postures. The histograms computed from the action depth

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 446–455, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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sequences are then projected using LDA and clustered into k posture visual words,
which represent the prototypical poses of actions. The temporal evolutions of those vi-
sual words are modeled by discrete HMMs. Results were provided on the Microsoft
Research (MSR) Action3D dataset [7]. In [14], human actions recognition is obtained
by extracting pair-wise differences of joint positions in the current frame, between the
current and the preceding frame, and between the current frame and the initial frame of
the sequence (assumed as neutral). PCA is then used to reduce redundancy and noise in
the feature and to obtain a compact EigenJoints representation for each frame. Finally,
a naı̈ve-Bayes nearest-neighbor classifier is used for multi-class action classification on
the MSR Action3D dataset. With respect to the other classes of approaches, skeleton
based solutions have the main merit in being simple and efficient, which is of paramount
importance in real-time action recognition.

In this work, we propose a skeleton based solution for human action recognition
from sequences of depth maps acquired with a Kinect camera. The key idea of our
approach is to use joint positions to align multiple-parts of the human body using a bag-
of-poses solution applied in a nearest-neighbor framework. We develop on the human
body representation model proposed in [9], which is based on four kinematic chains.
The coordinates of each joint in a chain are expressed in a local reference system, which
is defined at the preceding joint. In this way, the coordinates are invariant to translation
and rotation of the body, and each part of the body is modeled separately, to allow each
part to be aligned independently. Hence, if the full body feature is noisy, the classifier
can still obtain a strong score by aligning sub-parts of the body. Experimental results
evidence competitive results in comparison to existing skeleton based solutions.

The rest of the paper is organized as follows: In Sect. 2, the proposed skeletal rep-
resentation of the human body is described. This representation is then exploited in a
multi-part nearest-neighbor classifier to perform action classification, as discussed in
Sect. 3. Results obtained using the proposed framework on the MSR Daily Action 3D
dataset are reported in Sect. 4. Finally, discussion and conclusions are drawn in Sect. 5.

2 Skeletal Representation

The proposed action recognition system relies on a skeletal based representation of the
human body. This is provided by the Kinect platform that outputs a wireframe skeleton
at a rate of 30 fps for each human body recognized in the acquired RGB-D datastream.
Each skeleton part — forearm, upper arm, torso, head, etc. — is modelled as a rigid
body. The position of the skeleton joints are provided as (x, y, z) coordinates in an
absolute reference system that places the Kinect device at the origin with the positive
z-axis extending in the direction in which the device is pointed, the positive y-axis
extending upward, and the positive x-axis extending to the left. However, this absolute
representation is highly inefficient and redundant since the coordinates of joints are
mutually correlated. A much more convenient and generally adopted solution models
the movements of the human body using kinematic chains, the root of the kinematic
tree being the torso (base body) and the position of each joint being expressed relative
to its parent joint. We adopt the same representation model proposed in [9] and assume
the relative position of joints of the human torso — composed of the left and right
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shoulders, the base of the neck and the left and right hips — does not change over time.
Thus, the entire torso is modeled as a rigid part and the remaining joints are classified
into first and second degree joints. The first degree joints are those adjacent to the torso:
the elbows and the knees. The second degree joints are the children of the first degree
joints in the four kinematic chains: the wrists and the feet.

The position of each first degree joint is expressed in a coordinate system which
is derived from the torso frame. This is a 3D orthonormal basis {u, r, t} resulting
from the PCA of the positions of the torso joints. The torso frame is translated so as
to express the coordinates of the first degree joints (see Fig. 1). Coordinates [u, r, t]0
of the left elbow joint are expressed in the torso frame coordinate system translated
so as to center the origin at the left shoulder joint. Coordinates [u, r, t]1 of the left
knee joint are expressed in the torso frame coordinate system translated so as to center
the origin at the left hip joint. Similarly, coordinates of the right elbow and knee are
expressed in a torso frame coordinate system centered at the right shoulder and hip,
respectively: [u, r, t]3 and [u, r, t]2. It should be noticed that this solution differs from
the one proposed in [9] where two angular variables are used to represent the first degree
joints in polar coordinates. Differently, we represent the coordinates of the first degree
joints in Cartesian coordinates [u, r, t], which makes the representation system immune
to the well known “gimbal lock” problem.

(u,r,t)0

(u,r,t)4

u
r

t

(u,r,t)1
(u,r,t)2

(u,r,t)3

(u,r,t)5

(u,r,t)6

(u,r,t)7

Fig. 1. The body skeleton and the first and second degree coordinate systems

The position of each second degree joint is expressed in a coordinate system that is
derived from the coordinate system used to represent the position of its parent joint.
Given a second degree joint, the {u, r, t} system with origin centered at the root of
its kinematic chain is rotated and translated so as to center its origin at the parent first
degree joint. The applied rotation is such that the direction of r matches the direction



Weakly Aligned Multi-part Bag-of-Poses for Action Recognition from Depth Cameras 449

of the link between the root of the kinematic chain and the parent first degree joint. In
this way, four new coordinate systems [u, r, t]k, k = 4, . . . , 7 are created with origin
at the left elbow, left knee, right knee and right elbow, respectively (see Fig. 1). Based
on this representation system, a generic body pose is represented by a 24-dimensional
feature vector h = [u0, r0, t0, . . . , u7, r7, t7] measuring the coordinates of the first and
second degree joints in their coordinate systems. All of the vectors vj = [uj, rj , tj ] are
L2-normalized in order to obtain robustness to the body size of different people and to
the noise in estimating 3D joint position due to distance from the sensor.

3 Action Classification

State of the art methods for image classification are based on parametric classifiers, like
SVM, Boosting, etc., which require an intensive learning/training stage. In contrast,
non-parametric Nearest-Neighbor (NN) based classifiers have some favorable proper-
ties [4]: Naturally deal with a large number of classes; Avoid the overfitting problem;
Do not require parameters learning.

Following this idea, in our approach a Naı̈ve-Bayes Nearest-Neighbor (NBNN) clas-
sifier is applied for action recognition. For each frame in a sequence of depth maps, a
feature vector is computed and used without quantization as frame descriptor, as de-
tailed in Sect. 2. Considering M classes of actions to be recognized Ck, k = 1, . . . ,M ,
a number of labelled sequences per class is used as “training” set. Actually, this step
does not include any learning/training of parameters, but the frame descriptors of these
labelled sequences just serve as prototypes of a class.

According to this, given a depth frame fi of a query sequence and its descriptor hi,
for each class Ck the training frame is searched which minimizes the distance:

dCk

i = ‖hi −NNCk(hi)‖2, (1)

where NNCk
(hi) is the NN-descriptor of hi in the training frames of class Ck. Re-

peating this step for each frame fi, i = 1, . . . , S of the query sequence, a set of M
class-reconstructed sequences are derived, each comprising the NN-frames in the class
Ck. Based on the distance between a query frame descriptor and its NN-frame descrip-
tor, a goodness value is then associated to each of the class-reconstructed sequences:

GCk =
1

S

S∑
i=1

gCk

i =
1

S

S∑
i=1

exp(dCk

i /σ2). (2)

3.1 Weak Temporal Alignment of Bag of Poses

The goodness value computed between two sequences does not account for their tem-
poral ordering. Due to this, frames in the class-reconstructed sequences could have a
meaningless temporal ordering when compared to the query sequence. So, in order to
account for the temporal correlation between two sequences, we found beneficial to add
an extra feature to the feature vector obtaining h =

[
u0 r0 t0, . . . , u7 r7 t7, β

s
S

]
, where

s is the frame index and S is the sequence length in frames. The constant β ensures that
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Fig. 2. Weak alignment between query (top) and (bottom) reconstructed sequence from the correct
class with the normalized time-stamps

the weight of the temporal feature is not discarded because of the high dimensionality
of the vector and it is selected by cross-validation. To encode short time temporal rela-
tionships, we also add to vector h temporal derivatives [duj drj dtj ]. The final feature
set is h =

[
u0 r0 t0, du0 dr0 dt0, . . . , β

s
S

]
. Adding the normalized timestampe β s

S
makes frame in the same relative position in a sequence closer; this perform a weak
alignment of sequences.

For efficiency reasons, the frame descriptors of the training sequences of a class are
stored in a KD-tree (a total of M trees are constructed). Using a KD-tree, the class-
reconstructed sequence of a query with S frames is constructed with S searches, each
search having a logarithmic cost in the number of frames in the tree. As it can be ob-
served in Fig. 2, our approach performs an implicit sequence-to-class alignment pro-
cedure picking for each query frame the best exemplar without taking into account the
sequence, but only the relative positioning. Dynamic Time Warping (DTW) instead,
performs a sequence-to-sequence alignment; thus our method can leverage a lot more
data since virtually any combination of frames from a class can be used to reconstruct
the query sequence.

3.2 Multi-part Models

Following the approach proposed in [12] based on learning relevant depth and joint
features for each action class, we improve our model by combining multiple local body
descriptors computed hierarchically. Let δp be a binary vector representing a selector for
part p, that picks a subset of the features such that δp ◦ h =

[
up rp tp, β

s
S

]
; we simply

zero all features except the one not belonging to the part and the normalized frame. To
define a higher order feature it is sufficient to OR two selectors: δLA = δLE ∨ δLH ,
where LA, LE and LH indicate the left arm, elbow and hand, respectively. The legs,
torso and lower body selector can be obtained as such. This procedure also applies to
derivatives separately. For a multi-part model the NBNN classifier becomes:

CNBNN = argmax
Ck

1

S

∑
p∈P

S∑
i=1

exp
(‖δp ◦ hi −NNCk(δp ◦ hi)‖2/σ2

p

)
, (3)



Weakly Aligned Multi-part Bag-of-Poses for Action Recognition from Depth Cameras 451

given a set of parts P . We estimate the σp value as:

σp =
1

S(S − 1)/2

∑
i∈D

∑
j∈D

‖δp ◦ hi − δp ◦ hj‖, ∀i < j ∈ D, (4)

with a sample of the training data D. The value σp is fixed for each part and does not
depend on the category. The same approach is used to tune the σ in (3). Note that we are
not learning the feature representation, but the key idea is to align separately meaningful
body parts by seeking the best sequence able to independently align the sub-parts. As
an example, if the full body feature is noisy, the classifier can still obtain a strong score
from aligning the torso or the arms in actions such as drinking or eating.

4 Experimental Results

The proposed method has been evaluated on the Microsoft Research (MSR) Daily Ac-
tivity 3D dataset [12]. Results scored by our approach on this benchmark were also
compared against those reported by state of the art solutions on the same benchmark.

The Daily Activity 3D dataset was captured at MSR using a Kinect device [12].
There are 16 activities: drink, eat, read book, call cellphone, write on a paper, use
laptop, use vacuum cleaner, cheer up, sit still, toss paper, play game, lie down on sofa,
walk, play guitar, stand up, sit down. There are 10 subjects in the dataset. Each subject
performs each activity twice, once in “standing” position, and once in “sitting on sofa”
position. The total number of the activity samples is 16 × 2 × 10 = 320. This dataset
has been designed to cover humans daily activities in a living room. As a consequence,
when the user stands close to the sofa or sits on the sofa, the 3D joint positions extracted
by the skeleton tracker are very noisy. In addition, most of the activities involve humans-
object interactions, thus making this dataset quite challenging.

Experiments have been conducted using a cross-actor training/testing setup. Specif-
ically, we left out each actor from the training set and repeated an experiment for each
of them (leave-one-actor-out). The confusion matrix obtained using the multi-part vari-
ant of our approach is reported on Fig. 3. It can be noted as the most critical actions
to classify correspond to the cases where subjects interact with external objects, rather
than to pose variations alone. Our algorithm occupy a very tiny time-slot (<10 ms) with
respect to the user detection and tracking. For a single user, our system runs at 20 fps
on standard hardware.

4.1 Comparative Evaluation

Results of a comparative analysis of the proposed approach to alternative solutions are
reported on Table 1. The first investigation aims to evidence accuracies obtained by
using the different variants of our solution. In particular, in the Table we indicate our
base solution with “NBNN”, its variants adding separately time and parts as, respec-
tively, “NBNN+parts” and “NBNN+time,” and the solution which accounts for time
and parts together as “NBNN+parts+time”. Results obtained on the DailyActivity3D
datasets show that the “time” feature is as relevant as the part based modeling in im-
proving the performance of the NBNN base approach; both cues combined together
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Fig. 3. MSR Daily Activity 3D dataset: Confusion matrix

yield state of the art results. On the MSR Daily Activity 3D dataset, we also compared
our approach with the solutions obtained with [8] and [12] reported in [12]. The solu-
tion in [8] uses Dynamic Temporal Warping (DTW) to match the 3D joint positions to a
template, and action recognition can be done through a NN-classification method. The
method in [12], instead, uses the estimated 3D joint positions and a Local Occupancy
Pattern as local feature for human body representation. Since our method only exploits
the joints positions, for a fair comparison in the Table we report the results of [12]
obtained only using the joints positions, as given by the authors. On the MSR Daily
Activity, we can observe a diffused confusion in the upper left quadrant of the confu-
sion matrix relative to {drink, eat, call, eat, write}. Also, since we are not employing
features other than the joints representation, our approach has not very high accuracy
on actions mainly defined by the presence of an object, like vacuum, laptop, read or
write.

In Tab. 2 we also report the accuracy scored by individual body parts. In particular,
“ubody” and “lbody” include, respectively, joints in the arms and joints in the legs, with
“dubody” and “dlbody” indicating the differential features computes on the “ubody”
and “lbody” parts. The rightmost columns report the accuracy resulting by combin-
ing together all the parts and their differential components (all parts), and that of the
complete approach that also explicitly includes the temporal feature (all parts+time).
From the Table, it can be observed as for some actions, like lay or walk, the lower part
of the body provides more accuracy, whereas for other actions, like cheer, read and
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Table 1. Recognition accuracy comparison. For the method in [12], results obtained using only
the joints position are reported

Method MSR Daily

NBNN + parts + time 0.70
NBNN + time 0.62
NBNN + parts 0.60
NBNN 0.53

Actionlets [12] 0.68
DTW [8] 0.54

guitar, is the upper part to provide significantly better results. Noticeably, in some cases
(bold-underlined in the table) individual parts perform better than their combination.

Finally, in Fig. 4 we report the variation of the recognition accuracy as a function of
the β parameter, which weights the mutual relevance of the spatial and temporal com-
ponent in the feature vector (Sect. 3.1). Values are reported for both the cases in which
the parts are used or not. The accuracy gain using the temporal cue can be appreciated.
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Fig. 4. Recognition accuracy as a function of β (for β = 0 no temporal information is used)

5 Conclusions

In this work, we proposed a method for human action recognition, which is based on
weakly aligning the 3D coordinates of joints in multiple parts of the skeleton. First, four
kinematic chains, each modeling a limb of the human body are defined, then the 3D co-
ordinates of each joint in a chain are expressed in a locally defined reference system,
which permits coordinates invariance with respect to rotations and translations. The co-
ordinates of the joints, the temporal derivatives of the coordinates as well as a temporal
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Table 2. Accuracy per class and body part (in bold the best part accuracy). In some cases (under-
lined values), the best part accuracy is better than the accuracy scored by all the parts+time

ubody lbody dubody dlbody all parts all parts + time

drink 0.65 0.20 0.60 0.30 0.65 0.70
eat 0.55 0.15 0.35 0.30 0.60 0.60
read 0.60 0.30 0.70 0.25 0.45 0.60
call 0.40 0.10 0.10 0.00 0.30 0.55
write 0.60 0.40 0.25 0.05 0.45 0.55
laptop 0.25 0.40 0.00 0.15 0.50 0.60
vacuum 0.40 0.45 0.30 0.40 0.50 0.40
cheer 0.95 0.35 1.00 0.40 0.95 0.95
still 0.40 0.10 0.65 0.45 0.55 0.60
toss 0.45 0.00 0.35 0.05 0.45 0.50
game 0.70 0.45 0.25 0.05 0.70 0.80
lay 0.80 0.90 0.80 0.80 0.70 0.85
walk 0.55 0.75 0.45 0.90 0.70 0.85
guitar 0.85 0.10 0.20 0.00 0.70 0.85
standup 0.60 0.70 0.50 0.65 0.70 0.90
sitdown 0.50 0.70 0.25 0.75 0.75 0.85

mean 0.58 0.38 0.42 0.34 0.60 0.70

feature are used as feature vector representing the human body in each frame. In order to
make the approach robust to noise, a part based solution has been also deployed, which
permits alignment of sub-sets of the joints. A sequence-to-class nearest-neighbor clas-
sifier has been used to score the similarity of a query action. Experiments carried out
on a benchmark dataset support the applicability of the proposed solution, also showing
competitive performance when compared to other skeletal- based solutions.
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is funded with support from the Programma Operativo Regionale co-funded by FESR
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Abstract. 3D human action recognition is an important current chal-
lenge at the heart of many research areas lying to the modeling of the
spatio-temporal information. In this paper, we propose representing hu-
man actions using spatio-temporal motion trajectories. In the proposed
approach, each trajectory consists of one motion channel corresponding
to the evolution of the 3D position of all joint coordinates within frames
of action sequence. Action recognition is achieved through a shape tra-
jectory representation that is learnt by a K-NN classifier, which takes
benefit from Riemannian geometry in an open curve shape space. Ex-
periments on the MSR Action 3D and UTKinect human action datasets
show that, in comparison to state-of-the-art methods, the proposed ap-
proach obtains promising results that show the potential of our approach.

Keywords: 3D human action, activity recognition, temporal modeling.

1 Introduction

Imaging technologies have recently shown a rapid advancement with the intro-
duction of consumer depth cameras with real-time capabilities, like Microsoft
Kinect or Asus Xtion PRO LIVE. These new acquisition devices have stimu-
lated the development of various promising applications, including human pose
reconstruction and estimation, scene flow estimation, hand gesture recognition,
face super-resolution. Encouraging results shown in these works have been made
possible also thanks to the advantages that depth cameras have in comparison to
conventional cameras, such as an easier foreground/background segmentation,
and a lower sensitivity to lighting conditions.

In this context, an increasing attention has been directed to the task of recog-
nizing human actions using depth map sequences. To this end, several approaches
have been developed in the last few years that can be categorized as: skeleton
based, that estimate the positions of a set of joints in the human skeleton from the
depth map, and then model the pose of the human body in subsequent frames of
a sequence using the position and the relations between joints; depth map based,
that extract volumetric and temporal features from the overall set of points of
the depth maps in a sequence; and hybrid solutions, which combine information

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 456–464, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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extracted from both the joints of the skeleton and the depth maps. Following
this categorization, existing methods for human action recognition with depth
cameras are shortly reviewed below.

1.1 Related Work

Skeleton based approaches have become popular thanks to the work of Shotton
et al. [5], where a real-time method is defined to accurately predict 3D positions
of body joints in individual depth map without using any temporal informa-
tion. In that work, prediction accuracy results are reported for 16 joints, but
the Kinect tracking system developed on top of this approach is capable to es-
timate 3D positions for 20 joints of the human skeleton. Relying on the joints
location provided by Kinect, in [12] an approach for human action recognition
is proposed, which computes histograms of the locations of 12 3D joints as a
compact representation of postures. The histograms computed from the action
depth sequences are then projected using LDA and clustered into k posture
visual words, which represent the prototypical poses of actions. The temporal
evolutions of those visual words are modeled by discrete Hidden Markov Mod-
els (HMMs). Results were provided on a proprietary dataset and on the public
Microsoft Research (MSR) Action3D dataset [4].

In [13], human actions recognition is obtained by extracting three features
for each joint which are based on pair-wise differences of joint positions: differ-
ences between joints in the current frame; between joints in the current frame
and in the preceding frame; and between joints in the current frame and in the
initial frame of the sequence that is assumed to approximate the neutral pos-
ture. Since the number of these differences results in a high dimensional feature
vector, PCA is used to reduce redundancy and noise in the feature, and to ob-
tain a compact EigenJoints representation for each frame. Finally, a näıve-Bayes
nearest-neighbor classifier is used for multi-class action classification on the MSR
Action3D dataset.

Methods based on depth maps, do not rely on fitting a humanoid skeleton
on the data, but use instead the entire set of points of depth map sequences to
extract meaningful spatiotemporal descriptors. Several approaches are used for
action recognition like 3D silhouettes [4], Comparative Coding Descriptor [2], or
Histogram of Oriented Gradient (HOG) on Depth Motion Maps (DMM) [14].
Other methods represent the action sequence as a 4D shape and extract Spatio-
Temporal Occupancy Pattern features (STOP) [9], or Random Occupancy Pat-
tern features (ROP) [10].

Hybrid solutions try to combine positive aspects of both skeleton and depth-
map based methods. The approach in [11] proposes a Local Occupancy Pattern
(LOP) around each 3D joint as local feature for human body representation.

Relying on the observation that most human gestures can be recognized using
only the shape of the skeleton of the human body, most of the human action
approaches focus on the positions of 3D joints as features for recognition. The
most important advantage of these features is that they are easy to extract with
new depth cameras. Except that, the choice of good features to model the shape
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of the human body is not the only issue in human action recognition. Even if
accurate 3D joints positions are available, action recognition task is still difficult
due to significant spatial and temporal variations in an action for different, or
even the same, actor. Feature space representation and similarity metric are also
important factors for recognition effectiveness.

1.2 Proposed Approach

In this paper, we explore the joint positions as gesture representation and we
model the dynamics of the full skeleton as a trajectory using shape analysis on
Riemannian manifolds for human actions recognition. Our proposal in this work
is motivated by: (1) The fact that many features in computer vision applications
lie on curved space due to the geometric nature of the problems; (2) The shape
and dynamic cues are very important for modeling human activity and their
effectiveness have been demonstrated in several works in the state-of-the-art [8,1];
(3) Using such manifold offers a wide variety of statistical and modeling tools
for gesture and action recognition.

The rest of the paper is organized as follows: Sect. 2 describes our approach
including the spatio-temporal representation of action, the elastic metric used
to compare action sequences and the recognition method used for classification;
Sect. 3 discusses about the experimental results; Sect. 4 concludes the paper also
prospecting future research directions.

2 Spatio-temporal Representation

In this work, 3D human actions are represented by spatio-temporal motion tra-
jectories of pose vectors in an Euclidian space. Trajectories are represented as
curves in the Riemannian manifold of open curve shape space in order to model
the dynamics of temporal variations of pose as the action progresses. The shape
of each trajectory is viewed as a point on the shape space of open curves and,
hence, the similarity between two trajectories is qualified by an elastic distance
between their corresponding points in shape space. Finally, a classification pro-
cess is performed on shape space manifold. This approach is schematized in
Fig. 1.

2.1 Space of Trajectories

Using the Kinect, we can easily obtain in real-time the 3D location of body
parts, called joints. In each frame, the 3D positions of 20 joints are available.
As there are 20 joints and each has 3 coordinates, the whole body pose at each
frame can be represented by a vector in a 60-dimensional space (pose space). An
instance of action will be regarded as a trajectory of poses or an open curve in the
Euclidian space. Each trajectory consists of one motion channel corresponding
to the evolution of all 3D joint coordinates. This is summarized on the left of
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Fig. 1. Overview of our approach

Fig. 1, where each action is represented by a curve (for visualization, curves are
shown in 2D, but they actually lie in a 60-dimensional space).

For each action sequence, we have a corresponding trajectory in a space of
60 dimensions. As the 3D position of each joint is represented by 3 different
dimensions among the 60 dimensions, we are interested in the evolving shapes
of these trajectories (curves) during actions. This motivated us to analyze the
shape of the trajectories in order to compare action sequences. For this purpose,
a measure representing the distance between the shape of two curves is needed.
Since the actions are not realized at the same speed, and do not start and finish
at the same time, the distance should be invariant to the temporal elasticity.

2.2 Trajectory Projection in Shape Space

In order to analyze human action trajectories independently to the elasticity
(speed, time), we employ an elastic metric within a Riemannian shape space.
Since a manifold is considered as a topological space which is locally similar
to an Euclidean space, it can be seen as a continuous surface lying in a higher
dimensional Euclidean space [3].

We can therefore represent the trajectory by β : I → R
60, for an interval I

= [0,1]. To analyze the shape of β, we shall represent it mathematically using a
square-root representation. We define its square-root velocity function (SRVF)
q : I → R

60, given by:

q(t)
.
=

β̇√
‖β̇‖

(1)

where q(t) is a special function introduced in [3] that captures the shape of
β and is particularly convenient for shape analysis. Its effectiveness has been
shown in [6] for human body extremal curves in R

3 in order to compute poses
similarities. Our goal is to extend its use to spatio-temporal trajectories in R

n.
As shown in [3], the L

2 norm represents the elastic metric to compare the
shape of two curves, under the SRVF representation. We define the set of curves:

C = {q : I → R
60|‖q‖ = 1} ⊂ L

2(I,R60). (2)
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With the L
2 norm on its tangent space, C becomes a Riemannian manifold

and the distance between two elements of this manifold, q1 and q2, is given by:

dc(q1, q2)
.
= cos−1(〈q1, q2〉) (3)

This distance measures the geodesic length between two trajectories represented
in the manifold C.

In our case, we need to compare the shape of the trajectories independently
of the elasticity. So, we need to be invariant to the re-parametrization of the
curves. We define the parametrization group Γ which is the set of all orientation-
preserving diffeomorphisms of I to itself. The elements γ ∈ Γ are the re-
parametrization functions. For a curve β : I → R

60, γ ◦β is a re-parametrization
of β. As shown in [7], the SRVF of γ ◦ β is given by

√
γ̇(t)(q ◦ γ)(t). We define

the equivalent class containing q as:

[q] = {
√
γ̇(t)(q ◦ γ)(t)|γ ∈ Γ}. (4)

The set of such equivalence classes is called the shape space of elastic curves,
noted S. In practise, dynamic programming is performed for optimal re-
parametrization.

The shortest geodesic path between [q1] and [q2] in the shape space of open
curves S is given by:

α(τ) =
1

sin(θ)
(sin((1 − τ)θ)q1 + sin(θτ)q∗2 ) , (5)

where θ = ds([q1], [q2]) = dc(q1, q
∗
2).

In the above equations, q∗2 is the optimal element associated with the optimal
re-parametrization γ∗ of the second curve q2. This defined distance allows com-
paring the trajectories shape regardless to elastic deformation.

2.3 Recognition Algorithm

Let {(Xi,yi)}, i = 1, . . . , N , be the training set with respect to class labels, where
Xi ∈ M, yi ∈ {1, . . . , Nc}, where Nc is the number of classes and M is a Rieman-
nian manifold. We want to find a function F(X) : M �−→ 1, . . . , Nc for clustering
data lying in different submanifolds of a Riemannian space, based on the training
set of labeled items of the data. To this end, we propose a K-Nearest-Neighbor
classifier on the Riemannian manifold, learned by the trajectories modeled on
the open curve shape space. Such learning method exploits geometric proper-
ties of the open curve shape space, particularly its Riemannian metric. This
indeed relies only on the computation of the (geodesic) distances to the nearest
neighbors of each data point of training set.

The action recognition problem is reduced to classification in Riemannian
space. More precisely, given a set of training trajectory samplesXi : i = 1, . . . , N ,
they are represented by the underlying points qi : i = 1, . . . , N , which map
trajectories on the shape space manifold (see the mapping between trajectories
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and the shape space sphere in the middle of Fig. 1). Then, for any trajectory
query sample Xq, a point representation qq is obtained by mapping on the shape
space manifold. Finally, a geodesic-based classifier is performed to find the K-
closed trajectories of the query samples and to label Xq using the elastic metric
computed via tangent spaces as given in Eq. (3).

3 Experimental Results

The proposed approach has been evaluated on two different datasets: MSR Ac-
tion 3D and UTKinect. For each dataset, we compare our approach with state
of the art methods which have been evaluated on these datasets.

3.1 MSR Action 3D Dataset

The MSR Action 3D dataset is a public dataset [4] on which many methods
have been evaluated. This dataset includes 20 actions performed by 10 persons
facing the camera. Each action is performed 2 or 3 times. In total, 567 sequences
are available. For each sequence, the dataset provides depth information, color
information and skeleton information. In our case, we only use the skeleton
data. As reported in [11], 10 actions are not used in the experiments because the
skeletons are either missing or too erroneous. For our experiments, we use 557
sequences.

In order to fairly compare our method with the state of the art, we follow
the same experimental protocol as the works evaluated on MSR Action 3D. The
sequences are split into three different subsets.

For each subset, we performed three different tests: Test One, Test Two, and
Cross Subject Test. In Test One, 1/3 of the subset is used as training and the
rest as testing. In Test Two, 2/3 of the subset is used as training and the rest
as testing. In Cross Subject Test, one half of the subjects is used as training
and the second half is used as test. The Cross Subject Test is more challenging
because the subjects used as training are different from those used as testing. It
is therefore more representative of a real case. In all our experiments, the data
was randomly split into training and test sets. The random split was repeated
10 times and the average classification accuracy is reported here. Table 1 shows
a comparison with the most significant state of the art methods on MSR Action
3D. Each comparison between a training action and a test action takes 45ms. The
computation time to recognize a test action is 45ms multiplied by the number
of training sequences.

We obtain an average accuracy of 93.1 for the Test One, 95.3 for the Test Two,
and 92.8 for the Cross Subject Test. As shown in Tab. 1, we obtain competitive
accuracies in the Test One and the Test Two, compared to the methods of the
state of the art. In Cross Subject Test, we outperform existing methods.

First, we can see that for each test, we obtain better results with the Action
Subset 3. Indeed, the actions in this subset are very different while most of the
actions in subset 1 and subset 2 are quite similar. For example, we found actions
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Table 1.MSR Action 3D: We compare our method with HO3DJ [12], EigenJoints [13],
STOP [9], HOG [14], and Actionlet [11]. The method obtaining the best result in each
experiment is evidenced in bold.

HO3DJ EigenJoints STOP HOG Our Method

AS1 One 98.5 94.7 98.2 97.3 90.3
AS2 One 96.7 95.4 94.8 92.2 91.0
AS3 One 93.5 97.3 97.4 98.0 98.0
AS1 Two 98.6 97.3 99.1 98.7 93.4
AS2 Two 97.9 98.7 97.0 94.7 93.9
AS3 Two 94.9 97.3 98.7 98.7 98.6
AS1 CrSub 88.0 74.5 84.7 96.2 90.1
AS2 CrSub 85.5 76.1 81.3 84.1 90.6
AS3 CrSub 63.5 96.4 84.8 94.6 97.6

using hands or feet in subset 3 like high throw and forward kick. In subset 1 and
2, most of the actions are using only the hands, and especially only the left hand
like hammer, draw circle, forward punch, or draw X.

We can also notice that we obtain similar accuracies for each subset regardless
the test performed. Even if the subject who is performing the action is not
present in the training set, we obtain good accuracies. Indeed, thanks to our
spatio-temporal representation, an action performing by two different subjects
are represented by similar trajectories in term of the shape. In real case, the
subject performs an action for the first time in front of the recognition system.
The Cross Subject Test is therefore the most representative test of a real case.

Finally, we observed that the accuracies are very low for some actions like
hammer and hand catch, compared to the other actions. This can be explained
by the fact that the way of performing these two actions varies a lot depending
on the subjects. For example, some subjects repeat two or three times these
actions while other subjects performs each action only once.

3.2 UTKinect Dataset

In order to confirm the effectiveness of our approach, we also evaluate the pro-
posed method on a second dataset: UTKinect [12]. In this dataset, 10 subjects
perform 10 different actions two times, for a total of 200 sequences. The ac-
tions include: walk, sit-down, stand-up, pick-up, carry, throw, push, pull, wave
and clap-hand. The dataset provides color information, depth information, and
skeleton information. This dataset presents three main challenges: First, the ac-
tion sequences are registered from different views; Second, there is human-object
interaction for some actions; Third, another difficulty is added by the presence of
occlusions, caused by human-object interaction or by the absence of some body
parts in the field of view.

To be comparable to the work in [12], we follow the same experimental pro-
tocol. We use the Leave One sequence Out Cross Validation method (LOOCV).



Space-Time Pose Representation for 3D Human Action Recognition 463

For each iteration, one sequence is used as test and all others sequences are used
as training. The operation is repeated such that each sequence is used once as
testing. We obtain an accuracy corresponding to the mean value of the accura-
cies obtained in each iteration. We also compute a mean accuracy obtained for
each action separately (see Tab. 2).

Table 2. UTKinect dataset: We compare our method with HO3DJ [12]

Action Walk Sit Stand Pickup Carry Throw Push Pull Wave Clap Overall

HO3DJ 96.5 91.5 93.5 97.5 97.5 59.0 81.5 92.5 100 100 90.9
Our 90.0 100 100 100 68.4 95 90 100 100 80.0 91.5

As we can see in the Tab. 2, we obtain an accuracy similar to the work in [12].
We remark that most of the wrongly classified sequences are due to actions
that include human-object interaction. As our skeleton based approach is not
able to detect objects, we expect these sequences to be the main source of error
for our method. To investigate this point, we manually removed sequences with
human-object interaction (pick-up, carry, throw) and repeated the classification
experiments on this reduced dataset. We can see in Tab. 3 that removing actions
with human-object interaction substantially improve the accuracy.

Table 3. Reduced version of UTKinect: Comparison of our method with HO3DJ [12]

Action Walk Sit Stand Push Pull Wave Clap Overall

HO3DJ 96.5 91.5 93.5 81.5 92.5 100 100 90.9
Our 100 100 100 95 100 100 100 80.0 96.4

4 Conclusions

We have proposed an effective human action recognition method by using a
spatio-temporal motion trajectory representation. We take as input the 3D po-
sition of each joint of the skeleton in each frame of the sequence and use them
to compute a corresponding trajectory. To compare the shape of the trajecto-
ries, we compute a distance between the projected trajectories in a shape space.
Finally, we use a K-Nearest-Neighbor method to classify the action sequences
which takes benefits from Riemannian geometry in open curve shape space. The
experimental results on MSR Action 3D and UTKinect demonstrate that our
approach outperforms the existing state-of-the-art in some cases. As future work,
we plan to investigate other descriptors based on both depth and skeleton in-
formation to manage the problem of human-object interaction. We also plan to
analyse and deal with specific cases where our method gives lower accuracies,
like in sequences where actions are performed more than once. Finally, we would
like to explore different applicative contexts and other available datasets.
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Abstract. The nonverbal communication can be informally defined as
the communicative process between two or more entities (e.g., persons)
which achieving an informative exchange without using the semantic
meaning of the words. This process can be accomplished by using one
or more language forms, including the body language (i.e., movements,
gestures, and postures) which in turn can be composed by voluntary
and involuntary behaviours. The analysis and interpretation of these
behaviours can infer different internal states of persons (e.g., feelings,
attitudes, emotions) which in turn can support the development of a wide
range of automatic applications in different fields, such as: rehabilitation,
security, people identification, human behaviour analysis, biometric.
In recent years, we have focused our efforts in developing a first im-

plementation of Kinematic, a novel multimodal framework designed to
support advanced human-machine interfaces. The purpose of the frame-
work is to provide a tool to analyze and interpret verbal and nonverbal
human-to-human communication in order to transfer this ability to the
human-machine interaction. In this paper we face a specific aspect of the
framework regarding the first calibration phase of the numerical measures
related to the Kinect skeleton used to analyze and interpret the body lan-
guage. The numerical measures was obtained analyzing the movements
of the skeleton during individual and social contexts. A preliminary qual-
itative and quantitative study has been reported and discussed.

Keywords: nonverbal communication, body language, human-machine
interfaces, skeleton, numerical measures.

1 Introduction

The term communication derives from Latin communicare which means “to
share” or “to make common”. Over the centuries, this term has taken on in-
creasingly heterogeneous meanings, representing material/immaterial as well as
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Fig. 1. Schematic Diagram of a General Communication System

concrete/abstract aspects of the interpersonal and social interaction processes.
Subsequently, the term has been progressively focused on defining the incor-
poreal and conceptual information exchange between people and/or devices. In
this context, a main contribute was provided from [16], where the authors for-
malized the basic theoretical aspects of communication. Their work, as shown
in Fig. 1, consisted in providing an abstraction of the general steps involved in
a communication process which can be summarized as follows:

Information Source: which produces a message or sequence of messages to be
communicated to the receiving terminal.

Transmitter: which operates on the message to produce a signal suitable for
transmission over the channel.

Noise Source: which represents the possible noise within the communication
channel.

Receiver: which ordinarily performs the inverse operation of that done by the
transmitter, reconstructing the message from the signal.

Information Destination: which represents the “entity” (e.g., person, device)
to whom the message or sequence of messages are intended.

Two elements remain implicity defined in the schema:

Channel: representing the medium used to transmit the signal from transmitter
to receiver.

Code: representing the set of symbols (e.g. words, sings, gestures) and related
rules (i.e. to combine them) adopted to define a specific language.

The proposed definition has been subject of many variants and interpreta-
tions [12,11]. In our context, we adopt the steps of general communication system
both to study the human-to-human communication processes and to develop the
related human-machine interactions. In particular, we consider both “informa-
tion source”/“transmitter”, and ‘receiver”/“information destination” belonging
to two different combined entities: human and device, respectively. As shown
in [7], the communication concept can be further characterized according to the
following classification:
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Nonverbal Communication: which represents the information exchange with
the use of spoken language.

Verbal Communication: which represents the information exchange without
the use of spoken language.

In particular, the Nonverbal Communication can be further classified as
follows:

Paralinguistic System: which represents the set of sounds of the vocal (non-
verbal) communication system (independently from the meaning of the
words). It takes into account several aspects, such as: tone (which is in-
fluenced from different aspects: age, gender, and so on), frequency (which
is tied to the general contexts and events), and rhythm (which is driven by
specific contexts and social status).

Kinesic System: which represents two different classes of “movements”. The
first class considers the body movements, including: gestures (such as: hands,
legs or arms movements), and posture (i.e., pose of the whole body or parts of
it). The second class considers facial expressions, including: eyes movements,
emotions, and so on.

Proxemics: which represents the study of the space use during a communica-
tion process. In particular, it explains that each person divides the surround-
ing space in four classes: intimate zone (from 0 to 50 centimeters), personal
zone (from 50 cm to 1 meter), social zone (from 1 m to 3/4 m), public zone
(over 4 m).

Haptic: which represents the relationship between the communication process
and the physical contact. Also in this case, according to the specific “action”
(e.g., handshake, hug) it is possible to derive peculiar information about the
nature of the informative exchange.

The previous items have voluntary and involuntary aspects that highlight in-
trinsic behaviours of the human according to events, situations and personal
internal states. Lately, we have intensified our efforts in developing a first imple-
mentation of Kinematic [3,4], a novel multimodal framework, based on Kinect
[15], designed to support advanced human-machine interfaces. The purpose of
the framework is to provide a tool to analyze and interpret verbal and nonverbal
human-to-human communication in order to transfer this ability to the human-
machine interaction. In this paper we face a specific aspect of the framework
regarding the calibration phase and the first numerical measures related to the
Kinect skeleton used to analyze and interpret the gesture class belonging to the
kinesic system (i.e., body language).

This paper is structured as follows. Section 2 introduces some basic works sup-
porting this preliminary measuring phase. Section 3 shortly presents an overview
of the framework. Section 4 summarizes the calibration phase of the numerical
measures related to the Kinect skeleton. Finally, Section 5 concludes the paper
and introduces the current developments.
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Fig. 2. Kinect Skeleton Model

2 Background

This section introduces some basic works supporting the set of numerical mea-
sures adopted to perform the first calibration phase related to the Kinect skele-
ton. As shown in Fig. 2 the kinect skeleton model of a human can be represented
with a stickman having up to 20 joints (according to the Microsoft joint classifi-
cation [17]), which can be used to analyze pose and tracking of the subject. Our
intuition was to study the spatial movements over the time of the joints using
well known numerical measures inherited from handwriting and freehand draw-
ing analysis. The concept is that the spatial-temporal evolution of each joint,
during a common activity (e.g., interpersonal or social interactions), tends to
form “graphical shapes” which can be analyzed with usual mathematical and/or
geometrical measures (e.g., curvature measure) to infer human behavioural pat-
terns. In our context, we just wanted to classify the “disorder level” of the joints
movement. The “disorder level” can be seen as the accuracy through which each
“graphical shape” related to each joint (within a time interval) is drawn. In other
words, the “disorder level” expressed by a set of joints during a specific interac-
tion of the human subject can characterize a class of gestures and/or behaviours
(e.g., social behaviour classification, emotion detection).

From an abstract point of view different works confirm our intuition. For
instance, advanced works in graphology [8,6] show as the handwriting analysis
can be used to evaluate and predict some basic aspects of the human personality.
On the same direction, we analyze the graphic over the time composed by the
tracking of the joints during a user interaction activity. To reach this task we were
inspired by specific handwriting/freehand drawing measures related to the sketch
recognition activity. A first interesting work is shown in [2], where the authors
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describe an intelligent framework able to automatically distinguish, in on-line
way, freehand drawing from handwriting. Their approach takes into account only
the mathematical features belonging to the sketch performed by users during
interaction activity. In particular, their framework adopts a set of numerical
measures (i.e., a feature vector) to analyse an object composed of a set of strokes
in order to classify it as text or drawing. A similar work is presented in [1],
where a gesture recognition system is introduced. Their system acquires freehand
gestures performed by users which manage a led pen. A color tracking algorithm
analyzes in real time the sequential frames and extracts the center of gravity
of the blob on each of them. These centers, combined to form a sketch, are
interpreted by means of mathematical features which identify the related gesture.
Other basic works are presented in [10,9], where a set of geometrical features and
a fuzzy logic approach to classify elementary geometric shapes, combined with an
extensible set of heuristics is presented. Both works introduce a recognizer able to
identify elementary geometrical shapes (e.g., triangles, diamonds, circles) which
are recognized independently of changes in rotation, size or number of individual
strokes. These last aspects play a key role in our context since the tracking of
the joints can be influenced by this kind of issues. Another remarkable method
is shown in [5], where a system to separate textual from graphical domain is
presented. In their approach the authors set out first to find the single logically
coherent feature which distinguishes shape from text. The authors observed that,
when using any general set of coordinate equations, handwritten text symbols are
more difficult to describe than common shapes (which are geometrically simpler).
In that sense, text strokes are more randomly structured. For this reason, the
measure of the degree of randomness of text strokes (high) compared with shape
strokes (low) can be considered an accurate criterion of classification. We have
applied a similar measure to support the characterization (concurrently with
other measures) of the “graphical shapes” derived from the tracking of the joints.
Other works were considered in relation to the used approach. A first example
is described in [14], where the authors combine two algorithms for application
to the recognition of unconstrained isolated handwritten numerals. The first
algorithm employs a modified quadratic discriminant function utilizing direction
sensitive spatial features of the numeral image. The second algorithm utilizes
features derived from the profile of the character in a structural configuration
to recognize the numerals. While both algorithms yield very low error rates, the
authors combine the two algorithms in different ways to study the best polling
strategy and realize very low error and rejections rates. In a similar way, we have
analyzed the correlation among our selected features. A last remarkable work is
presented in [13], where the authors adopt a Genetic Algorithm (GA) for solving
the off-line handwriting recognition issue. Their basic idea is to use the GA both
to combine various styles of writing a character and to generate new styles.
In other words, the authors tried to transfer the ability of the human mind in
understanding new character style (seen for the first time) within an application.
They obtained excellent results. In similar way, we have tried to classify a set of
general behavioural patterns by observing a sub-set of them. During our research
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Fig. 3. The Framework Architecture

we have considered several measures, in this work we will show a restricted set
of them since here our purposes is to define the basic calibration phase related
to the Kinect skeleton.

3 The Framework Architecture

In order to provide a complete overview of the Kinematic framework, in Fig. 3
the whole simplified architecture is provided. As shown, it is composed by three
parallel layers which elaborate the different input coming from the Kinect device:
RGB Map, Audio Channels, and Depth Map. As previously discussed, in this
work we are only interested in studying and providing preliminary results related
to the Kinect skeleton model (i.e., third layer) according to a set of specific
interactions. To achieve this result we have implemented (within the analysis
module) three main mathematical features: curvature, entropy, and homogeneity.

Each feature treats the abstract “graphical shapes” drawn by each joint during
the interpersonal or social activity as a set of strokes. The curvature feature mea-
sures the speed with which a stroke changes its trajectory. This task is achieved
by dividing each stroke (when possible) in different sub-strokes according to the
direction changes depending on the tracing direction, and by analyzing each of
them by means of its spatial derivative. The computation of the distances among
maximum and minimum points of all derivatives can be considered a character-
izing measure of the main stroke. The entropy feature measures the stochastic
distribution of the pixels composing a stroke. This task is achieved by consider-
ing the pixel disposition above and below the horizontal line of symmetry of the
bounding box containing the stroke and by comparing their degree of random-
ness. Also in this case the computation of the absolute difference between the
two sub-distributions can be considered a distinguishing measure of the stroke.
The homogeneity feature measures both interception and closeness of the strokes



Human Body Language Analysis: A Preliminary Study 471

Fig. 4. Examples of Social Interaction

coming from the different joints. In particular, this last measure tend to identify
spatial relationship among six groups of joints:

– group1 (head, shoulder center),
– group2 (spine, hip center),
– group3 (shoulder left, elbow left, wrist left, hand left),
– group4 (hip left, knee left, ankle left, foot left),
– group5 (shoulder right, elbow right, wrist right, hand right),
– group6 (hip right, knee right, ankle right, foot right).

In our context, the interpretation of the three measures according to spe-
cific interpersonal or social interaction can support the classification of different
human behavioural patterns.

4 Experimental Results

With the aim to evaluate the degree of randomness related to the movements
of the joints we have planned three activities: in the first, 5 subjects had to
drawn on the air graphical and alphabet symbols using one or both hands; in
the second, the same subjects had to explain a research paper using gestures
(with hands and/or body); in the last, they were encouraged to perform a free
exchange of opinions (e.g., social interaction) on free arguments (e.g., politics,
sport). The screenshots in Fig. 4 show some examples related to the last activity.

Table 1 summarizes the basic intervals of values related to the three features
in consideration of each specific group of joints. Within each group we have
computed an average value (i.e., maximum and minimum) to provide a single
interval. Although the obtained results are preliminary and rough, a careful anal-
ysis of the Table 1 has allowed us to extract some useful information. First of
all, we have observed that all the joints can be numerically characterized within
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Table 1. Case Study - Planned Activities and Features

Features/Groups Group1 Group2 Group3 Group4 Group5 Group6
Curvature [10,5..25,9] [10,1..13,2] [12,4..60,5] [10,8..64,8] [23,6..40,3] [25,2..42,4]
Entropy [22,1..33.2] [20,3..25,5] [30,4..65,2] [28,4..68,5] [28,6..45,8] [26,6..44,7]

Homogeneity [75,0..88,0] [70,0..82,0] [77,0..89,0] [78,0..90,0] [79,0..90,0] [78,0..91,0]

a well-defined numerical interval. This means that we can hope to be able to
classify human behavioural patterns according to the different activities. More-
over, we have observed consistent differences between the numerical values in
relation to the specific interaction. Studying the distribution of the numerical
values, we have also noted a direct relationship between curvature and entropy,
and an inverse relationship between curvature and homogeneity. These last as-
pects highlight that the measures have a satisfactory degree of correlation which
will be useful for detailing the intervals of classification according to the differ-
ent activities. Finally, we have also tested that some gestures/interactions not
belonging to the three introduced activities do not fall within the fixed intervals.

5 Conclusions

The verbal and nonverbal human-to-human communication can be analyzed and
interpreted in order to transfer this ability to the human-machine interaction.
In this way, a wide range of automatic applications in different fields (e.g., re-
habilitation, security, people identification, human behaviour analysis) can be
supported. In recent years, we have focused our efforts in developing a first
implementation of Kinematic, a novel multimodal framework, based on Kinect
sensor, designed to support advanced human-machine interfaces. A basic step of
the framework regards the discrimination of the degree of randomness related to
the movements of the kinect skeleton model with respect the ordered one. This
target was achieved by implementing and evaluating three mathematical feature
(curvature, entropy, and homogeneity) working on the joint movements.
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Abstract. Security and INTelligence SYStem is an Italian research project  
which aims to create an integrated system for the analysis of multi-modal data 
sources (text, images, video, audio), to assist operators in homeland security 
applications. Within this project the Scientific Research Unit of the University 
of Palermo is responsible of the image and video analysis activity. The SRU of 
Palermo developed a web service based architecture that provides image and 
video analysis capabilities to the integrated analysis system. The developed ar-
chitecture uses both state of the art techniques, adapted to cope with the particu-
lar problem at hand, and new algorithms to provide the following services: im-
age cropping, image forgery detection, face and people detection, weapon de-
tection and classification, and terrorist logo recognition. In the last phase of the 
project we plan to include in our system new services, mainly oriented to the 
video analysis, to study and understand the behaviour of individuals, either 
alone or in a group. 

Keywords: homeland security, weapon detection, weapon classification, image 
analysis, video analysis, logo recognition, forgery detection, information fusion. 

1 The SINTESYS Project 

SINTESYS (Security and INTelligence SYSstem) [1] is an Italian research project, 
funded by the PON R&C 2007-2013 program, which involves many scientific (Univer-
sità del Salento, Università degli Studi di Palermo, Università degli Studi di Salerno, 
ICAR-CNR, CeRICT) and industrial (Engineering Ingegneria Informatica, Expert Sys-
tem, Digital Video, System Management) partners. The goal of SINTESYS (Security 
and INTelligence SYSstem) is to study, define and develop new technologies for the 
realization of an innovative integrated system which can analyse, plan, investigate 'open' 
multi-modal (text, images, video, audio, ...) data sources (OSINT - Open Source INTel-
ligence) in an integrated, coherent and consistent way, in order to discover the presence 
of links, relationships, connections which the disjointed evaluation of individual sources 
would not be able to highlight, and thus to give an important contribution to the man-
agement of the case of interest in terms of Decision Support System. SINTESYS is 
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mainly, but not only, directed to analysts who work in institutional sectors, supporting 
them in the most advanced Intelligence processes for homeland security applications, 
through collection, processing, analysis and distribution of information. For this pur-
pose, SINTESYS uses and combines techniques, technologies and innovative models 
for sound analysis, image recognition, movie recognition, social network analysis, text 
mining, human computer interaction, cognitive psychology, along with models and 
techniques for information fusion and artificial intelligence. SINTESYS is also estab-
lishing new models and innovative techniques to analyse the social dynamics within 
groups and communities, in order to provide hidden information which may be of im-
portance for security issues. SINTESYS therefore proposes to create an integrated soft-
ware system equipped with advanced tools for analyzing and correlating vast amounts 
of data from a variety of heterogeneous, multichannel and multimodal information 
sources. Using innovative techniques of feature extraction in a combined and integrated 
way on the same contents, enables synergy and "disambiguation" of data. This analysis, 
together with a study on correlation of the same data, leads to the emergence of situa-
tions of potential danger to public security, ranging from recognition and localization of 
socially dangerous groups of people or individuals, to the discovery of communicative 
dynamics which may suggest the need to monitor for prevention aims. With this goal 
the SINTESYS partners defined a taxonomy of interesting macro-events, which spans 
from People Detection, to Behavioural Recognition, to Terrorist Attacks, that the system 
should be able to detect, by analyzing and fusing micro-events, that are detected by each 
separate analysis module. Furthermore, the system is designed to be flexible to suit the 
various needs of intelligence analysts, who are able to navigate data using intelligent 
graphical user interfaces which adapts to different types of information sources and to 
the actual user needs, through a specific survey of the interaction habits and a psycho-
logical study on interaction patterns. The project is still in progress, and currently both 
state of the art technologies and new algorithms, with particular attention to open source 
environments, have been developed by the involved research units. We expect that the 
innovative character of the project results will lead to the growth of various markets and 
sectors related to the homeland security, individual behaviour understanding and social 
relationship analysis. 

2 Image and Video Analysis 

Within the SINTESYS project the Scientific Research Unit (SRU) of University of 
Palermo) is responsible for image and video analysis. For this purpose the SRU in the 
first year of the project, studied and developed algorithms for medium level feature 
extraction, for image data sources: a saliency based image cropping service, a state of 
the art face detection and people detection algorithms, two proposed methods for the 
detection and the classification of weapons, a service for the recognition of logo of 
terrorist groups, and an image forensics technique to verify the authenticity of a digi-
tal image. These algorithms are made available as web services and accessed by the 
integrated analysis system. In the next subsections we will describe the client-server 
architecture of the image and video analysis system, and the implemented services. 
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2.1 System Architecture 

The selected architecture is based on the client–server model. The structure of the 
web services is distributed between client (service requester) and the server (service 
provider). The client and the server communicate over http interface.  

The client-server communication is handled with a computer network. The request 
of the client is sent through http interface as it follows: 

http://sintesys.dicgim.unipa.it/sintesys.php?service = 
service_name&url=image_url&par=[par1,par2,…,parN]; 

The client request is made of the web server address (http://sintesys.dicgim.unipa.it/), 
the name of the php file that handles the executions of the services (sintesys.php), the 
name of the service (service_name), the URL of the input image (image_url) and a 
vector of parameters, if needed. After the execution of the web service by the server, 
the results are displayed via the http interface using a JSON object. A JSON Object is 
an unordered collection of name/value pairs. As an example: 

{"name":"http://sintesys.dicgim.unipa.it/out/image_crop/c
at_shot_by_arrow-1_out.jpg","bbox":[133,114,918,865]} 

The output JSON Object includes the URL of the processed image, if any, that is 
temporarily stored into the server and the other results of the invoked services (the 
bounding box in this case, for the image cropping service). 

The platform of the SINTESYS project is distributed across multiple servers. Our 
SRU, which deals with image processing, installed the developed applications onto a 
web server that handles the processing of the data via Apache Web Server and the 
Matlab Application Server. Once the client request is sent via HTTP interface, the 
Apache server interprets the request of the service by analyzing the name of the ser-
vice. More particularly, a PHP application handles the selection of the requested web 
service by extracting the name of the service, the input image and any parameters 
from HTTP interface, as described in the previous section. The PHP application also 
handles the execution of the service through the Microsoft Component Object Model 
(COM) protocol that allows the selection of the specific application, related to the 
requested service. In our project the services are implemented in Matlab code, but the 
source code can be written in any of the many programming languages that support 
COM. Upgrades to applications are simplified, as components can simply be swapped 
without the need to recompile the entire application. In addition, a component's loca-
tion is transparent to the application, so components can be relocated to a separate 
process or even a remote system without having to modify the application. Matlab 
function returns a JSON Object, as described in the above section, which have differ-
ent fields, with respect to the different web services. 

2.2 Services 

Within the SYNTESIS project we studied and developed several algorithms for me-
dium level feature extraction and to support the analysis of an inspected image source. 
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a) Input Image b) Saliency Map 

 
c) Binarized Saliency Map 

 
d) Bounding Box of Bina-
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Fig. 1. The steps of the Image Cropping Method pipeline. a) Input Image, b) Saliency Map, 
c) Binarization, d-e) Bounding Box, e) Cropping. 

2.2.1 Image Cropping 

Image cropping is a technique that is used to resize an image by selecting its most 
relevant areas, discarding its useless or redundant parts. Our SRU developed a salien-
cy based image cropping technique, which extracts salient information from the im-
age to select the image crop. Our system can be subdivided into (see fig.1): Saliency 
Map Extraction, Saliency Map Binarization (Thresholding), Bounding Box Extrac-
tion, Photo Cropping. In our work we used the GBVS algorithm[2], which is one of 
the most popular state-of-the-art technique to extract the saliency map. The saliency 
map is then binarized using a threshold, which is experimentally set, and then the 
bounding box of all the pixels, which values are above the threshold, is selected and 
used to crop the photo (fig.1.f). 

2.2.2 Face Detection 

The Face Detection service is used to detected one of more faces into an input image. 
The implemented algorithm is based on the well-known Viola Jones descriptors [3], 
which are now adopted as a standard for the detection of faces in digital images.  

2.2.3 People Detection 

The People Detection service is based on the Dollar et al. algorithm [4]. It is designed 
to detect the position of people standing in the scene. The implemented technique use 
the Histogram of Gradients (HoG) which analyzes the distribution of the gradient of 
the image along different directions. Fig. 2 shows a visual example of the obtained 
results. 
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Fig. 2. A visual example of the results obtained with the implemented People Detection
technique 
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Fig. 3. Original image (a), Tampered image (b), superimposed SIFT keypoints (c), matching 
keypoints (d), after RANSAC (e) 

2.2.4 Forgery Detection 

The Forgery Detection service aims to verify the authenticity of a digital image, dis-
covering if the image has been tampered by someone. The implemented algorithm is 
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based on the work of Pan and Lyu [5], and it is based on the extraction of the interest 
points. Points are then matched, comparing their local features, to identify possible 
duplicated regions. Matches are filtered by using the RANSAC algorithm, to find 
groups of points that match according to an affine transformation (see fig. 3). This 
method proved to be robust to geometric transformations (rotation and scaling), but 
cannot be used whenever the copy-paste region is uniform. In that case, block-
matching methods are preferable, but they are extremely slow, therefore we decided 
to use a point-based technique.  

2.2.5 Weapon Detection 

The Weapon Detection service is a new method that is designed to detect whether an 
input image is a weapon or not. The proposed algorithm initially segments the image 
(see fig.4), by thresholding the saliency map, as discussed for the Image Cropping 
service, and refines the segmentation by using active contours [6]. It then extracts 
features from the foreground of the scene: texture (Edge Histogram [7]), color (Color 
Histogram) and shape (Turning Angle [8] Histogram). These descriptors are used to 
train three separate SVM classifiers, and the image is classified as weapon by majori-
ty. Weapon images are taken from the Internet Movie Firearms Databases [9]. Nega-
tive examples are images of objects that “can be hand-held” (books, bags, umbrellas, 
etc.) and have been downloaded by the Google Image Search Engine. Experimental 
results shows that our weapon detector achieves above the 90% of accuracy. 

2.2.6 Weapon Classify  

The Weapon Classification service is able to classify an image of a weapon into one 
of the following categories: gun, revolver, rifle, machine gun, heavy machine gun 
(fig. 5). In this case there is not a “no weapon” class, as the service supposes that the 
input image represents a firearm. The service extracts the HoG descriptor from the 
image, and uses a trained multiclass SVM to classify it. Training images are taken 
from [9]. The classification accuracy is, also in this case, above the 90%. 

2.2.7 Recognition of Terrorist Logos   

The Terrorist Logo Recognition service, compares an input image with a dataset of 
images representing the logos of 13 of the most known terrorist groups in the world. 
We built a reference dataset by downloading from the Web 10 different instances of 
each logo of the 13 selected classes (some examples in fig.6). The implemented algo-
rithm is a KNN classifier, which compares the SIFT interest points and descriptors  
of the input image to the descriptors extracted from a reference dataset images. The 
algorithm proved to be robust to scaling, translation and rotation, as the SIFT descrip-
tors are robust to affine transformation. The average accuracy of the method is  
about 65%. 
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Fig. 4. Weapon Detection: input image (a), segmentation mask (b) 
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Fig. 5. Some visual examples of the weapon classes 
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Fig. 6. Some visual examples of the logo classes 
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Fig. 7. Some case studies. Photos downloaded from the Web 

3 Conclusions and Future Works 

Even though computer vision techniques are not yet able to resolve the complete im-
age understanding problem, experiments on real data showed that they can play a 
significant role in particular cases and constrained scenarios (see fig.7). Moreover  
when they are used in an integrated system they can take advantage from the analysis 
of other sources of information, or they can give hints to the other analysis modules. 
Each module is designed to find micro-events that, fused with the other source infor-
mation, could help experts in the detection of the macro-events of interest. The future 
works of the Palermo SRU will focus on the video analysis techniques. In fact, the 
spread of the broadband in the world is increasing the availability of video resources 
on the Web, therefore they represent a very important source of information.  In par-
ticular we are working on algorithms about people and object tracking, action recog-
nition, video saliency detection, video summarization and skimming, and video  
forgery detection. The integration of the these video analysis services into the system 
will give an essential contribution toward the understanding of the human activities in 
social context, and of the interaction of individuals with other people or objects. 
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Abstract. The vast amount of user-generated data in various and dis-
parate social media sites contains rich and diverse information about
what is happening around the world. Digging into such user-generated
data distributed in different social media sites helps us better under-
stand what people are interested in and how they feel about certain
topics. In this paper, we investigate into users’ behavior data in Twitter
and YouTube to figure out whether people’s attention on certain top-
ics has some sort of temporal order between Twitter and YouTube on
user level. We collected a real world dataset of 8,518 users with account
associations between Twitter and YouTube as well as all their behav-
ior data with timestamp since Jan. 2012. The results demonstrate that
more users tend to get access to certain events earlier in Twitter than in
YouTube and the ratio is somewhat topic-sensitive.

Keywords: temporal, cross-network, user-oriented, social behavior
analysis.

1 Introduction

With the emergence and popularity of various and disparate social media sites,
users are now frequently participating in multiple social media sites simultane-
ously. According to statistics, on average every user owns as many as 5.6 social
media accounts while they visit about 3 different social media sites per day. Large
amounts of information is generated, shared and exchanged by the users across
various social media sites, which capture how people are spending their time
and what they are interested in. This also makes user’s information distributed
in multiple social media sites, thus the aggregation and analysis of user-related
information in multiple sites will inevitably give us a better understanding of
users themselves.

Nowadays many social media aggregation tools such as about.me and Friend-
Feed make it convenient for users to provide and aggregate their separate ac-
counts, which provides possibilities for the cross-network analysis on user level.
We also find that more and more users are willing to provide their accounts
in other platforms when registering into social network sites. For example, we
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have observed from our Google+ dataset that a considerable proportion of users
provide the external links to their other social sites such as YouTube, Flickr and
Twitter at their Google+ homepages.

In recent years, cross-network social media analysis and application has at-
tracted more and more academic attentions. The works mainly consist of multi-
platform social network analysis [1][2], cross-network user identification [3][4]
and cross-network collaboration [5,6,7,8], etc. [1][2] compared the social network
topology structure and some corresponding SNA metrics of different social net-
work sites and analyzed how information propagates through different network
structures. [4] developed a new re-identification algorithm utilizing only the net-
work topology to re-identify the anonymous Twitter graph from Flickr graph
with relatively small error rate. [5][6] analyzed the characteristics of different
social tagging sites and proposed some cross-network user modeling strategies.
[8] explored ways in which event content identified on one social media site can
be used to retrieve additional relevant event content on other social media sites
so as to better understand the related events.

In this paper, our cross-network social analysis work focuses on investigating
into the temporal order of user’s access or reaction to certain topics shared
across different social media sites: Twitter and YouTube. Take the event “US
presidential election 2012” as an example, our motivation is to figure out if
most users first post or reshare the tweets about “Obama vs Romney” or other
topics related to this event in Twitter and then go to watch related videos in
YouTube for more information or vice versa. Some researchers have already
begun to explore and compare the speed of the emergence and spread of certain
events among different text-based social sites [9][10]. [9] made some analysis
on the identification of events using Twitter and Wikipedia and found that
Wikipedia lags behind Twitter by about two hours. [10] found six main temporal
shapes of attention of online content between Twitter and Webblogs. However,
these existed cross-network temporal analysis works only focus on the global
popularity of certain events. Our work made this temporal analysis on a user
level, i.e., we try to find whether the temporal order exists for the majority of
users. To the best of our knowledge, this is among the first work to make a
temporal analysis of certain events in multiple platforms on a user level. Finally,
we also find the temporal order is somewhat related to the category of the
events. For example, a larger proportion of users first share their opinions about
the newly-released electronic products in Twitter and then view the videos in
YouTube which describe the new features of the products.

2 Data Collection

In this section, we first describe how we collect our cross-network user dataset.
Then we introduce the way we extract some certain topics which are frequently
talked about both in Twitter and YouTube and how we represent or track these
topics on user level in detail.



484 M. Yan et al.

2.1 Cross-network User Data Collection

In order to obtain a collection of users who have both accounts in Twitter and
YouTube, we started from Google+ website where people provide many external
links to their other social network homepages and collected about 100,000 users
in total. Then we kept only the users who have both Twitter and YouTube
accounts and removed those who have less than 10 videos in their upload list,
which results in the final cross-network dataset with 8,518 users. The users’
rich social behavior data from Jan. 2012 to Apr. 2013 were also downloaded
from Twitter and YouTube respectively. In Twitter, we collected all the users’
posted tweets with timestamp (including retweets). In YouTube, all the available
information for a user such as uploading and favoriting a video were downloaded.
As a result, we got more than 8 million tweets and 0.6 million video-related
behaviors for our 8,518 user dataset. The following experiments are all based on
this dataset.

2.2 Topic Extraction and Representation

To find some topics which are widely spread between Twitter and YouTube
in our dataset, we combine the official statistics of the trending topics in 2012
with a simple sorting method by word frequency. In Twitter we use tweet words
and hashtags to identify or represent a topic while in YouTube the video tags
are utilized to identify a topic. We started from the top trending searches of
2012 revealed by Google 1 and collected all the trending topics with different
locations and different categories it mentioned. Then we aggregated all the tags
of the YouTube videos and all the tweet words as well as the hashtags involved
in our dataset respectively. We further counted the word and tag frequency upon
all the behavior data in Twitter and YouTube respectively and sorted the words
and tags according to their frequency. Finally, we selected the trending topics
with high frequency in our behavior dataset in both networks from all those
collected through Google official data as our ultimate topics. As a result, we
obtain 22 trending topics shown in Table 1. The following cross-network data
analysis works in section 3 are all based on these 22 trending topics and we will
only show the topic number in the subsequent experiment results for brevity.

Next, we will describe how we identify and represent the selected trending
topics in Twitter and YouTube respectively since different social networks tend
to use different terms to indicate the trending topics. For instance, people may
use “obama election 2012” or “mitt romney election” to indicate the topic “US
presidential election 2012” in YouTube while they may adopt the hashtags such
as #USelection, #voteobama or #obama2012 to indicate the same topic in
Twitter. To capture all the terms which can represent the trending topics in
Twitter and YouTube respectively, we use the YouTube Search API to search
for all the 22 trending topics in YouTube engine and aggregate the video tags of

1 http://www.marketingcharts.com/wp/topics/entertainment/

google-reveals-2012s-top-trending-searches-25381/

http://www.marketingcharts.com/wp/topics/entertainment/google-reveals-2012s-top-trending-searches-25381/
http://www.marketingcharts.com/wp/topics/entertainment/google-reveals-2012s-top-trending-searches-25381/
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Table 1. The final selected trending topic list

Topic Topic Topic
1. US presidential election 2012 9. Samsung Galaxy S III 17. google glasses
2. gangnam style 10. Michael Jackson 18. call me maybe
3. super bowl 2013 11. Christmas 2012 19. Spider Man
4. Olympic 2012 12. Google Nexus 4 release 20. Skyfall
5. Justin Bieber 13. Iphone 5 release 21. End of the World 2012
6. star wars film 14. Call of Duty: Black Ops II 22. Whitney Houston
7. The Dark Knight Rises 15. Doctor Who TV Series
8. Minecraft Game 16. Prometheus

the returned videos while in Twitter we search for the related tweets from a wider
range of tweet dataset we downloaded since the Twitter Search API can only
search the tweets currently posted. Then we adopt the same word frequency
sorting method as in the previous Topic Extraction procedure and manually
select the high frequency terms which can represent the topic as our indicator
for the topic. In this way, we count how many of the 8,518 users have referred to
the different selected topics via their user tag cloud in Twitter alone, YouTube
alone and both in Twitter and YouTube respectively. The result is shown in
Table 2. We can see that users are more active in Twitter and for all the topics
the number of involved users are larger in Twitter than YouTube. Moreover, the
topic overlap on user level between Twitter and YouTube is relatively small that
only a small proportion of users pay attention to certain topics both in Twitter
and YouTube.

Table 2. The user number who have referred to each of the selected trending topics
(we only show 20 topics due to the space and T stands for Topic) in Twitter alone,
YouTube alone and both in the two respectively.

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10

Twitter 2908 3850 1107 1376 1071 2385 2251 857 1164 519

YouTube 949 1181 239 310 405 1171 638 572 458 321

Both Two 521 602 82 115 78 350 219 221 192 62

T11 T12 T13 T14 T15 T16 T17 T18 T19 T20

Twitter 4155 1434 2708 890 1114 791 1704 897 951 1254

YouTube 1270 361 497 174 586 231 658 508 264 249

Both Two 729 189 246 63 177 75 269 117 82 85

3 Cross-Network Data Analysis

In this section, we first present a global temporal dynamic analysis of the pop-
ularity of certain topics regarding all the users’ behavior data in our dataset.
Then we further investigate whether there are some temporal behavior patterns
across different social media sites on user level and topic level respectively.
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3.1 Global Attention of Certain Topics Starts Earlier in Twitter
than in YouTube

To capture a full dynamic of some certain topics and verify the effectiveness of
our method to represent and track certain topics, we select two popular topics in
our trending topic list in Table 1, i.e. “US presidential election 2012” and “super
bowl 2013”, we then count how many users in our dataset begin to pay attention
to these topics each day during an observation of two months. For the topic “US
presidential election 2012”, we observe from Oct.1 to Nov.30 in 2012 of which
the final election day happened on Nov.6. Here we mainly present and illustrate
our results on this topic for the sake of space limit. The temporal dynamic result
of the users’ attention on this topic is shown in Figure 1. We further track this
topic with the real-world timeline in its wikipedia page 2 and the real events
are labeled in the figure. We can find that the statistics from our dataset well
capture the real events happened in “US presidential election 2012”, since it can
be seen from the Figure 1 that a peak of user attention occurs near each of the
important events in the topic which in turn indirectly verify the effectiveness of
our mechanism to represent and track the topics.

Fig. 1. The temporal dynamics of global user attention for the topic “US presidential
election 2012”

Moreover, for a qualitative analysis of the temporal order of users’ attention
on this topic between Twitter and YouTube in a global view we can see from the
figure that many users in Twitter begin to follow this topic since the first, second
and third debate while users in YouTube mainly begin to follow this topic since
the event “Hurricane Sandy interrupts the election” occurs. Finally, the attention
in both networks achieves the peak when the final election day comes and Obama
wins the election. Since Twitter network can identify more sub-topics and users

2 http://en.wikipedia.org/wiki/United States presidential election,

2012 timeline

http://en.wikipedia.org/wiki/United_States_presidential_election,_2012_timeline
http://en.wikipedia.org/wiki/United_States_presidential_election,_2012_timeline
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are more active and productive, users on average tend to get access to certain
topics faster in Twitter than in YouTube. This is also reasonable by realizing the
fact that users can speak almost whatever they like in Twitter just by typing
some words while users in YouTube have to spend more efforts recording and
uploading the videos before people can get to know this. The difference of the
efforts it takes to create the content accounts for this gap to some extent. The
similar characteristic also goes for the topic “super bowl 2013” and we omit it
here in case of space limit.

Nevertheless, we’ve also observed an interesting phenomenon that most the
emergence of the peak time of user attention lags behind the occurrence time
of the real events by one day. For instance, the first, second and the third de-
bate happened in Oct.3, Oct.16 and Oct.22 respectively according to Wikipedia
statistics while our peak time for each of the three events all comes one day later
than the actual occurrence time. It may be due to the fact that many users are
not that active in social networks and they just begin to pay attention to this
topic when they notice their friends or some real-time event reporters post some
tweets about this topic. Besides, it takes some time that information spread
widely to the general public in social media network .

3.2 Attention to Certain Topics is Earlier in Twitter on User Level

After the global temporal analysis of user behavior between Twitter and
YouTube, we further investigate into the temporal patterns across different so-
cial media sites based on each single user. In other words, we try to figure out
whether the majority of users are first involved in this topic in Twitter and then
go to YouTube for more details or vice-versa when some topic emerges. There-
fore, we first collect the users who have referred to the topics in our trending
topic list both in Twitter and YouTube (the available number of the users can
be found in Table 2). Then we analyze the users’ behavior data to find when the
users first referred to the topics in Twitter and YouTube respectively. We use
the same method to identify the topic as in section 2.2 and if the topic indicator
occurs in user’s tweets or video tags, we consider that the user refer to the topic.
We further get the date when users begin to pay attention to the topic for the
first time and judge in which network the user pay attention to the selected topic
earlier. We aggregate the votes from all the users who have referred to the topics
both in Twitter and YouTube and calculate the ratio between the Twitter votes
and YouTube votes. The result is shown in Table 3.

From Table 3, we can see that the number of user votes for “Twitter is earlier”
is far larger than that for “YouTube is earlier” almost on all topics. In other
words, a larger proportion of users tend to first focus on some trending topics in
Twitter and then they will go to YouTube for more details on this topic. As a
result, the local temporal analysis based on each single user also meets the global
patterns demonstrated in section 3.1 indicating that information emerging and
spreading in Twitter is faster than that in YouTube.
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Table 3. The number of user votes for “Twitter is earlier” and “YouTube is earlier”
and their ratio on the topics in our trending topic list

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10
#Twitter earlier votes 352 414 58 80 50 181 135 141 140 40
#YouTube earlier votes 169 188 24 35 28 169 84 80 52 22

The ratio 2.08 2.20 2.42 2.29 1.79 1.07 1.61 1.76 2.69 1.82

T11 T12 T13 T14 T15 T16 T17 T18 T19 T20
#Twitter earlier votes 480 155 177 48 107 45 181 61 48 42
#YouTube earlier votes 249 34 69 15 70 30 88 56 34 43

The ratio 1.93 4.56 2.57 3.2 1.53 1.5 2.06 1.09 1.41 0.98

3.3 Reaction to Certain Topics is Somewhat Topic-sensitive

In section 3.2, we also find the user vote ratio is different for different topics
and for the topic “Skyfall” even the number of YouTube earlier votes is a little
larger than that of the Twitter earlier votes. So it naturally comes to our mind
that whether the temporal order between Twitter and YouTube has something
to do with the topic category. Therefore, we choose 5 categories which have
obvious category labels, i.e. celebrity, technology, movie, game, sport. We further
calculate the average user vote ratio in each category and the result is shown in
Table 4. We can see that the ratio on technology category is relatively large while
the ratio on movie category is small instead. It may be partly due to the fact
that users are more likely to discuss and get to know full comments on electronic
products before they search for the related videos, meanwhile a lot of users may
share their opinions on the newly-released movies after they have completely
viewed it in YouTube. Therefore, the user reaction to different topic categories
also follows different temporal patterns and we should take topic category into
consideration when analyzing the user behavior on certain topics.

Table 4. The user vote ratio between Twitter and YouTube on different categories

Category Celebrity Technology Movie Game Sport
The ratio 1.87 3.27 1.31 2.48 2.35

4 Applications

The user-oriented temporal analysis across different social media sites can facil-
itate a variety of applications, including but not limited to:

1. Cross-network User Collaboration. Since we have found that for certain
kinds of topics users are very likely to first talk about them in Twitter and
then go to YouTube to better understand the evolution of the topics, we
can further design some time-aware cross-network collaboration applications
based on the temporal analysis. For example, we have been working towards
the topic of the personalized real-time video recommendation from Twitter
to YouTube. We first capture the temporal interests of certain users and
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what topics they currently pay attention to in Twitter, then we can utilize
the user interest learnt in Twitter to help recommend the relevant videos to
the same user for his YouTube account as the user attention in YouTube lag
behind that in Twitter.

2. Trend-aware Prediction of Content Popularity. As we can identify the
trending topics and track the temporal dynamics of the topic popularity in
Twitter precisely, we can well capture the trend of the corresponding topics
in real world. In general, the topic trend in YouTube somewhat follows a
similar pattern but with some delay than that in Twitter. Therefore, We
can utilize the topic popularity trend obtained from Twitter to help predict
the trend of the same topic in YouTube.

5 Conclusion

In this paper, we present a measurement study of users’ temporal behavior be-
tween Twitter and YouTube. In particular, we explore the temporal patterns
of users’ attention to certain topics on user level. It is shown that most users’
attention to certain topics is earlier in Twitter than YouTube and the situa-
tion is topic-sensitive. Further work may include a quantitative analysis on the
users’ temporal behavior patterns across different social media networks and
some novel applications based on our social behavior analysis.
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Abstract. The paper presents a model of parody, viewed as a distorted imitation 
of a text, discourse, behavior or trait of a person performed in order to elicit 
laughter. Focusing on the parody of politicians as a way to discredit them for 
persuasive purposes, a qualitative analysis is presented of the parody of a 
Mayor of Rome by an Italian comedian. The role of allusion in parody, and its 
consequent dependency on culturally shared knowledge are highlighted, and the 
function of ridicule as a form of moralistic aggression is stressed. Finally a first 
flash of a procedure for the construction of a parody machine is provided, based 
on the cognitive process of parody in humans. 

1 From Computational Humor to the Parody Machine?  

Laughing at others is a formidable weapon against power; and a weapon of power. 
People make fun of others to abase them, to make them powerless and not to be afraid 
of them anymore. A way to do so is satire, and specifically to make a parody of 
someone: showing his flaws by making a caricature of his appearance or behavior. 

The field of computational humor, has emerged in the last twenty years to build 
systems for the generation of humorous texts and images [1]. At the same time, mul-
timodality and body signals have been so deeply studied as to lead to their simulation 
in Embodied Conversational Agents and Robots. Since humor is typically conveyed 
multimodally by the interaction of words and prosody with body movements, ges-
tures, face, gaze, even suits or costumes, it should be possible now  also to encompass 
multimodal bodily aspects within computational humor. 

Parody is a such humorous behavior, in that it is often aimed at making people 
laugh about someone or something by funnily imitating it from semantic but also 
acoustic and visual points of view. So why not start thinking of a “parody machine”?  

As for any case of simulation of a complex human activity, building a parody ma-
chine, one that given a person is able to extract her potentially ridicule flaws and to 
reproduce them in such a way as to make fun of them, might be motivated by at least 
two functions, a genuinely theoretical and an applicative one. The former is in the 
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loop of modeling a human process, simulating it, getting a feedback through evalua-
tion, and re-formulating the model accordingly: simulation as a way to test a concep-
tual model; and a model capable to account for the production of parodies must  
necessarily model subtle but important devices of social interaction. On the applica-
tion side, beside the traditional functions of computational humor [2, 3], a “parody 
machine” might provide an automatic tool for finding out and displaying the ridicul-
ous aspects of a character or object: a machine able to single out the weak points of a 
behavior or person might anticipate possible future reactions of others and in some 
cases induce to change course of action. A such machine might be an “alter-ego” 
warning us when the way we appear or behave may trigger laughter; a sincere friend 
who, when understanding we become ridicule, imitates us and lets us clumsiness 
emerge. But to build a parody machine requires an adequate model of parody: such 
first step is the objective of our work.  

This paper defines the notion of ridicule (Sect. 2) in terms of a socio-cognitive 
model of communication and social interaction, then it overviews previous definitions 
(n.3) and presents its own notion of parody (n.4). Through a qualitative analysis of the 
parody of a mayor of Rome by an Italian comedian (n.5), it highlights the cognitive 
processes occurring in a Parodist’ mind, and finally (n.6) provides some first flashes 
of a computational model of parody, figuring out what capabilities an Artificial Sys-
tem should be endowed with to automatically generate parodies. 

2 Ridicule: A Way to Discredit Others 

Ridiculization is a communicative act conveying a negative evaluation of someone, 
aimed at a sort of “moralistic aggression” [4] toward him/her, to be used as a sanction 
against a-social behaviour, possibly even with a pedagogical function. According to 
[5], a negative evaluation is the belief that some object, event or person does not have 
(or does not provide someone with) the power to achieve some goal. We evaluate 
something negatively either when it lacks the power to achieve some goal (negative 
evaluation from lack of power) or when it has the power of thwarting some goal 
(negative evaluation from noxiousness). When A ridicules B, A conveys a negative 
evaluation of B for lack of power, but one that contrasts with some pretence of supe-
riority exhibited by B. Such contrast between pretence of power and actual lack of 
power, whose outcome is though not threatening for A, can elicit laughter: the physio-
logical expression of relief that follows the sudden disconfirmation of some expecta-
tion of danger, thus resulting in a sense of superiority. Ridiculization is then a com-
municative act through which a Sender S remarks, in front of some Audience A, a 
feature of a victim V evaluated as negative due to lack of power, contrasting with V’s 
pretence of superiority, and seen as not threatening for S and A, so as to elicit relief 
and laughter. Ridiculization further implies S deliberately soliciting Audience A to 
laugh at V, with the goal of causing that:  

a. S and A feel superior to V, because they feel above the inadequacy of the vic-
tim, and not threatened by it; 
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b. This common superiority strengthens the social bonds between S and A, 
through the shared positive emotion of laughing together, through feeling simi-
lar to each other as opposed to different from V, and a sense of alliance and 
complicity;  

c. With image and possibly self-image attacked, the Victim feels emotions of 
shame, humiliation, abasement, s/he feels different, rejected, isolated from the 
group. All this may induce V to future different behaviour: which is the func-
tion of ridiculization as “moralistic aggression” [4]: aggression from the group 
aimed at changing a member’s conduct.  

In previous works, [6] analyzed verbal and multimodal cases of ridiculization in 
political debates, where political opponents try to make fun of each other, to lower 
each other’s credibility before voters, thus performing a “discrediting move”, i.e., 
spoiling the other’s image before an audience, for persuasive purposes. In persuasion, 
Persuader P aims at convincing an Audience A not only by what he says (logos), but 
also by the emotions he induces (pathos) and by the reliable image he presents of 
himself (ethos). Further, as well as P needs to project a positive image of himself, to 
prevent the Audience from being persuaded by an opponent T, he may try to convey a 
negative image of him, i.e., cast discredit over T. In political persuasion, discredit is 
cast over opponents concerning three different features [8]: the politician’s benevo-
lence (caring the electors’ goals, working on behalf of their interest, being trustwor-
thy, honest, ethical), competence (expertise, skill, knowledge, planning and reasoning 
capacity), and dominance (capacity of winning in contests, of influencing others and 
imposing one’s will). A politician may discredit the other on all three features through 
ridiculization, by signals in various modalities that call for the Audience’s laughter: 
laughter or smile only or in combination with words; words only, withoutsmile or 
laughter; but also by irony and parody. 

3 Related Work on Parody 

What is parody? According to Holman and Harmon [8], parody is an imitation, in-
tended to ridicule or criticize, that does not need a “pretense of ignorance” like in the 
socratic teacher, because familiarity with the original object is necessary: to be effec-
tive it has to “sound true” to the original [9].  

A parody is not a simple imitation: first it has to be an “approximation” to an origi-
nal source, since like in sarcasm “the subject is treated in a contradictory manner: 
elevated subjects are debased and “lowly” are elevated” [10].  

The parodistic act presents a not so obvious nature from a linguistic and psycho-
logical point of view: Bachtin [11: 76] sees it as “an arena of conflict between two 
voices, they are detached but they are hostilely counterposed” and the second voice 
represents a “semantic authority”. In his speculation on parody he specifies: “the au-
dience knows for sure with whom it is expected to agree.”  The Parodist has a strong 
role of both communicating and informing the audience on a criticizable object or act. 
In fact Rossen-Knil and Henry [12] on the production side formally mention four  
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pragmatic aspects of parody: (1) the intentional verbal representation of the object of 
parody, (2) the flaunting of the verbal representation, (3) the critical act, and (4) the 
comic act. On the comprehension side the parodistic act depends on the successful 
interaction between parodist and audience, since not only needs the latter recongnize 
the “authority” and the ethic or moralistic intention of the parodist, but it also needs to 
know vices and virtues  of the character, if the parody is focused also on the body and 
verbal features (tic, stummer…) which are the innesco of the comic part.  

A verbal parody involves a highly situated, intentional, and conventional speech 
act which re-presents the object of parody and flaunts that re-presentation in order to 
criticize that object in a humorous way [11].  

4 A Socio-cognitive Model of Parody 

In terms of our model, parody is a communicative act – a text or a verbal or multimo-
dal communicative behaviour (discourse, song, film, fiction) – that performs a dis-
torted imitation of another text or multimodal behaviour, with the aim of amusing and 
eliciting laughter. Not only a person, but also a text (a song, a novel, a drama) may be 
an object of parody.  

In political satire, to make fun of the target T in front of the audience A, the Paro-
dist P imitates the Target’s traits and/or communicative or non-communicative beha-
vior, performing a distorted imitation that enhances the Target’s flaws. To do so, the 
Parodist must 1. single out the most characterizing features of Target T’s physical 
traits or behaviors, and 2. imitate them while exaggerating them in such a way as to 
make them appear ridicule. 

How can a feature exhibited by P evoke a similar (but less extreme, less exagge-
rated) feature of T? The key to parody is allusion. In Allusion, an Agent P wants an 
Addressee A to infer that P refers to X, though not by explicitly mentioning X but 
simply making reference to it in an indirect way. P does not mention X out of reasons 
of euphemism or other kind of protection, and yet wants A to understand both what P 
refers to and why P does not mention it explicitly. 

In imitation, P produces the trait or behavior Y while asking A to recognize it as 
similar to trait or behavior X, so allusion in a sense is always present in any kind of 
imitation. But as I ask you to recognize Y as an imitation of X, I presuppose that you 
know X. Therefore imitation typically requires that the knowledge of X is shared by 
me and you: there must be a common culture, a shared frame of reference between the 
Imitator (the Parodist) and his Audience; so much so that both imitation and parody 
cannot be entirely understood across different cultures. 

Due to its character of indirect, hence necessarily somewhat concealed type of 
communication, in both verbal and bodily allusion the referent cannot be mentioned 
in a clear and, so to speak, “central” way, but simply hinted at here and there during 
discourse or in the overall multimodal arrangement of the parodist. These hints, a sort 
of “key-words” that orient A to capture the allusion, concern the “allusion points”: the 
contents in the background knowledge that are supposedly shared with A, and to 
which the Parodist wants to allude in his parody.  
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5 The Parody of a Politician. A Qualitative Analysis  

To better illustrate our definitions of parody and allusion, we present a qualitative 
analysis of a real parody of a politician: the Italian comedian Max Pajella’s parody of 
Gianni Alemanno, a former exponent of the Italian fascist party Alleanza Nazionale 
(National Alliance), mayor of Rome since 2008 to 2013, one often criticized for hav-
ing been a fascist drubber in his youth and, during his role as a Mayor, for his famil-
ism, since he hired lots of relatives and friends in the town bus company. Max Pajella 
is a skilled imitator and parodist working in the left-wing satire show “The show must 
go off”, where he ridicule tics and behaviors of various right-wing politicians, appear-
ing on the screen and talking to the show conductor, the comedian Serena Dandini, in 
the studio, while she comments on what he says and takes the role of his stooge. For 
his parody of Gianni Alemanno, Pajella picks up a recent episode in which the Mayor 
really made himself ridicule: the snow in Rome.  

Below we describe the context and background of this event, with words in bold 
describing the “allusion points”.  

 
On February 3rd, 2012, a lot of snow came on Rome. Not so used to see snow, Rome is gen-

erally not well prepared to confront this challenge, but in this case, the disorganized manage-
ment by Alemanno and his staff turned a meteorological event into a disaster. A newsletter 
from the national Civil Protection had warned him that 35 millimeters of water were expected; 
actually, 1 millimeter of water equates 1 cm. snow, but Alemanno and his staff were not expert 
on this, so they expected 3,5 centimeters of snow instead of the 35 and more that came in fact. 
Probably due to this misunderstanding, no kind of prevention was undertaken: no salt to pre-
vent streets from freezing, no snow chains for buses; buses stopped for hours with roman citi-
zens inside, not to let them die for cold. Alemanno simply warned people to stay home, then he 
bought a stock of shovels and had them distributed to Roman citizens recommending to clean 
up their doors by themselves; he himself was videorecorded on TV while shoveling snow. 
Finally he often said he would call the army to cope with the emergency. When the emergency 
was over, Alemanno was accused of disorganization and inefficiency, and to justify himself he 
appeared in all possible TV news and talk shows imputing the disaster to the Civil Protection, 
who had not warned him how serious the situation was, and complaining that he had been left 
alone to confront the emergency.  

 
Our hypothesis is that in a parody, each element of the parodist’s imitation alludes 

to a relevant element of the story to cast ridicule on it; and analyzing a parody implies 
discovering the beliefs alluded to by each of the Parodist’s words or visual behaviors, 
and the information, opinion, or evaluation they indirectly convey. In the following, 
we separately analyze Pajella’s imitation of Alemanno’s discourse and that of his 
multimodal behavior.  

5.1 Allusions and Parody in Alemanno’s Costume and Background 

Pajella, acting Alemanno, shows on the screen with Coliseum in the background and 
flocks of snow gently falling down; he is dressed as a Roman centurion, his helmet 
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on the ground, and holds a big shovel in his right hand and a sheet of paper in his left 
hand. 

 
1. Coliseum with flocks of snow falling down alludes to snow in Rome: quite a 

“neutral” information, only aimed to set the stage of the parody. 
2. Alemanno dressed as a Roman centurion alludes to the Roman tourist operators 

that welcome tourists around Coliseum dressed as centurions. This is not, though, 
a neutral information, but one loaded with somewhat negative evaluation: men 
playing centurions with tourists are generally connoted as underprivileged unedu-
cated people from Roman slums, waiting for a tip after posing for a picture. This 
suit then conveys Alemanno a nuance of a lout, a buffoon.  

3. The shovel in his hand alludes to (and ridicules) the shovels he distributed to 
Romans to help themselves, and to his showing himself shoveling, to project an 
image of a willing boy who, though left alone by civil protection, did everything 
he could to help. But one more inference can be drawn from this: Alemanno’s 
impotence to manage emergency in Rome. 

4. The sheet of paper in his left hand alludes to the newsletter from the Civil Pro-
tection about the centimeters of water expected: this points at Alemanno’s ignor-
ance in meteorology.    

5.2 Allusions and Ridicule in Alemanno’s Words  

The same kind of analysis given in a discursive way on Pajella-Alemanno’s costume 
and visual background is provided in a schematic way for his words  in Table 1. In col-
umns 1. and 2. we write the Parodist’s words and their literal meaning, respectively; in 
col. 3 the belief each word or sentence alludes to, in 4 the indirect meaning conveyed by 
the allusion, and in 5 we finally classify the example in terms of the feature of the Tar-
get made fun of, whether Competence, Benevolence or Dominance. (Table 1) 

Table 1. Pajella’s words and their allusions 

1.BELIEF MENTIONED 2.MEANING  

DIRECTLY CONVEYED

3.BELIEF ALLUDED 

TO 

4.MEANING  

TO BE INFERRED

5.RIDICULED 

FEATURE 

Io sono stato lasciato 

solo in questo Colos-

seo a spalare la neve

io sono stato lasciato

solo. 

I have been left alone;

in this Coliseum I have

been left alone shove-

ling snow.  

Alemanno often 

complained he had 

been left alone 

Alemanno plays 

the victim to 

justify himself: 

 

DOMINANC

E 

Io se continua così

chiamo l’esercito. 

La Protezione Civile 

mi ha lasciato solo. 

If things go on like

this, I’ll call the army.

Civil Protection has

left me alone 

A. always threat-

ened to call the 

army:  

He threats but 

also plays the 

helpless 

DOMINANC

E 

Dovevano dircelo che

l’acqua ghiacciava a 

zero centigradi centi-

metri 

They should have told

us that water froze at

zero centigrade centi-

meters 

A.and his staff 

proved very igno-

rant about meteoro-

logical facts  

A. is very igno-

rant 

COMPETEN

CE 
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Table 1. (Continued) 

Perché la Protezione 

civile aveva detto che

sul Campidoglio sa-

rebbero piovuti soltan-

to 35 millimetri di 

mmerda.  

Because Civil Protec-

tion had said that only

35 millimeters shit

would have fallen on

Capitolium.  

The snow was 

cause of a great loss 

of face for A. 

 DOMINANC

E 

a tutti coloro i quali, 

quei romani i quali

sono rimasti dentro

bloccati sugli autobus, 

i cinquantotti barrati, 

i sessanta notturni,  

to all those who, those

romans who remained 

blocked on the bus,

barred fiftyeights, the

night sixties,  

Cinquantotti (the 

plural of a number) 

alludes to A.’s lin-

guistic ignorance 

 

He is ignorant 

also in Italian 

language 

 

 

COMPETEN

CE 

 

 

 

A: vi sono vicino, è 

come se foste tutti

quanti parenti miei. 

D: Come se fossero 

parenti suoi?? In

realtà, molti lo sono… 

vabbè, lasciamo per-

dere 

A.:I am close to you,

as if you all were rela-

tives of mine. 

D: As if they were

your relatives?? Ac-

tually, many are….

Ok, just let it go… 

This alludes to A.’s 

familism in hiring 

all his relatives in 

the bus company. 

He is dishonest 

because he is 

familistic in his 

administration 

BENEVOLE

NCE 

 

D: Eh, non sarebbe il 

caso di tendere un po’ 

più la mano alla Pro-

tezione Civile? Colla-

boriamo bene, mo? 

D: Well, shouldn’t you

lend a hand to Civil

Protection more? Are

we collaborating well,

now? 

People commented 

that the Mayor and 

the Civil Protection 

should have colla-

borated more 

A. did not colla-

borate but only 

cast discredit on 

the Civil Protec-

tion 

BENEVOLE

NCE 

A: Su questo le posso

dire che ha raggione:

è il momento di ten-

dergli una mano … e 

prenderli a ccatenate!

Se solo si trovassero

ste catene…. Però, ‘n 

se trovano! 

A: About this I can tell

you that you’re right:

it’s time to lend them a

hand…. And take

them by chain hits! If

only we might find

these chains…. But

you can’t find them! 

Alemanno as a 

fascist drubber in 

his youth, possibly 

using chains to hit 

political rivals 

 

Snowchains lacking 

in the emergency 

A.was formerly 

a violent person 

 

 

 

 

A.was disorga-

nized 

 

BENEVOLE

NCE 

 

 

 

 

COMPETEN

CE 

5.3 Allusion, Parody, and Culture 

The annotation of Table 1 allows us to assess density and quality of the parody itself, 
measured, respectively, in terms of the number of ridiculing allusions, and of how 
much the Victim is made fun of concerning his immorality, incompetence, or impo-
tence.  But Table 1 shows as well how parody cannot exist without allusion, because 
it relies on the imitation of traits or behaviors of the Victim; the similarity between the 
trait exhibited or the behavior performed by the Parodist  and the corresponding trait 
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or behavior of the victim cannot be caught unless the Addressee is acquainted with 
the Victim’s behaviors and traits. The Audience cannot understand who the Parodist 
is imitating and alluding to if it does not share the Parodist’s culture, i.e. the same 
knowledge and values.  

6 Toward the Parody Machine? 

How could we build a Parody Machine? The cognitive process necessary for a Human 
to perform a parody – that we should simulate to make an Embodied Agent able to 
perform parodies – implies at least the following requirements:  

1. having a goal of moralistic aggression toward a Victim, to be pursued through 
ridicule.  

2. having “sense of humor”, i.e., the capacity for grasping scenarios feasible to be-
ing the object of fun or laughter, while distinguishing them from those that cannot 
or should not. 

3. singling out one or more traits or behaviors of the Victim that are worth being ri-
diculed.  

4. having (and searching) one’s Model of the Addressee: a representation of what 
knowledge about the Victim is shared, and whether it may be subject to negative 
evaluation by the Addressee too.  

5. imitating the traits, body behavior, or verbal text or discourse singled out as po-
tentially ridicule, by exaggerating them, and possibly accompanying them with 
signals of allusion to induce the Audience to search its memory for similar traits 
or behaviors in the Victim and attach a tag of ridicule to it. 

 
In the same vein, an Artificial System capable of performing parodies should be 

endowed with: 

a. a capacity for having goals of moralistic aggression; 
b. “sense of humor”, i.e., capacity for grasping traits and behaviors feasible to being 

made fun of; 
c. a cultural database on the behaviors and traits of possible Victims of parody; 
d. a User Model of the Audience, to set which cultural beliefs and values concerning 

the Victim are shared and which are not  
e. a body signals detection module to capture the recurrent physical features that 

characterize the style of the Victim’s body behavior 
f. an Imitation module, i.e., the capacity to display the same traits or behaviors as 

the Victim imposing the same physical features to one’s imitative body behavior 
g. an exaggeration module, i.e., the capacity to imitate the Victim’s features by ex-

aggerating them, but up to a realistic threshold, not in such a way as to make them 
unrecognizable by an Audience. 

 
A simplified scheme of the process leading from perception of ridicule features to 

their distorted imitation is represented in Fig. 1. 
Future research should implement the various steps of this procedure to build a Pa-

rody Machine.   
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Abstract. Experimentation of natural interaction principles and ad-
vanced interactive solutions for medical treatment of the neglect
syndrome. Novel tools are provided for improving rehabilitation and
evaluation of patients and overcome the conventional pen-and-paper ap-
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1 Introduction

Hemispatial neglect (or neglect syndrome) is a neuropsychological condition in
which, after a damage to one hemisphere of the brain, a deficit in attention to
and awareness of one side of space is observed. It is defined by the inability of a
person to process and perceive stimuli on one side of the body or environment
that is not due to a lack of sensation.[1] For example a stroke affecting the
right lobe of the brain can lead to neglect for the left side of the field of view,
causing a patient to behave as if such side of sensory space does not exist. In such
conditions the patient could be no more able to pass a door without hitting the
jamb, or to eat the food on a dish without leaving the left half part completely
untouched. Unfortunately, the only treatment consists of finding ways to bring
the patient’s attention toward the left, usually done incrementally, by going just
a few degrees past midline, and progressing from there. Moreover the difficulty
degree of such task increases with the age of the patient.

The Behavioural Inattention Test (BIT)[2] is a 15-item standardized test bat-
tery for assessing visual neglect, consisting of 6 of the most commonly used
pen-and-paper tests (line crossing, letter cancellation, star cancellation, figure
copying, line bisection, and free drawing) and 9 behavioral tasks (picture scan-
ning, telephone dialing, menu reading, article reading, telling and setting the
time, coin sorting, address and sentence copying, map navigation, and card sort-
ing) (see fig.1). One component of the test battery is a simple test described by
Albert [3] in which patients cross out lines on a sheet of paper (see fig. 1 - b);

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 501–508, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



502 G. D’Amico, L. Landucci, and D. Pezzatini

Fig. 1. Set of pen-and-paper tests from the BIT battery: (a) figure copying and (b)
Albert’s test

this is easy to administer and related closely to neglect diagnosed by the test
battery as a whole [4]: that is the reason why we focused on Albert’s test.

As reported by the medical staff we interviewed, the main issue in Albert’s test
is that particular negative results can be due to lack of stimulation, especially for
elderly patients. That is why the idea of this work is to translate analog Albert’s
tests in digital tests able to stimulate the patient’s attention.

For such delicate process we have exploited the help of the department of
psychology at the University of Florence that suggested some real-world contexts
able to put patients at ease and encourage them to actively participate in all the
test and training phases.

2 Related Work

There is a wide variety of solutions for the study of the neglect syndrome still
using paper based tools, as in [11], where drawing-based pencil-and-paper tests
enable objectivity, repeatability and diagnostic capability in the scoring process
of the disease. Anyway there is another part of research which experiments so-
lutions for the development of neuropsychological assessment and rehabilitation
tools via the adoption of computer-based advanced technologies.

A former approach is based on Virtual reality (VR), which is showed to be
effective for dealing with cognitive and functional impairments due not only to
traumatic brain injury, but also to neurological disorders and learning disabilities
[6] [10]. VR-DiSTRO[5] is a solution which uses shutter stereoscopic glasses,
a force feedback interface and a software, in order to provide an immersive
experience and then estimate its accuracy and usability for patients affected by
acute neglect syndrome. A similar approach is presented in [8], where a 3D-
haptic virtual world is seen through stereo shutter-glasses, where hemispatial
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neglect patients interact by manipulating a haptic interface. A different approach
is discussed in [7], where post-stroke neglect in the extrapersonal space was
evaluated. Authors modeled a street crossing in VR, in which a battery of thirty-
two patients with right-hemispheric stroke were asked to control a virtual avatar
safe from a traffic accident. In [14] authors studied unilateral spatial neglect
following stroke in recovered post-stroke patients with residual symptoms of
unilateral spatial neglect. They compared the assessment and treatment results
from standard paper and pencil tests with their VR solution. SeeMe is a system
in which participants see themself in real time in a projected screen while they
assess functional tasks touching virtual balls. A single screen-mounted camera
and vision-based tracking system capture and convert the user’s movements for
processing on the big display.

Other computer-based approaches which differ from VR technology are pre-
sented in [12], where a game-based solution composed of a webcam, a computer
and a video projector is used to guide the patient in exploring the space (in-
cluded the neglected hemispace) with the goal to reach for targets with different
levels of difficulty. In [13] a system to measure eye and head-neck movement is
presented for the evaluation of the unilateral spatial neglect fields. Eye motion
was estimated via a small CMOS camera attached to a head unit, while the
head-neck movement was processed via a high-vision video camera attached to
the front of the patient. In [9] authors proposed a computerized version of the
cancellation test via the adoption of a touchscreen interface to large groups of
control subjects and unilaterally brain-damaged patients (unilateral and non-
unilateral spatial neglect).

3 The System

The proposed solution is represented by an interactive environment in which
patients are asked to perform different tasks in order to estimate their neurocog-
nitive condition (testing phase) and to support rehabilitation activities (training
phase). Tasks, that have been defined under the supervision of a team of psychol-
ogists, consist of predefined exercises to address the following elements: memory,
attention, perceptual disturbances, visualspatial disturbances and difficulties in
executive functions. The main idea is to allow patients to interact with digital
content through gestures in order to perform tasks similar to those that would
occur in their daily life. On the other hand, we wanted to provide medical staff
with an advanced tool to customize tasks configurations and to analyze data
obtained from patients activity.

The system is composed by two main parts: a touch based interactive surface
for patients and a desktop based application for medical staff. The interactive
surface is visualized on a wide LCD screen (52”) with multitouch capabilities
provided by an infrared based overlay. The screen is mounted on a reclining
and height-adjustable table, so that every patient could easily interact with ev-
ery part of the screen. The chosen interface metaphor for the proposed use case is
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the action of cleaning a dirty table (see fig. 2). Patients are asked to move a real
sponge on the interactive table in order to physically erase virtual dust or spots
displayed on the screen.

Fig. 2. A patient performing the task of cleaning the interactive table from coffee spots

The testing phase consists of collecting information on the severity of the
condition and progress of the patient, whilst the training phase encourages the
exploration of the neglected hemifield through various procedures. The set of the
spots (visual stimuli) displayed on the table can be configured according to four
parameters: number, location, size and nature (e.g. coffee, oil, water; see fig.3).

Doctors and therapists can create different configurations of tasks using a
desktop based GUI in order to tune difficulty according to patient conditions.
As an example, a training task could be configured with a particular spatial
distribution of stimuli on the basis of patients neglected hemifield. Therapists
can also add audiovisual feedback to stimuli (e.g. blinking light, sounds etc.)
that can be triggered during the training session helping patients to complete
the task.

All the activities during the rehabilitation sessions are tracked and recorded in
a database so that a personal history of each patient can be evaluated in order to
estimate performances in terms of accuracy (number of erased spots), time spent
in accomplishing the task and trajectory of movements. In this way, medical
staff can work with a novel diagnostic tool which provides useful information,
statistics, charts and high-level data for the evaluation of patients (see fig.4).

Both the desktop application and the interactive rehabilitation interface are
developed using the AIR (Adobe Integrated Runtime) framework, allowing to
bring ActionScript and Flex code into a native desktop installer. The multitouch
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Fig. 3. Interactive table with water and coffee spots

Fig. 4. (a) drag and drop GUI for training configuration and (b) statistical analysis
tools



506 G. D’Amico, L. Landucci, and D. Pezzatini

overlay sends data on tracked fingers and objects to the main application using
the TUIO protocol [15].

4 Experimental Results

The real-world testing phase occurred thanks to the collaboration with Monte-
domini A.S.P. who exploited the system for the experimental rehabilitation of
approximately 30 patients in the last two years.

Taking into account a sample of ten representing patients, for whom we had
available the traditional test of Albert as a check-in test for the experimentation,
we discovered not only that the digital training phase has produced superior
results than standard training, but also that the system has also led to a partial
psycho-motor rehabilitation.

As expected, a table sprinkled with (digital) spots or dust has a strong af-
fordance so that the instinct to clean is greater than that of concluding a pen-
and-paper test: as shown in fig.5, in the majority of cases the patients had lower
performance on the standard Albert’s test compared to the interactive digital
test, even before the training phase.

Fig. 5. Patients results for check-in test

The patients were then treated with a training phase of variable duration
(one to three months depending on the patients) using the visual and auditory
interface facilities.

The check-out tests performed after training phase had great results: as shown
in fig.6, the patients improved the awareness of the left side of view (this was
proved not only with the digital test but also with the traditional one).

The physical therapists who have followed them have also recorded an im-
provement in their physical condition. In fact, in order to reach the entire surface
of the table, patients have unconsciously also worked on their body: the lower
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part has worked to support the whole body (training of body-balance) while the
upper part had a benefit due to the stretching of arms performed in order to
reach the upper and side areas of the table (such effect has obviously occurred
also in patients forced to use the table on wheelchairs).

Fig. 6. Patients results for check-out test

Finally, medical staff has recognized added value in the efficacy of the perfor-
mance analysis process due to the use of the computerised analysis tools provided
by the system.

5 Conclusions and Future Work

The developed system allows effective analysis of the clinical status of patients
affected by the neglect syndrome and a fine tool for the rehabilitation training.
The idea is to use a real-world context in order to stimulate elder patients to
perform tests and to improve their clinical condition through the training phase.
First experimental results are very positive and encourage us to continue on this
path. Future work includes the improvement of the evaluation on patients and
the development of new natural interactive contexts for the rehabilitation also
exploiting dynamic scenarios.
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Abstract. This paper aims to propose a novel idea of an embedded intelligent sys-
tem where low cost embedded vision systems can analyze human behaviors to ob-
tain interactivity and statistical data, mainly devoted to customer behavior analysis. 
In this project we addressed the need for new services into the shop, involving con-
sumers more directly and instigating them to increase their satisfaction and, as a 
consequence, their purchases. To do this, technology is very important and allows 
making interactions between costumers and products and between customers and 
the environment of the shop a rich source of marketing analysis.  

We construct a novel system that uses vertical RGBD sensor for people count-
ing and shelf interaction analysis, where the depth information is used to remove 
the affect of the appearance variation and to evaluate customers’ activities inside 
the store and in front of the shelf, with products. Also group interactions are moni-
tored and analyzed with the main goal of having a better knowledge of the  
customers’ activities, using real data in real time.  

Even if preliminary, results are convincing and most of all the general archi-
tecture is affordable in this specific application, robust, easy to install and main-
tain and low cost. 

Keywords: RGBD, depth images, activity recognition, interactions, retail  
environments, people counting, shelf interaction map. 

1 Introduction 

The concept of shop is changing during years and today it means many different 
things: shop became not only the place where customers go to buy a specific product, 
but also the place where customers go to spend part of their time; competition be-
tween different producers is made also in the shop structure, meaning of communica-
tion, graphics, position of products, shelf availability and many other aspects [21]. 

This project focuses on developing automated RGBD video analysis techniques for 
tracking customers in retail stores with the goal of recognizing various customer activities 
that may be relevant for marketing analysis with a particular focus on the interactions 
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between shoppers and products on shelves. The approach uses low-level segmentation and 
tracking methods, mapping the customers to the floor plan, identifying events such as 
picking up products in front of store shelves, group formations by customers, etc. 

The aim of every retail environment is to attract customer attention: with technol-
ogy and strategy, shop's owner has to attract customer attention on particular  
products, giving also the chance to interact physically with technology, making the 
experience absolutely complete and involving. The main goal of this new concept of 
retail environment is simple: make more business with respect to the old shop idea. 

First of all, in some cases technology works as a virtual shop assistant, giving in-
formation to the customer directly; in this way shop's owners save money with staff. 

Second, and more important, is the fact that technology let to provide many statis-
tic data that, opportunely elaborated, can give much information about customers, 
customizing the shop to their needs and adapting product expositions to their behav-
iours. Data extracted in this way are objective, while often this kind of decision is 
made looking to subjective data. 

Several aspects of these problems are currently solved using artificial intelligence 
and, in particular, vision. Visual analysis in dynamic scenes is currently one of the 
most active research topics in computer vision [1, 5, 9].  

In general, the processing framework of visual surveillance in dynamic scenes  
includes the following stages: modelling of environments, detection of motion, classi-
fication of moving objects, tracking, understanding and description of behaviours, 
human identification, and fusion of data from multiple cameras [3, 6, 7]. 

As a result, more and more research has been conducted in this field involving a 
great quantity of different vision based approaches. 

Automatic recognition of human actions and interactions, however, remains a very 
challenging problem. The key difficulty stems from the fact that the imaged appear-
ance of a person performing a particular action can vary significantly due to many 
factors such as camera viewpoint, person’s clothing, occlusions, variation of body 
pose, object appearance and the layout of the scene.  

In addition, motion cues often used to disambiguate actions in video [9, 17, 20] are 
not available in vertical acquired RGBD images.  

In this work, we seek to recognize common human actions, such as ”picking up a 
product”, ”interacting with the shelf” or ”moving in a group” in challenging realistic 
retail images. A number of previous works [2, 4, 8, 10] focus on exploiting body pose 
as a cue for action recognition. In particular, several methods address joint modeling 
of human poses, objects and relations among them [11-16]. 

Reliable estimation of body configurations for people in arbitrary poses, however, 
remains a very challenging research problem. Less structured representations, e.g. 
[18, 19] have recently emerged as a promising alternative demonstrating state-of-the-
art results for action recognition in static images. 

In this paper we will introduce the general framework of our system and we will 
discuss how vision and, in particular, people and object tracking, are involved in dif-
ferent tasks of the whole system. We will show successful applications for retail envi-
ronment management and for products management, showing the visual tracking 
methodology and results of real scenarios with real time performances. Software 
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analysis, tests and experiments developed are presented to show the feasibility of the 
proposed approach in large-scale applications, using only RGBD vision sensors. 

The paper is more focused on the application of vision to retail environment and on 
the general application of visual tracking as a main information source; main novel-
ties are in the original and wide application of the tracking system and activity analy-
sis focused on shelf interactions. The other interesting point of the project is in the 
real experimental platform described in the result section and in the combination of 
vision based statistical approach with marketing analysis data.  

The paper is organized as follows: Section 2 introduces the general concept of the 
system and describes the peculiarity of the particular methodology described in this 
paper. The experimental results are provided in Section 3. Conclusions are given in 
the last Section. 

2 Metodology 

2.1 Customers Counting and Single/Group Behaviors  

The goal of the system is the use of vertical mounted RGBD camera (Fig.1a) to detect 
costumers activities and in particular their interactions with shelf and products. The 
first part of the activity recognition method is based on the water filling algorithm to 
identify people from a vertical depth image even when they are moving in group in-
side the store (e.g. a mam with child or a group of friends). This last aspect of group 
behaviors will be better investigated in future tests in real scenario and results on this 
side are not reported in this paper even if the methodology will be the same described 
here following.  

The system needs to identify every  person moving in the scene (Fig. 1b) to track 
his activities and in particular to analyze the interaction of this certain person with the 
shelf. Section 2.2 will give more details on this second aspect.  

 

a)  

 

b)   

Fig. 1. Example of a user interacting with the shelf (a) and the approach for people detection 
and activity analysis in our test environment. Test case (a) will be described in next section.  
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We take the depth image as a function f, where f(x, y) stands for the depth informa-
tion of pixel (x, y). Due to the noise of RGBD sensor, f(x, y) can be non-derivable or 
even discontinuous. Finding people in depth image equals to finding local minimum 
regions in f. Mathematically, the problem can be defined as finding the region A and 
N that satisfy the following constraint: 
 

EA(f(x, y)) + η ≤ EN\A(f(x, y))    (1) 
 

where A ∈ N, A is the local region and N is its neighborhood. E(.) is an operation to 
pool the depth information in the region to a real value that reflects the total depth 
information in the region. η is a pre-defined threshold to ensure that depth in A should 
lower than NA with a margin.  

Note that A and N can be of arbitrary shape, and finding all the regions in image 
can be very time consuming. In [21] is possible to find detail about the water filling 
algorithm that can effectively find all the suitable regions as reported in the example 
of Fig.2. 
 

 
 

Fig. 2. Example of the water filling algorithm detecting customer with ID 1 together with the 
shelf line estimated by the depth sensor and the reference system. This second aspect will be 
better described in section 2.3 

2.2 Costumer Interaction Aspects  

The second methodological aspect of this work is the idea to have an estimation of the 
interaction with products on the shelf and a classification of the interaction type. In 
particular we define positive interaction when the product is picked up from the shelf 
and bought and negative one when the product is put back on the shelf after a pickup. 
This is very useful information when we try to identify customers’ activities in front 
of shelves. This allows also the description of the activity also with an interaction map 
that will be discussed in the result section.  

To solve the hand problem we designed a template matching method dealing with 
hand and products templates. A sample of two of these templates is reported in Fig. 3. 
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The template frame is identified when the hand is entering or exiting the shelf line 
identified by the depth sensor.  

 

     

Fig. 3. Example of hand template and hand/product template, the first one entering the shelf 
line, the second exiting with product 

In general template matching requires similarity measures between the features of 
a template and the query image. Image intensity patches are often compared by nor-
malized cross-correlation whereas Hausdorff and chamfer measures are popular with 
edge-based features. A common approach is to have a number of prototype shape 
templates and search for them in the image. Templates used for hand with products 
and hands without were collected in real scenarios. Chamfer score and a closely re-
lated measure Hausdorff score have been used in many shape matching schemes. We 
use truncated chamfer score, which makes it more robust to outliers [10, 11].  

3 Results 

The system was installed in a real store using 5 sensors mounted in the ceiling of 
particular locations of the store (main entrance, high interest product categories, etc.). 

The hardware was selected to respect the low cost aspect of the project and in par-
ticular the idea to use commercial components that are suitable for low maintenance 
and low cost requirements. The Raspberry processing unit was used to compute the 
RGBD video streaming at 10 frames/second using OpenCV and our software with 
drivers for the Asus Pro Live RGDB sensor.  

The processing unit is devoted to all image-processing elaborations and only syn-
thetic data are transmitted over the WiFi network of the store to a web server that 
collect numerical data in respect to privacy limitation.  

 

a)   b)  c)  

Fig. 4. a: The system installed in the ceiling of a real store (5 of this unit was installed for test 
in particular areas of the store. b: the Raspberry used as processing unit (one for each RGBD 
camera with WiFi modules for synthetic data transmission) c: the Asus RGBD sensor. 
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The system on the web server collects several data suitable for customer activity 
analysis together with the interaction map of the shelf. Here following Tab. 1 presents 
a list of parameters that are grabbed from the real environments that was on line for 
30 day. The table is related to a complete day analysis and is reported to give an idea 
of possible data comparisons that can be performed both between different categories 
(locations inside the store) and different periods.  

Also change detection can be easily applied to this data to better understand what is 
the customers’ reaction when a change is performed in the layout of the store, in the 
communication on the shelf or in the packaging or planogram of a certain category.  

Table 1. List of parameters provided by the system for activity analysis in a day of test in a real 
scenario 

Parameter Value 
1. Total number of people 465 
2. Average attention time  36 sec 
3. People passing by (no attention) 

4. Average group number 
5. Number of shelf interactions 
6. Interaction per person  
7. Average X, Y (to evaluate attention) 

8. Direction Left-Right 
9. Direction Right-Left 

43% 
1,2 
590 
2,1 
134,20 
72% 
28% 

 
Fig. 5 reports an example of the interaction map. This particular result, that is one 

of the novelties of this paper, is performed on the web application using data of hand 
interaction and their x, y, z labeled with the product/no-product features and with the 
id of the person that is performing the interaction. In particular the sequence of the 
interactions can be used to represent over the shelf image an intensity map that proves 
information about the interaction sequence: red areas are customers that picked up the 
products and put id back on the shelf; green areas represent positive interaction where 
customers bought the product.  

 

Fig. 5. Example of a user interaction map. Red area represents negative interactions.  
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Also in this case change detection is the suggested way to perform comparisons be-
tween different planograms and packaging, or on-shelf communication. 

Further results analysis are currently being developed mainly integrating data com-
ing from 5 sensors. The system demonstrated to be affordable and robust and, until 
today, it collected data for 30 days with no evidence of particular errors. Even if pre-
liminary and open to huge further investigations, results are convincing and also the 
discussion with marketing people involved in the project demonstrate a lot of interest 
for the application here described.  

A subset of results (6 hours of store activities with 143 people passing by in a 
1.33mt shelf) was compared with ground truth  manually recorded by visual mer-
chandising people, showing an accuracy in Table 1 data of 98,5% for parameters 1,2,8 
and 9. Parameters 5 and 6 were compared with manual grabbed data with an accuracy 
of 97,2%.  

4 Conclusion and Future Works 

In this paper we presented a novel application of visual activity recognition, using a 
combination of techniques to better understand consumer behaviors also in the ability 
to interact with the environment and in particular with shelves and products; the 
proposed approach was tested in a real environment with interesting results in the 
field of retail marketing analysis.  

The paper presented also an integrated architecture for mixing together different 
kind of vision based applications such as people and products tracking. Future work 
about this project is, first of all, the optimization of these systems in terms of stability, 
performances and robustness to environmental inconveniences, considering that in a 
shop there is no special worker able to reset or modify these systems in case of 
trouble. 

The final step of this project is to provide the shop with a full automated user 
interaction model that can also give information about shelf refill, out of stock, 
crowded areas and walkability map. The goal is also to have a fast system to evaluate 
variations in the layout of the store, of the shelf and in on-shelf communication, to 
allow marketing people to work on the bases of real test with costumers in a real 
scenario.  
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Abstract. We focus on the automated analysis of spectator crowd, that
is, people watching sport contests alive (in stadiums, amphitheaters etc.),
or, more generally, people “watching the activities of an event [. . . ] in-
terested in watching something specific that they came to see” [2]. This
scenario differs substantially from the typical crowd analysis setting (e.g.
pedestrians): here the dynamics of humans is more constrained, due to
the architectural environments in which they are situated; people are ex-
pected to stay in a fixed location most of the time, limiting their activities
to applaud, support/heckle the players or discuss with the neighbors. In
this paper, we start facing this challenge by following a social signal
processing approach, which grounds computer vision techniques in so-
cial theories. More specifically, leveraging on social theories describing
expressive bodily conduct, we will show how, by using computer vision
techniques, it is possible to distinguish fan groups belonging to different
teams by automatically detecting their liveliness in different moments
of the match, even when they are merged in the stands. Moreover, we
will show how, only by automatically detecting crowd’s motions on the
stands, it is possible to single out the most salient events of the match,
like goals, fouls or shots on goal.

Keywords: spectator crowd, crowd analysis, spatio-temporal clustering.

1 Introduction

Emerged as a Video Surveillance niche, crowd analysis has become in the last 10
years a separate topic of Computer Vision, embracing heterogenous applicative
fields like public crowd management, space design, virtual and intelligent envi-
ronments [19]. Crowd analysis focuses on the modeling of large masses of people,
where the single person cannot be finely characterized, due to the small visual
resolution, the frequent total occlusions and the particular dynamics. Therefore,
many of the standard Computer Vision technologies as person detection, multi-
target tracking, action recognition, re-identification, cannot be considered in
their classical form. As a consequence, crowd modeling has grown with its own
set of peculiar techniques (as multiresolution histograms [20], spatiotemporal
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cuboids [12], appearance or motion descriptors [1], spatiotemporal volumes [14],
dynamic textures [15]), calculating on top of them flow information. Such in-
formation is then employed to learn different dynamics like Lagrangian particle
dynamics [16], and in general fluid-dynamic models. The most important applica-
tions of crowd analysis are abnormal behavior detection [15], detecting/tracking
individuals in crowds [13], counting people in crowds [3], identifying different
regions of motion and segmentation [18].

In this paper, we focus on a novel applicative field for crowd analysis, centered
on the modeling of the so called spectator crowd [2] (or viewers’ crowd, as we have
called them in the title). The idea is to observe people while they are watching
a public show, as in a sport arena, a movie theater, a classroom, a court, and
recording and analyzing their activities. This scenario differs substantially from
those analyzed by the typical crowd modeling techniques: due to territoriality
principles, people are assumed to stay near a fixed location for most of the time,
i.e., their seat [9,11], while what is mainly being monitored in the crowd analysis
literature are moving people.

In addition, people here are assumed to have a strong relation with the event
or contest they are watching, that becomes a kind of reference point, where the
focus of attention [7] of the crowd is located, and around which the space is
structured. In classical crowd modeling no such clear reference point is present.

These two key elements build a context where diverse techniques and appli-
cations can be developed, some of which are listed in the following:

Spectators Segmentation finding diverse groups of people among the spec-
tators, for example the fans of the opposite teams in a sport match; attentive
VS distracted students in a classroom; enthusiastic VS annoyed spectators
at a theater play;

Excitement Calculation in a given time interval, quantizing the level of ex-
citement of some part or of the entire crowd;

Event Segmentation segmenting diverse activities of the crowd (clapping
hands, making a wave, heckling), and studying how these activities are re-
lated with the observed event (i.e. some people clap their hands when the
favorite team scores a goal, or get excited when a foul is or is not signaled
by the referee);

Augmented Video Summarization the spectator feedback, automatically
recognized, may help in highlighting exciting or crucial events that should
be included in a video summarization of the show;

Anomaly Detection given an expected crowd behavior, highlighting anoma-
lous activities that may lead to dangerous situations, like fights, mass es-
capes, etc. in order to prevent them;

Comparative Analysis of Spectators various factors can be compared, like
fans of different teams in the same sport [17], or fans of different sports [8],
or the behavior of the same fans in different stadiums, where spectators are
arranged differently etc.;

Interpretation of Crowd’s Intentions discriminating whether a display of
crowd excitement is determined by a rejoicing VS aggressive attitude, to
foresee the subsequent crowd’s behavior.
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In the following, we will show how the first three aspects discussed above can
be faced using Social Signal Processing methods [4], focusing on a sport scenario,
where people watch hockey matches 1. For the spectators segmentation and the
excitement calculation issues, we use local flow information (position, flow in-
tensity and direction), as input of a Gaussian clustering framework operating
on the single frame. The spatial segmentations are then joined together along
the temporal axis by a hierarchical clustering. The results are impressive, since
it becomes possible to distinguish the different fan groups, even when they are
merged; regions of activities indicating how much lively some supporters are can
also be automatically found. In the event segmentation problem, we calculate
global flow measures (intensity, entropy of the flow direction) at each frame, ob-
taining a 2D signal which is subsequently quantized by Mean Shift segmentation.
This way, important events (goals, shots on goal) can be easily discovered.

Our framework has been evaluated on a dataset of 12 videos taken during the
2013 IIHF Ice Hockey U18 World Championship, for a total of 6 hours, showing
qualitative and quantitative promising results.

In the rest of the paper we present our framework in Sec. 2, followed by pre-
liminary results in Sec. 3; Sec. 4 draws some conclusions and future perspectives.

2 Our Framework

In the following, we will detail the methodologies adopted for solving the specta-
tors segmentation, the excitement calculation and the event segmentation issues
(see Sec. 1).

2.1 Spectators Segmentation and Excitement Calculation

As a first step, standard motion flow is computed on the image plane, extracting
at each pixel direction and intensity. Then, assuming people as static [9,11] and
considering the size of people, flow information can be re-arranged into a grid
of N squared patches {x}. On each patch x, at each time frame, we extract
four measures: the first is the flow intensity I(x), obtained by averaging over
the flow intensity values of the patches’ pixels; intuitively, this cue encodes how
much movement characterizes a patch. The second cue is the flow direction
entropy Edir(x), , calculated over the related flow direction values (opportunely
quantized). The entropy is defined as

Edir(x) = −
d∑

i=1

p(xi) log p(xi) (1)

where d is the total number of directions, and p(xi) is the probability to have the
direction i in the patch. The entropy Edir(x) describes the kind of movement in

1 The last two aspects, in order to be studied seriously, imply the availability of a
background behavioral model, which is not the case here; we thus leave such analyses
to future studies. Finally, the augmented video summarization application implies
multimedia aspects that cannot be dealt with here.
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the patch: high entropy values mean random directions, while low values address
homogeneous movement in the patch (a similar use of this entropic descriptor
has been exploited in [5]). The last two measures are the x, y patch centroid
coordinates. In other words, at each time step, each patch is described as a 4D
point.

The segmentation occurs in two steps: first, a Gaussian clustering with auto-
matic model selection [6] is applied on the values of all the patches in a given
time frame. This way, an instantaneous grouping is inferred. This process is
replicated for all the T frames.

At this point, a N ×N similarity matrix is built, containing at entry i, j how
many times patches i and j have been in the same cluster. Making the similarity
matrix as a distance (computing the reciprocal) it is possible to perform single
link hierarchical clustering, and to obtain the spectator segmentation, which
partitions the scene in regions where the behavior of the crowd is similar (in
terms of the measures quoted above).

For each region r, a local level of excitement is estimated by computing the
value:

Exc(r) =
I(r) × Edir(r)

Eint(r)2
(2)

over a short time interval (in the order of seconds); here, Eint(r) is the entropy of
the motion flow intensities at a given time step. The rationale of this measure is
that we consider as an high excitement for a group of people an intense movement
(high I(r)), with diverse directions (high Edir(r)), computed in a coordinated
fashion for all people belonging to that region (low Eint).

Finally, the average of Exc(r) over all frames is considered as the excitement
cue in a given interval for the region r.

2.2 Event Segmentation

The event segmentation task is meant to highlight events that globally trigger
the excitement of the spectator crowd, against periods in which the level of
excitement is generally low. To such aim, the intensity and the entropy of all
the patches are collected at each frame and averaged, obtaining a single pair of
values. Replicating this process for all frames gives a 2D signal which can be
quantized in an unsupervised fashion by Mean Shift. In this case Mean Shift
has been preferred to the Gaussian clustering, since pooling together the signal
values of an entire sequence leads to highly irregular distributions, proper for a
non parametric treatment.

After the quantization, looking at the mean values of each obtained cluster
may serve to get insight on the kind of event being modeled. For example, clusters
with high intensity and high entropy may be originated by an interesting event
happened in the game.
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3 Experiments

In order to test our framework, we built a novel repository which consists of
videos taken during the 2013 IIHF Ice Hockey U18 World Championship, par-
tially played in Asiago from the 7th to the 13th of April 2013. In particular, two
entire matches were recorded (Italy VS Norway, Italy VS Slovenia), each by two
cameras, mounted frontally at a distance of about 25 meters from the specta-
tors’ stand. Each camera was pointing at an half of the whole stand, the zoom
being fixed. Therefore, for each match we have two sequences, further divided
in 3 as the times of the hockey play. This resulted in 12 videos at 30 fps, with
a resolution of 640x480 pixels for a total duration of about 6 hours. All videos
were manually labeled by highlighting the main actions of the game, especially
the fouls, shots and goals. Italy VS Norway ended 1-12, while Italy VS Slovenia
3-2.

The experiments have been partitioned in two groups. In the former, we focus
on the spectators segmentation and the excitement calculation; in the latter
we perform event segmentation (see Sec. 1). In all cases, a grid of rectangular
patches of size 40 × 80 was built, with the patches overlapping for an half of
their size, in both dimensions. Flow was computed on the entire scene each 10
frames, so we have 3 processed frames per second; after that, the flow direction
was quantized in five values (up, down, left, right, none) where the fifth value
corresponded to all those flow vectors whose intensity was inferior to a given
threshold I = 0.8.

3.1 Spectators Segmentation and Excitement Calculation

The whole footage was analyzed by temporal windows of 3 minutes length, over-
lapped by 10 seconds. For each window, we computed first the frame-based Gaus-
sian clustering and subsequently the temporal hierarchical clustering. This way,
for each window we get interesting spectators segmentations, clearly explaining
the occurred events; for longer windows, the segmentation tends to discriminate
solely the presence of the crowd against the background. Some segmentation
results are shown in Fig. 1 and Fig. 2.

In Fig. 1, the Norwegian stand is analyzed, in relation to a sequence of 3
minutes extracted from the first time of the Italy-Norway match. As shown in
Figure 1b), we have 3 regions, one corresponding to the background (region 1),
the other two (regions 2 and 3) focusing on the crowd. Looking at the dendro-
gram, one can see that the crowd regions are closer than the background, which
is reasonable; the excitement level is shown as the color of the regions, highlight-
ing region 3 (dark red) of highly excited people, continuously moving, clapping
their hands, shaking flags and yelling; the other region, 2, shows people who are
more quite, and in fact the zoomed image in the light red box of Figure 1d)
shows a sitting spectator only shaking the flag. Of the focused images, the first
one shows a spectator of the background region (blue): this person moves very
little for the whole duration of the video and doesn’t exult for the goal.
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Fig. 1. Spectators segmentation and excitement calculation; a) an example frame of the
sequence; b) spectator segmentation result, where the regions are colored considering
their mean excitement level; c) dendrogram of the temporal clustering; d) zoomed
images, highlighting the behavior of people of the different regions e) a frame of the
match played in the considered interval.

In Fig. 2 we show the spectators segmentation and excitement calculation
related to a sequence of 3 minutes extracted from the second time of the Italy-
Norway match. In this case, we focus on a different stands area, where many
Norwegian and some Italian supporters are blended. The sequence reports two
goals, one for team. The segmentation gives surprising results, being able to dis-
tinguish 5 regions (4 plus the background). Regions 2 and 3 individuate Italian
supporters, while regions 4 and 5 show Norwegian fans. The excitement calcu-
lation shows that Norwegian supporters are more energetic (at the end of the
sequence the score was 5-1 for Norway) than the Italians. Excluding the back-
ground, the most quiet region is 2: probably, due to the mixing of the opposite
teams, people prefer to be quiet not to offend fans of the other team.

3.2 Event Segmentation

For the event segmentation, we analyze the video for the entire duration of a
game time to identify the salient moments for the audience. All the 12 videos
are analyzed by considering a time window of 2 seconds with 1 second of over-
lapping. The bandwidth parameter of Mean Shift was obtained experimentally,
and is kept the same for each match. Depending on the choice of bandwidth,
different actions of the game can be detected, such as goals or shots on. For
the Italy–Norway match a bandwidth value of 0.181 was fixed and 0.1464 for
Italy–Slovenia.
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Fig. 2. Spectators segmentation and excitement calculation; a) two different frames
of the sequence, the first extracted during the Norwegian goal, the second during the
Italian goal. b) in the middle the spectator segmentation result, where the regions
are colored considering their mean excitement level. Above and below zoomed images,
highlighting the behavior of people in the different regions related with the goals of the
different teams (Norwegians on top, Italians on bottom) c) the two goals.

The obtained results show that in the Italy–Norway match, the most salient
events detected for the Norwegian spectators are 16, including 11 goals scored
and 2 spectacular shots, the other 3 are false positives caused by people arriving
or leaving from the stands at the start or end of the game time. For the Italian
spectators, instead, only 3 salient events were detected, 1 goal of Italy, 1 goal of
Norway and 1 is a false positive caused by spectators leaving at the end of the
match.

On the other hand, in the Italy–Slovenia match spectators are mainly Italian
and two different stands are filmed, but the results are mixed. The salient events
detected are 9, including 3 Italian goals and 1 nice Italian shot. The other 5
events are false positives always related to people arriving or leaving.

An example of these results is shown in Figure 3. Plot A shows how the two
different spectators crowds get excited by different events. Norwegian spectators
went crazy at the goal of Norway, while Italians, quite as it was to be expected,
when Italy scored a goal. To be noticed also the yellow box detected for the
Italian spectators, in the moments immediately following the Norwegian goal,
this is because Italians argue against Norwegian players.

Plot B, instead, shows the results calculated on Norwegian spectators over
the whole the first time. We can see that the 4 goals are well detected as salient
events by Mean Shift, but also another event wowed people, a great shot of a
Norwegian player. The last yellow box in the strip shows the end of the first
time, when the audience gets up and leaves the stand.
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Fig. 3. Salient events detection. Plot A shows the results over the same video considered
in Figure 2. Here, the extracted flow intensity and entropy of flow direction of both
Norwegian and Italian spectators are shown. The small bars show the results of Mean
Shift clustering (the yellow boxes represent detections of salient events). These bars are
compared to the ground truth (the bigger bar in the middle) where goals are indicated
(green bars). Plot B shows the same results over the first time of the Italy - Norway
match, by filming Norwegian spectators.

4 Conclusions

The study of spectators crowd dynamics offers new perspectives in the crowd
modeling field. In this paper we have performed a preliminary study, first of
all reasoning on the possible applications that can be developed in such a sce-
nario, and presenting effective implementations for some of them; in particular,
we showed how spectators can be segmented on the basis of their behavior, how
their excitement level can be inferred, and how the observed show can be seg-
mented, by looking exclusively at the crowd activity. Much more can be done,
by employing more sophisticated models: dynamic Bayesian networks may em-
bed spatial and temporal reasoning in a unique model; gesture recognition, face
detection and expression recognition may provide detailed cues to better under-
stand the nature of the spectators activities, allowing the discrimination between
supporting, heckling or just watching, absent in the present work. Further de-
velopments may be achieved by adopting different sensors, like microphones,
infrared and pan-tilt-zoom cameras.

An important theme to be inquired is the establishment of the ground truth
for such kinds of scenarios. In this paper we have adopted a sort of “expert
based ground truth”, in that we have compared our findings with what had
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been explained in sociological theories. Alternatively, a more complete approach
of this kind (expert) would be based on an ethnographic study: in that case the
ground truth would be built on the basis of participant observation carried out by
several ethnographers (team ethnography), doing fieldwork on the stands of an
arena, stadium, amphitheater, etc. This, moreover, could be complemented with
ethnomethodologically oriented videoanalysis (see [10]). A completely different
approach to ground truth would be to found it in a more “bottom-up” way, by
asking directly to those belonging to the crowd, either exactly the crowd that was
attending the recorded event, or, more generically, people that can report about
an experience of participation to a public event as a viewer. Even in this case,
there are various ways to implement such approach, ranging from structured
questionnaires to in-depth interviews.

Notwithstanding all that have already been mentioned, of course privacy and
ethical issues should also be taken more seriously into account in the nearest
future developments of this study.
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Abstract. We present a novel multi-view dataset for evaluating model-
free action recognition systems. Superior to existing datasets, it covers 56
distinct action classes. Each of them was performed ten times by remotely
controlled Sony ERS-7 AIBO robot dogs observed by six distributed
and synchronized cameras at 17 fps and VGA resolution. In total, our
dataset contains 576 sequences. Baseline results show its applicability
for benchmarking model-free action recognition methods.

Keywords: action recognition, behaviour understanding, dataset.

1 Introduction and Recent Work

The automatic recognition of action and behaviour from video streams gained
more and more scientific interest during the last decades, as pointed out by
recent reviews[14,1,3]. In order to evaluate and compare algorithms for action
recognition or behavior understanding, open-access datasets of high complexity
are evidently needed. During the recent years of research on this topic, numerous
of those datasets were published and used by the community. The vast majority
is designed for single-view approaches, while datasets for multi-view scenarios
are rare and only cover a small number of distinct action classes.

We present a multi-view dataset for evaluating model-free action recognition
systems. To especially assess the performance of model-free approaches, 56 re-
motely triggered actions performed by Sony ERS-7 AIBO robot dogs were
captured by six synchronized cameras resulting in 576 multi-view sequences.

1.1 Single-View Datasets

As the scientific efforts started to concentrate on recognition of actions and
activities captured by single cameras, most of the early datasets show single
persons performing basic actions captured from only one view in front of simple
and static backgrounds. The most prominent are the Weizmann[7] and the KTH[16]
dataset, where the latter shows varying clothing of the actors.

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 527–535, 2013.
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Table 1. Comparison of recent publicly available datasets for multi-view action recog-
nition. The JAR-Aibo dataset mentioned in the last column will be presented in this
paper.

Dataset

IXMAS i3dPost MuHAVi VideoWeb CASIA Action JAR-Aibo

Year 2006 2009 2010 2010 2007 2013

Application Human
Action
Recognition

Human
Movement
Recognition, 3d
Human Action
Recognition

Human
Action
Recognition

Complex
Human
Activity
Recognition

Human
Behaviour
Analysis

Action and
Activity
Recognition

Published in [19] [6] [17] [4] [18] —

Number of
references[3]

59 10 11 11 18 —

Technicals

Cameras 5 8 8 4,7,8 3 6

Format 390×291 px,
png

1920×1080 px,
png

720×576 px,
jpg

640×480 px,
mpeg1/jpg

320×240 px,
avi

640×480 px,
png

Frequency 23 fps 25 fps 25 fps 30 fps 25 fps 17 fps

Synchronized (✓) ✓ ✗ ✗ (✓) ✓

Content

Scenery indoor indoor indoor outdoor outdoor indoor

Number of
actions

11 8 14 10 8 56

Interactions none none,
Person-to-
Person

none none,
Person-to-
Person

none,
Person-to-
Person,
Person-to-
Object

none,
Actor-to-
Actors

Number of
actors

13 11 17 2 24 1
(up to 4 in
interactions
subset)

Repetitions
per action
and actor

3 1 several several several 10

Ground truth data

Action labels ✓ ✓ ✓ ✓ ✓ ✓

Calibration ✓ ✓ ✓ ✗ ✗ ✓

Silhouettes ✓ ✗ ✓ ✗ ✗ ✗

Bounding
boxes

✗ ✗ ✓ ✗ ✗ ✓

3d models ✓ ✓ ✗ ✗ ✗ ✗

Background
images

✓ ✓ ✗ ✗ ✗ ✓
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As the recognition rates of many approaches obtained for these data got
reasonably high, many other datasets were developed over time, e.g. CAVIAR[5],
Hollywood 1/2[9,11], UCF Sports[15], UCF Youtube[10], etc. They concentrate
on more realistic actions captured in uncontrolled environments showing chang-
ing lighting conditions, background, and activities.

Furthermore, datasets like BEHAVE[2], TV Human Interaction[13], etc. were
designed to capture person-to-person interactions specifically.

1.2 Multi-view Datasets

After years of research, the interest today moves towards the detection and
recognition of actions simultaneously captured by multiple cameras. Neverthe-
less, only a few datasets with specific limitations exist so far, as summarized and
compared in Tab. 1.

The most commonly used is the IXMAS[19] dataset, which contains sequences
of 11 types of actions performed three times by 13 actors in total. Images were
recorded roughly synchronized at a resolution of 390 × 291 px at 23 fps and
saved with lossless png compression. Background images, action labels, as well
as body silhouettes and 3d models are delivered with the dataset. The i3DPost[6]
dataset synchronously captured high-definition videos (1920× 1080 px) at 25 fps
in lossless png format from 8 points of view. A selection of 8 real-life actions
and interactions was performed by 11 actors only once. The distributors provide
background images, action labels, and 3d body models. The MuHAVi[17] dataset
contains 8 views (720 × 576 px) with 14 actions performed several times by 17
actors. The images were recorded non-synchronously and stored in lossy jpeg
format. Only action labels and body silhouettes are available with the data.

While these datasets mentioned so far were captured under controlled condi-
tions and show a static and simple background, there are also some less com-
monly used outdoor datasets available, like VideoWeb[4] and CASIA action[18].

2 Multi-view Action Recognition Dataset

As can be seen, each of the already published datasets shows benefits and draw-
backs, which makes them suitable or unsuitable for specific applications and
problems. For this reason, we aim to fill a gap by providing a new dataset for
evaluation of action recognition systems, especially for the case of appearance-
based approaches without any higher-order model knowledge. The selection of
actions recorded for our dataset includes well-distinguishable as well as rather
similar actions. In this section we will introduce our setup and the provided data.

2.1 Camera Setup and Calibration

We created a setup of six interconnected and calibrated RGB Sony DFW-L500
FireWire cameras distributed around a rectangular region of size 2m × 3m at
a height of 90 − 100 cm as sketched in Fig. 1a. All cameras were oriented to
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(a) Six Sony DFW-L500
cameras are distributed
around a rectangular
scene

(b) All camera views share a common region of the scene
(superimposed)

Fig. 1. The setup of the dataset: (a) distribution of cameras, (b) example views with
superimposed camera fields of view

(a) (b) (c) (d)

Fig. 2. Images were captured synchronously: (a),(c) and (b),(d) show succeeding frames
of views 2 and 4 of the dataset, respectively

observe a common area of the scene, as displayed in Fig. 1b. Images were captured
synchronously (c.f.Fig. 2) at VGA resolution (640× 480 px) and a frame rate of
approximatively 17 fps. We used the png image file format in order to avoid
compression artifacts and loss of quality. Further camera parameters, e.g. the
shutter speed, aperture size, and gain, were adapted once in the beginning of our
recordings and kept further untouched. Fig. 4 visualizes the different lightning
conditions per camera.

Calibration of the intrinsic and extrinsic parameters of our camera system,
was done using the OpenCV library and a “circular grid” calibration pattern
and resulted in RMS errors of about 0.2 px (intrinsic) and 0.18 cm (extrinsic).

2.2 Individuals

We decided to use up to four Sony ERS-7 AIBO robot dogs (c.f.Fig. 3a) due to
their ability to perform a variety of actions in different poses triggered remotely
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(a) Artificial markers at-
tached to the body surface

(b) Image captured by a Sony DFW-L500 camera and
the corresponding channels of different color spaces

Fig. 3. In order to assist model-based approaches, colored markers were attached to
the Aibo body. These colors were chosen to be easily distinguishable in appropriate
color spaces.

and in order to specifically benchmark model-free approaches. Comparable to
human actors, their anatomy offers many degrees of freedom, which enables
them to perform complex actions and to move smoothly. All robot dogs were
wireless connected to a central computer, which was used to trigger certain
actions. The body surface of the Aibo used in this dataset is bright, glossy and
almost untextured. To allow comparisons between model-free and model-based
approaches, we applied markers roughly at locations of anatomical joints. Marker
colors where chosen to be easily detectable in various color spaces, as illustrated
in Fig. 3b. The right half of the body was indicated by an additional blue marker.

2.3 Recorded Actions

While many of the existing datasets only cover a small number of different classes,
our dataset was designed to show a high variety of activities. In total, 36 actions
performed in up to 3 poses and additionally 6 pose transitions were recorded,
which results in a total number of 56 different action classes. Each of them was
performed 10 times at different locations and orientations within the scene. Our
selection contains rather simple actions (e.g. bow, stretch) as well as complex ac-
tivities (e.g. dance*, lookaround*). Some actions are easy to distinguish, while
others only differ slightly in their type, speed, or order of execution (e.g. hello,
greeting). Tab. 2 shows a summary of all recorded pose-action combinations
and pose transitions included in our dataset. Additionally, we recorded 16 se-
quences of interactions between up to 4 dogs, some of them operating in a fully
autonomous mode, others acting triggered by the operator.

A selection of actions included in the dataset is shown in Fig. 4.
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Table 2. Overview of all pose-action combinations and pose transitions recorded for
the Aibo dataset. Each class was recorded 10 times performed in different positions
and orientations. ✓– availlable, ✗– not availlable

Action Pose

sit stand lie

sit ✗ ✓ ✓

stand ✓ ✗ ✓

lie ✓ ✓ ✗

greeting ✓ ✓ ✗

hello ✓ ✓ ✗

welcomeback ✓ ✓ ✗

goodnight ✓ ✓ ✗

bow ✓ ✓ ✗

comehere ✓ ✓ ✗

yes ✓ ✓ ✗

no ✓ ✓ ✗

Action Pose

sit stand lie

knockdown ✗ ✓ ✗

angry ✓ ✓ ✗

disappointed ✓ ✓ ✗

stretch ✓ ✗ ✗

yawn ✓ ✓ ✗

scratch ✓ ✓ ✗

lookaround1 ✓ ✓ ✗

lookaround2 ✓ ✓ ✗

snif ✗ ✗ ✓

struggle ✓ ✓ ✗

bark2 ✗ ✓ ✗

dance1 ✗ ✓ ✗

Action Pose

sit stand lie

dance2 ✗ ✓ ✗

dance3 ✗ ✓ ✗

dance4 ✗ ✓ ✗

dance5 ✗ ✓ ✗

liftleg ✗ ✓ ✗

header ✗ ✓ ✗

kickright ✗ ✓ ✗

scootleft ✓ ✗ ✗

scootright ✓ ✗ ✗

pickupbone ✓ ✓ ✗

releasebone ✓ ✓ ✗

touchmyback ✓ ✓ ✗

2.4 Ground Truth Data

All sequences are distributed as frame-wise png images within an unique path
such as $DATAHOME/<pose> <action>/<sequence>/<camera> <frame-id>. We
additionally provide background images for each view and bounding boxes of
foreground detections. For the interaction subset, a list of action labels sorted
by their temporal occurrences is provided for each sequence.

3 Baseline Results

In order to show the applicability of our dataset, we present baseline results for
model-free action recognition. For this reason, we used Temporal Self-Similarity
Maps (SSM) as recently proposed by Körner et al.[8], where image sequences are
represented by variations of frame-wise extracted low-level features. Within this
framework, a SSM is a square-shaped matrix, which entries represent the pair-
wise similarity (or dissimilarity) of all frames. As can be seen in Fig. 5a, different
atomic action primitives induce specific pattern structures in the corresponding
SSM. Furthermore, these structures can be assumed to be stable under viewpoint
changes. For a more detailed description of this method, we refer to [8].

In our experiment, we created SSMs by comparing truncated Fourier descrip-
tors of the single frames. SIFT features were extracted from the diagonal lines of
each SSM. After generating a global dictionary of features seen in the testing set,
each SSM can be represented by a Bag of Words histogram. For training and
testing we used disjoint partitions of all camera views. Classification was per-
formed following a 10-fold cross validation scheme by using a Gaussian Process
classifier and a histogram intersection kernel. Fig. 5b shows the performance of
this approach applied to the JAR-Aibo dataset. When applied to the IXMAS[19]
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Fig. 4. Example images from the dataset. Each column represents one camera view,
each row show one Aibo action exemplar.

dataset, the same method produced recognition rates of about 79%, which is com-
petitive to other model-free methods. This shows that our dataset can be used
to benchmark a wide range of appearance-based methods for action recognition.

4 Summary

We presented a new extensive dataset for automatic evaluation of appearance-
based action recognition approaches. It contains a total number of 576 sequences
showing 56 actions performed by remotely triggered Sony ERS-7 AIBO robot
dogs observed by 6 synchronized cameras including 16 sequences showing inter-
actions between several Aibos. This dataset shows some challenging properties,
which have to be faced:

– Since the dataset was recorded in a windowed lab, the illumination conditions
change from view to view as well as from sequence to sequence (c.f.Fig. 4).

– While numerous approaches for action recognition operate model-based,
there are few standard techniques to extract the body pose of non-human
actors [12]. Hence, this dataset is suitable to evaluate model-free approaches.
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(a) Two SSMs obtained for an
stand kickright action captured from
two viewpoints. Cold and warm colors
represent high and low self-similarities, re-
spectively. Action primitives induce similar
local patterns in the corresponding SSM even
under changes of viewpoint, illumination, or
image quality.

1/5 2/4 3/3 4/2 5/11/5 6/6

0.6

0.7

0.8

0.9

0.69

0.790.810.76

0.62

0.87

train/test view partition

a
cc
u
ra
cy

(b) Results obtained on JAR-Aibo
dataset: averaged recognition rates for
different ntraining/ntesting view parti-
tions. Errorbars show one standard
deviation. Best results were obtained
when using the same amount of cam-
eras for training and testing.

Fig. 5. Multi-View Action Recognition by Temporal Self-Similarity Maps: (a) main
idea of the SSM approach, (b) performance on JAR-Aibo dataset

– Due to the large number of action classes included in the dataset, the chance
to confuse semantically related actions is higher compared to other datasets
with less, well-distinguishable actions.

We also gave baseline results to show the applicability of our dataset for bench-
marking a wide range of generic model-free action recognition approaches, as
they are not limited to the case of recognizing actions performed by human
actors.

We hope that this dataset is of use for the research community and
can help to further improve the development of this pulsating and im-
portant field of research. The complete dataset can be downloaded from
http://www.inf-cv.uni-jena.de/JAR-Aibo.

Acknowledgements. The authors would like to thank Anna Balbekova for
technical assistance during acquisition of this dataset.
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Abstract. Analysis of driver’s head behavior is an integral part of driver
monitoring system. In particular, head pose and dynamics are strong
indicators of driver’s focus of attention. In this paper, we present a dis-
tributed camera framework for head pose estimation with emphasis on
the ability to operate reliably and continuously. To evaluate the proposed
framework, we collected a novel head pose dataset of naturalistic on-road
driving in urban streets and freeways. As oppose to utilizing all the data
collected during the whole ride where for large portion of the time driver
is front facing, we use data during particular maneuvers typically involv-
ing large head deviation from frontal pose. While this makes the dataset
challenging, it provides an opportunity to evaluate algorithms during
non-frontal glances which are of special interest to driver safety. We con-
duct a comparative study between proposed multi-view based approach
and single-view based approach. Our analyses show promising results.

1 Introduction

Automatic analysis of driver behaviors is becoming an increasingly important
aspect in the design of Driver Assistance System (DAS). With driver distraction
and inattention being one of the prominent causes of automotive collision, we
require new sensing approaches with ability to continuously infer driver’s focus
of attention. Eye gaze and movement are considered good measures to iden-
tify individual’s focus of attention. Vision based systems provide non-contact
and non-invasive solution, and are commonly used for gaze tracking. However,
such systems are highly susceptible to illumination changes, particularly, in real-
world driving scenario. Eye-gaze tracking methods using corneal reflection with
infrared illumination have been primarily used in indoor [5] but are vulnerable
to sunlight. While precise gaze direction provides useful information, coarse gaze
direction, approximated by head pose and its dynamics, are often sufficient [6,3].
Head pose is a strong indicator of a driver’s field-of-view and current focus of
attention. It is intrinsically linked with visual gaze estimation, the ability to
characterize the direction in which a person is looking. This paper presents an
automatic head pose tracking system for uninterrupted driver monitoring using
distributed cameras.

The two main contributions of this paper are the design of the hardware setup
and annotation strategy for ‘ground truth’ data collection, and the development

A. Petrosino, L. Maddalena, P. Pala (Eds.): ICIAP 2013 Workshops, LNCS 8158, pp. 536–544, 2013.
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of the multi-sensory framework for improved head pose estimation. Also, impor-
tant for the driving application is the design of the experiments to evaluate the
realistic requirement of the vision based system in driver assistance technology.
Towards this end, we gather dataset which targets spatially large head turns
(away from frontal pose) since those are the times interesting events, critical
to driver safety, happens. We present comparisons between single- and multi-
view systems using errors statistics in yaw, pitch and roll rotation as well as the
failure-rate, percentage of the time system’s output is not reliable.

2 Related Studies

In driving context, challenges lie in the design and development of a system which
is robust and reliable, and can operate in a ‘continuous’ manner. For driver mon-
itoring task, tracking driver’s head has shown much more robust performance
than that of tracking eyes. In the driving distraction studies, it is suggested that
non-forward glances with detectable head deviation are more severe than that
without head deviation. For either prolonged or large-eccentricity, because it is
more comfortable, most drivers are likely to use a combination of head and eye
movements to direct their gaze to the target. It is argued that although eye-gaze
measures are better, head pose still provides good estimate of driver distraction
[13]. Also, in meeting room scenario, which provides more free-viewing-like op-
portunity, it is shown that head orientation contributes over 68% to overall gaze
direction while focus of attention estimation based on head orientation alone can
get 88% accuracy [11].

While there exist number of studies for head-pose estimation and tracking,
their performance in real-world driving lacks proper evaluation in it’s ability to
operate continuously. We encourage readers to study a comprehensive survey by
Murphy-Chutorian and Trivedi [8] for a good overview of different techniques
and approaches for head pose estimation. In our approach, we have used facial
feature and their geometric configuration along with a generic 3D face model for
head pose estimation. We present some relevant literature using shape feature
and geometric configuration.

Methods based on shape features analyze the geometric configuration of facial
features to estimate the head orientation. Many of these existing algorithms
require certain number of specific features to be visible in the image plane of the
camera and use geometric constraints such as face symmetry using lip corners
and both eyes [4], anatomical structure of the eye and person specific parameters
[1], parallel lines between eye corners and between lip corners [12]. To avoid
errors associated with precise localization of detailed facial feature, Ohue et al.
proposed simple facial features - the left and right borders, and the center of
the face [9]. Along with these features, the authors used a cylindrical face model
to find the driver’s yaw direction. Meanwhile Lee et. al. [6] used similar shape
feature with ellipsoidal face model to improve the yaw estimate when the head
rotates significantly.

As oppose to hand design feature and their geometric configuration, our ap-
proach can work with any set of distinct features on the face since it utilizes the
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3D face model. In recent years, there has been significant advancement in the area
of facial feature detection and tracking [10,14]. Their usefulness and the perfor-
mance for continuous head pose estimation in an unconstrained real world setup
is still not clear. It’s expected that the performance would degrade as head pose
deviates from frontal pose which would be the case with any system with single
frontal positioned camera. Towards this end, we propose a simple distributed
camera solution and conduct comparative study with single and multi-camera
setup. Finally, we collect a real world head-pose dataset of naturalistic driving.
Although there exist many head-pose databases ranging from images to videos,
our dataset is unique with multiple cameras and consists of events with large
head turns. Details of the dataset preparation including hardware setup and
annotation strategy are provided in the Section 4.

3 Proposed Multi-view Framework

Spatially large head pose deviation from the frontal pose targeted in this work
requires improved operating range of the head pose tracking system. For this, we
use distributed cameras where each camera independently computes head pose
and their results are then combined to choose the best perspective.

3.1 Appearance Based Head Pose Estimation

Pose from Orthography and Scaling (POS) [2] is used to estimate head pose
from the detected facial features. POS requires at least four facial features
points in general positions in the image plane and their 3D correspondences.
We used generic 3D mean face model which, even though not person specific,
shows promising results. For facial feature detection and tracking, we used a
variant of Constraint Local Model (CLM) [10] to suit our application.

CLM utilizes parametrized shape model to capture plausible deformation of
landmark locations. Using ensemble of landmark detectors, it predicts the lo-
cations of the facial landmarks. In [10], the response map of these detectors is
represented non-parametrically and the landmarks’ locations are optimized via
subspace constrained meanshifts while enforcing their joint motion via shape
model. The fitting process on an image I(m,n) provides a row vector P (m,n) for
each sequence m and frame n containing l = 66 detected landmark positions

P (m,n) = [x1, y1;x2, y2; · · ·xl, yl]

CLM is generally used to fit faces of various orientations, positions and sizes in
the image plane. However, when streaming images from a fixed camera looking
at the driver’s face while driving, there are constraints in orientation, position
and size of the face that can be used to further improve facial feature tracking.
For each perspective, we estimate the probable face location and face size. When
the tracked features are not within the expected region or if the size of the face
is beyond what is normal from that perspective, the tracked facial features are
rejected. Similarly, if the head pose computed from these facial features is not
realizable in a driving scenario, it is also rejected.
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Procedure 1. Camera Selection
Input: prevCam
Output: currCam, prevCam
Camera is numbered starting from 1 (left most) to N (right most)
i ← prevCam
if i = 0 then

i ← Init()
else

if yaw i ≥ LEFT THR i then
i ← min(i− 1, 1)

else if yaw i < RIGHT THR i then
i ← max(i+ 1, N)

end if
end if
if Camera i is active then

Comment: A camera is active if it has measurements.
currCam ← i

else
currCam ← Init()

end if
prevCam ← currCam

function Init()
For each camera calculate symmetry score Si

Sk = 0 ∀k ∈ (Set of inactive camera)
i∗ ← argmax

i
(Si)

if Si∗ = 0 then
i∗ = 0

end if
return i∗

end function

3.2 Perspective Selection Procedure

The distributed camera setup tracks head independently in each stream and their
decisions are pooled together to choose the ‘best’ perspective. Procedure 1 details
the perspective selection criteria. During the tracking phase, the transition from
one perspective to another is achieved using the thresholds in the yaw rotation
angle. During initialization due to loss of track or at the very beginning, the
camera is chosen based on symmetry of the face from the detected facial features.
Higher symmetry-score ensures better frontal pose in the given perspective.

4 Data and Evaluation

4.1 Data Collection and Ground Truth Annotation Strategy

To evaluate our approach, we created head pose dataset consisting of multiple
drivers with urban and freeway drives. The LISA-A experimental testbed, as
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Fig. 1. LISA-A experimental testbed equipped with and capable of time synchronized
capture of camera array and multiple Inertial Measurement Units (IMUs)

Fig. 2. An example of time-synchronized data capture from three distributed cameras

seen in Figure 1, was used to collect real-world test data. Three distributed web-
cameras mounted on A-pillar, on front windshield and near rear view mirror
capture face data as shown in Figure 2. These cameras provide 640x360 pixel
color video stream at 30fps. In addition, the vehicle is instrumented with Inertial
Motion Units (IMUs) with sensors placed on the divers head and fixed at the back
of the car to track respective motion. Sensor fusion of the IMUs’ data provide
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(a) (b)

Fig. 3. Histogram of the yaw angle distribution (a) during a typical ride using all the
data and (b) using select events in the dataset

Table 1. A list of events considered for evaluation, and their respective count and
number of frames

Events No. of events Total no. of frames

Right turns 17 5062

Left turns 9 2936

Stop sign 32 7693

Right Lane change 9 1967

Left Lane Change 10 2050

Merge 5 1218

All 82 20926

precise ground truth head pose data for evaluation. Sensor fusion is required since
the IMU attached to the drivers head is effected by the car movement, hence
the compensation for the same is needed, which in turn, is captured by the IMU
rigidly fixed to the car. The multiple IMUs involve calibrated accelerometer- and
gyroscope-sensors. The IMU unit however, has some drift associated with the
gyroscope, a commonly known phenomenon. This is overcome by resetting angle
calculation in the beginning of each event where initial orientation is provided
by hand annotation of the respective face image. Since on average each events
lasts around 10 seconds the drift during this period is practically non existent.

The automobile was set up to collect data during naturalistic urban and
freeway driving. Each of the two subjects drove the vehicle on similar routes
through the University of California, San Diego campus in sunny weather condi-
tion causing varying lighting condition. The cameras were set to auto-gain and
auto-exposure, but these adjustments have to compete with ever-shifting light-
ing conditions and dramatic lighting shift (e.g. sunlight diffracting around the
driver) that at times saturated the camera image. All these situation are part
of the evaluation, as they are typical phenomena that occur in natural driving.
The placement of the cameras varies slightly for different drivers since at each
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(a) (b)

Fig. 4. Absolute yaw error vs yaw angle plot. Error bar shows first quartile, median and
third quartile statistics. (a) Using single camera setup and (b) using multiple camera
setup.

run cameras are secured again, in case they are loosened during the drive. The
drives averaged 25 minutes in duration and we analyzed different maneuvers
involving large head turns as detailed in the Table 1. During urban drive, the
drivers passed through many stop signs and made multiple left/right turns, and
while on the freeway, they made merge, multiple lane change etc. maneuvers.
Note that it’s a challenging data set not just because of the real-world drive but
also because data consists of and is concentrated around events with large head
movement. Fig 3 shows a typical histogram of yaw angle distribution during a
test ride. It can be seen that while considering the entire ride, most of the time
(Fig 3(a)) drivers look front. However, the spread of the yaw angle distribution
is much more for the chosen events (Fig 3(b)).

4.2 Results

We compare the performance of multi-view approach using all the three cameras
with that of single-view approach with front facing camera. We, first, show in
Fig 4 the absolute yaw error statistics as a function of ground-truth yaw angle
with respect to front camera. The figure shows first-, second- and third quartile
of the errors associated with the respective yaw bins. It can be observed that
the single camera system quickly loses track with high estimation error beyond
400 in either direction. The multi-camera system, on the other hand, is able to
keep track over much wider span with better error statistics. For quantitative
evaluation over the database, two metrics, mean absolute error (MAE) and fail-
ure rate (percentage of the time system’s output is not reliable), are used. Head
tracking is considered lost if the estimated head pose is not available or is more
than 200 from the ground truth in either direction for the yaw rotation angle.
Number of frames, where head tracking is lost, normalized with the total number
of frames over all events gives the failure rate. As shown in Table 2, failure rate
of the single-view system is over 20% and that of the multi-view approach is
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Table 2. Comparative evaluation of the single- and multi-view framework

Methods
Mean Absolute Error

Failure rate
Pitch Yaw Roll

Multi-view 11.5◦ 7.3◦ 4.1◦ 10.9%

Single-view 11.1◦ 8.1◦ 4.8◦ 20.7%

∼11%, a significant improvement. The MAE for pitch, yaw and roll for both ap-
proaches are comparable. This is expected since multi-camera system combines
each camera independently and is bounded by the single camera accuracy.

5 Conclusion

Non-frontal glances with large head deviation are of special interest for driver
safety. A Driver Assistance System (DAS) monitoring driver face/head is re-
quired to be robust and reliable in real-world conditions. Moreover, they need
to perform uninterruptedly with high accuracy to be accepted and trusted by
the driver. For the design and the development of such system, evaluation over
real-world driving dataset is a must. There exist very few real-world naturalistic
driving head pose databases. In one such database LISA-P, however, Martin et
al. [7] showed using ground truth data that 95% of the time the driver’s head pose
was within 360 of forward facing in the yaw rotation angle. Therefore, there is a
need for evaluating over databases more concentrated on large head movements
during naturalistic on-road driving, in order to better evaluate any algorithm.
Towards this end, we introduced a low cost hardware solution for ground truth
data collection. Furthermore, the collected data is segmented into events with
different maneuvers involving large head movement. Since a frontal single-view of
the driver is insufficient for tracking head during large movements, we proposed
a multi-view framework using distributed cameras. Our analysis using the col-
lected dataset shows that the multi-view framework outperforms the single-view
approach with failure rate below 11% while it’s over 20% for the latter.

In future studies, we will pursue joint processing of distributed cameras
for improved tracking performance. It would also be interesting to see how hav-
ing more/less number of cameras than in current implementation affects the
performance.
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Abstract. The distance learning (DL) is a teaching system that extends
the education beyond the physical barriers, providing access to remote
places and disabilities. The increasing need of procedures for DL certi-
fication is now involving biometric approach. An analysis of biometric
techniques is shown in order to ensure the users authentication, to verify
the individual’s attention level and then to certificate the learning out-
comes. That is necessary to implement a system to identify uniquely the
users and to track both path’s carried (visited pages) and use’s time, to
have a secure users identification and also validation of the environments
conditions in which they take place during possible tests of certification.
The appropriate biometric technique is appeared the Face Recognition
because it allows a real-time verification of the real presence, low imple-
mentation costs by use of webcam and reasonable degree of reliability.
To avoid the influence related to environmental conditions, it has been
realized a modular system that implements Detection and Recognition
operations. The implemented system is able to verify the presence of
learners beyond the screen during lessons or learning tests, to allow au-
thentication and to verify the simultaneous presence of other individuals
in order to start an alarm if unregistered peoples are present during
learning or testing sessions. This system is also capable to recognize the
attention level of users through Request Random Windows (RRW). The
application opens casually a RRW in different screen position during the
DL and asks learner to click upon to close it within a few seconds. When
this window is closed, a new step of Face Recognitions is performed again
to validate the presence of the same user. Interesting results are obtained
in experimental cases employing these techniques on a individuals sam-
ples set.

Keywords: attention control, distance learning, biometric techniques.

1 Introduction

New communication technologies (synchronous and asynchronous) are pushing
to processes’ development of learning and training. Today, it’s possible to ac-
cess training courses online through Internet connections and webcams. These
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technology supports are exploited interactive learning processes, facilitated by
videos, quizzes and teleconferencing. In fact, the webcam can be used to recog-
nize the DL’s target users through biometric techniques. The scene analysis is
crucial: a context, where more subjects are captured via a webcam (with low
definition), highlights conditions less facilitating for face-detection. Using opti-
mal environmental conditions of scenes (no more individuals, uniform and not
white background) allows more precise face-detection [1] [3] and face-recognition
[2] [3] (with a positive identification if a person’s face belongs at a white-list).
Then, to verify the continuous presence of the subject during communication
and their attention level degree, there are required processes of face-recognition
in both periodic and randomized way, depending to the confirm request upon
windows appearing in random moments and in random screen positions.

2 Paper Preparation

In order to make the system more manageable and modular, the MVC pattern
(Model-View-Controller) has been adopted. In this approach, the design of a
web application is divided into three levels: the Presentation Layer (View) that
implements modes and forms of data presentation to the user; the Application
Logic Layer (Model), that interfaced the database with the procedures to extract
and to process data (templates of faces and reaction times); the Control Layer
(Controller) that implements the interactions between the other layers.

Fig. 1. MVC pattern (Model-View-Controller)

The recognition process must be based on an enrollment phase. This phase
is characterized by: acquisition subject face; extraction subject features; saving
obtained template; combining templates to respective individual data.

The proposed system is characterized by a step of pre-processing in which
the image is processed by two subsystems connected in cascade: Haarcascade
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Fig. 2. Enrollment phase with face-detection and face characterization processes

[2] [5] and than Principal Component Analysis (PCA) [6]. After the real-time
acquisition of an image by webcam, the algorithm Haarcascade processes the
one to detect the presence of the human face returning an image containing only
one face. From the subsequent PCA application, a face image is obtained as
face projection within the sub-space (face-space). This projection is saved in a
database and then associated with the individual data. From the training-set
(a training set consisting of all the known samples), containing the location in
the subspace of all subjects, it will be possible to recognize the individual with
the Eigenfaces method. The login phase involves the insertion of the username,
the password and the verification of the associated individual face. After the
recognition, the subject can access at the DL and attend the lesson. During
the DL session, in random mode, checks are performed on the verification of
the attention level. The application opens casually a Request Random Windows
(RRW) in different screen position during the DL and asks learner to click upon
to close it within a few seconds. The method used to calculate the attention
degree is to record the reaction time. The reaction time is the time between
appearance of the RRW and the mouse click on its to confirm the request.

When this window is closed, a new step of Face Recognitions is performed
again to validate the presence of the same user. The training session (or test)
is suspended if no face is present or it is not the same as starting. At the same
way, the training session is suspended if the permissible response time exceeds
the time threshold (time-out). Obviously, the user can pause the DL at any time.

3 Processing

The testing phase of the system has allowed to identify the ideal conditions of
the PCA method, working on the number of components in order to improve
the biometric classification. The considered images represent a small sample of



548 G. Mastronardi et al.

Fig. 3. Data on the reaction time of an experimental case

actual individuals. Each of them is asked for repeated exposure to the system
for a period of sixty seconds in order to evaluate the recognition rate vs time of
recognition tr (time of real recognition) and the exposure time te (time period
of acquisition):

Pr = tr/te (1)

By way of example, the figure to right shows the rate of recognition in four
individual experiment by varying the number of images (Eigenfaces). It’s pos-
sible to show how the optimal value corresponds to 15 snapshots to get the
best performance. Therefore, a greater number of Eigenfaces may be considered
redundant.

Fig. 4. Recognition Rate of 4 models included in a experimental case
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4 Conclusions

Distance learning systems are in continuous evolutions and diffusion. In fact,
the classic educational process is giving way to remote innovative systems to
meet the expectations of users spread over a large geographical area, but also
to satisfy the same education providers, who need to reduce the cost of location
management and maintenance. The training online is growing everywhere and is
therefore a reality that sees a growing involvement of biometrics for student iden-
tification. The biometric facial recognition, combined with response times to the
requests for attention by RRW, allowed us to develop a valuable tool for secure
authentication of individuals during the administration of a DL module. There-
fore, this hybrid approach becomes strongly recommended in all those systems
that require a minimum level of security to avoid misleading identity. The use of
biometrics of face, less intrusive and more efficient, can be used in any structure
with easy possibility to control lighting conditions and acquisition distance. The
presented application is a prototype platform in continuous development. In this
paper, an analysis was made of the state of art and technology related to the
use of certain techniques biometrics, illustrating a possible application scenario
that may also involve the subsequent possible process of testing sessions.
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Abstract. We propose a person verification method based on behav-
ioral patterns from complex human movements. Behavioral patterns are
represented by anthropometric and kinematic features of human body
motion acquired by a Kinect RGBD sensor. We focus on complex move-
ments to demonstrate that independent and rhythmic movement of body
parts carries a significant amount of behavioral information. We take a
statistical approach by Gaussian mixture models to model the individual
behavioral patterns. We demonstrate that subject-preferred movements
are more robust against forgery attacks and variations over time than
predetermined subject-independent movements. The obtained equal er-
ror rate was 15.7% when using subject-preferred movements and 27.3%
when using a predefined sequence of movements.

Keywords: person verification, individuality, human movement, GMM.

1 Introduction

Automatic identity verification systems provide a secure means for access con-
trol to facilities or information. Traditionally, they have required the use of
keys/cards or passwords. However, these identity tokens are easily lost or stolen.
This can be solved by a biometrics approach, which identifies individuals based
on their physiological or behavioral traits [9]. Physiological biometrics are stable
since they rely on unique and permanent physical traits, such as fingerprint or
iris [14]. However, they cannot be changed if the biometric data is counterfeited.
In behavioral biometrics, identity is verified through action patterns which can
be repeated in a unique manner, such as voice [5] and gait [1]. Behavioral bio-
metrics are less stable since behavior may change due to the physical state of
the individual. However, they are difficult to disguise or to imitate by others.

We focus on the individuality of human motion as an alternative cue when
other behavioral biometrics can not be obtained or when their quality is low.
Some previous studies for this application have used simple movements (e.g. arm
raising) as the behavioral cue [17,16,7,8]. In this approach, it is easy for users
to remember the movement and to repeat it in a stable manner. It is also easy
for the identification systems to segment a person from the scene and track the
movement. On the other hand, a psychology study has shown that such simple
behavioral motions tend to be similar among different users [3], and thus, it may
be difficult to be used for real authentication applications.
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Therefore, the use of more complex movements is promising to increase the
accuracy of person verification using behavioral patterns. However, there have
been two problems in this approach. First, it may be difficult for users to do the
same gesture again and again, when it is complex. If the gestures from the same
user vary, they cannot be used for authentication. Second, it becomes difficult for
the system to segment and track such complex movement precisely. From these
two reasons, such an approach has not yet been applied until now. As for the first
problem, intra-subject motion variety, Chow et al. [2] reported in a motor control
study that a person can repeat the same movement precisely even if it is complex,
when he/she is familiar with the movement. For example, from a biomechanics
perspective, volleyball players can perform spike jump movements in the same
way repeatedly [20]. The use of such subject-dependent familiar motions may
solve the first problem. Recently, 3D cameras such as Kinect sensors have been
often used to capture human motions [15,4,10]. Without using any markers,
they can segment and track complex human motions. The use of 3D cameras
may solve our second problem.

This paper proposes person verification based on complex behavioral motions
using Kinect sensors. We take a statistical approach using Gaussian mixtures
models (GMM) to robustly model individual behavioral patterns. We evaluate
our method using a dataset containing a variety of complex movements.

The remainder of the paper is organized as follows. Section 2 gives a brief
overview of the proposed method. Section 3 describes the features and extrac-
tion process. Section 4 describes the statistical approach used to model the
person’s behavioral patterns. Section 5 describes the task and classifiers used in
our system. In Section 6, experimental conditions are explained and results are
presented. Finally, conclusion and future work are described in Section 7.

2 Proposed Method

Figure 1 shows an overview of the system implemented in our method, consist-
ing of three major phases: feature extraction, model training and verification. In
the feature extraction phase, the video input from a Kinect sensor is processed
to extract features from skeletal joint points. In the model training phase, sta-
tistical models are created for each person using the extracted features. In the
verification phase a sample video input is matched against the claimed person’s
model to produce a score. If the score is above a threshold the identity claim is
accepted, otherwise rejected.

3 Feature Extraction

We implement an image processing front-end using the Kinect SDK to locate
and track the skeletal joints shown on Figure 2(a). The input consists of video
stream acquired from a Kinect sensor at 30 frames per second. For each frame,
3D position of the 20 joints found by the Kinect SDK is extracted. The positions
are normalized by following the hierarchical skeleton structure which takes the
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Fig. 1. Person identity verification system. (Dotted lines indicate process flow during
training and solid lines indicate the flow during identity verification).

Fig. 2. (a)Skeletal joints found by Kinect SDK. (b)Hierarchical skeleton structure.
Arrows indicate hierarchical dependence between joints. Dotted lines represent bones.

hip center joint as the origin. For each joint, velocity and acceleration values are
calculated since these characteristics have been proved to be useful for recogni-
tion of self-generated actions [11]. In addition, the angle between each of eight
bone pairs is calculated. A bone pair is defined by the two segments formed
between three adjoining joints. Figure 2(b) illustrates the hierarchical skeleton
dependence between joints and the bones considered during feature extraction.

The feature vectors created for the experiments in this paper include the 3D
position, velocity and acceleration of 17 joints and the angle between eight bone
pairs. By this setup, we create a 93 dimension feature vector that captures an-
thropometric and kinematic characteristics. The ‘hip left’ and ‘hip right’ joints
are not included since these points exhibited limited motion in the captured sam-
ples. The joint ‘hip center’ is also not included since it is used for normalization.

4 Model Training

We take a statistical approach by Gaussian mixture models (GMM) [18] to ro-
bustly model the individual behavioral patterns. A GMM is a parametric proba-
bility density function represented as a weighted sum of M component Gaussian
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distributions given by the equation p(x|λ) =
∑M

i=1 wig(x|μiΣi), where x is a
D-dimensional feature vector, wi is the mixture weight, and g(x|μiΣi) is the
component Gaussian distribution with mean vector μi and covariance Σi. A
GMM represents feature vectors by its mean components, as well as their av-
erage variations by the covariance matrix. Therefore it is possible to model the
variations of features that characterize individual behavioral patterns.

To robustly estimate the GMM parameters with a limited amount of data,
we use the maximum likelihood linear regression (MLLR) [13] method which
is often used in speaker recognition. MLLR estimates a set of transformations
that can be shared by several model components, hence reducing the required
amount of adaptation data [12,6]. In MLLR, an affine transform (A,b) is applied
to the Gaussian parameters (μ) of an initial model to create the parameters
of a new person-dependent model (μ̂) by μ̂ = Aμ+ b, where A is an n × n
transformation matrix (n is the dimensionality of the data) and b is a bias vector
which maximizes the likelihood of the adaptation data. As an initial model, we
use a universal background model (UBM) [19]. A UBM is a GMM trained by
EM parameter estimation using the training data from all the subjects in the
dataset. The UBM parameters are then adapted via MLLR to derive a person-
dependent model by using the person’s training data. The vector for each sample
used to train the models has a dimensionality of 93×N , where N is the number
of frames in a given training sample and 93 corresponds to the feature vector
size.

5 Identity Verification

In this task, an unknown person claims an identity and provides a sample to
be compared with a model for the person whose identity is claimed. We imple-
ment a log-likelihood ratio (LLR) scheme [19] for the decision-making process.
The LLR measures how much better the claimant’s model scores for a test sam-
ple compared with a non-claimant model. As shown in equation 1, the LLR is
obtained by the difference in scores resulting from testing a given sample (x)
against the claimed person model (λpm) and the UBM (λUBM).

LLR = log p(x|λpm)− log p(x|λUBM) (1)

If the LLR is above a threshold the identity claim is accepted, otherwise rejected.

6 Experiments

6.1 Conditions

For evaluating the proposed method, we collected a dataset consisting of short
videos depicting complex human movements recorded by a Kinect sensor over
several sessions. A total of 16 subjects (4 females, 12 males) were recorded per-
forming two different types of movements. We collected a ‘predefined sequence



554 F. Gomez-Caballero et al.

Fig. 3. (a) Example of the predefined sequence of movements. Gesture 1 : Knock door,
Gesture 2 : Hand wave, Gesture 3 : Open double sliding door. (b) Examples of subject-
preferred movements, including: aerobics (subject 05, 06, 11), jumping (01, 03, 12),
soccer kick (07, 13, 16), martial art (03), dance step (10), tennis swing (08), table
tennis swing (14), badminton swing (09), batting (15) and pitch (04).

of movements’ (FIXED) and a ‘subject-preferred movement’ (PREFERRED),
in order to prove that movements familiar to the subject are more robust than
other movements.

The FIXED movement consists of three consecutive gestures, knock door,
hand wave and open double sliding door. Figure 3(a) shows its example. Each
subject was instructed on how to perform the FIXED movement on the first
recording. Figure 3(b) shows example frames of the PREFERRED movements.
Subjects were asked in advance to select a preferred complex movement which
they could easily repeat. Since the subjects are likely to select movements that
are familiar for them, we expect that behavior patterns will be more stable.
All subjects reported that they felt comfortable performing their preferred and
familiar movement.

The dataset is organized in one training session and six testing sessions.
Recording of the training and the first testing sessions were separated by a 28
days interval between them. The six testing sessions were recorded with an in-
terval of seven days between them. The training session contains 20 samples per
subject for each movement. Each testing session contains 10 samples per subject
for each movement. Average length per sample for the FIXED and PREFERRED
movement are 5.18 and 3.86 seconds respectively. Samples were recorded at 30fps.
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For the verification test, 10 subjects were randomly chosen out of 16 as the
target. In order to assess the robustness of PREFERRED movements against
forgery attacks, we asked the 16 subjects to act as impostors and imitate the
movement of the 10 target subjects. After watching a video showing the target
subject executing his/her movement, subjects tried to imitate each movement
five times. In the case of FIXED movements, we randomly select five samples
from non-target subjects as impostor data since all subjects perform the same
movement. Verification tests are conducted for each movement category using
samples from the six testing sessions and the impostor samples collected in a
single session. For each genuine target subject, we conduct 60 verification trials
where each trial used a single sample from the subject. For the forgery attacks,
we conduct 75 verification trials per target subject where each trial used a single
sample from 15 impostors. Performance is measured by the equal error rate
(EER) calculated a posteriori. The EER is the value where the false acceptance
and false rejection rates are equal, hence an optimal threshold can be found. The
subject models were created using 32 Gaussian mixture components.

6.2 Results

Table 1 shows the false rejection (FR) and false acceptance (FA) rates per tar-
get subject and EER using global optimal threshold of the systems when forgery
attacks by impostors are introduced. It can be seen that performance of the sys-
tem using PREFERRED movements is higher compared to using FIXED move-
ments. This confirms that robustness against forgery attacks of PREFERRED
movements is higher than FIXED movements.

The results also suggest that the choice of PREFERRED movement affects
the performance of the system, since some movements are more robust against
forgery than others. For example, subject-15 movement (batting) does not pro-
vide sufficient behavioral information due to its limited motion and little change
in body pose, hence making it easy to be imitated by impostors. On the other
hand, the movement selected by subject-08 (tennis swing) involves a charac-
teristic rhythmic motion of both arms and legs that was difficult to mimic by
impostors. This observation is consistent with the findings in [3], demonstrating
that independent and rhythmic movement of body parts carries a significant
amount of behavioral information. Although FIXED movement execution time
is in average longer, it can be assumed that the amount of behavioral information
encoded in PREFERRED movements is higher and more stable. The Detection
Error Trade-off (DET) curves for both systems are shown in Figure 4.

7 Conclusions and Future Work

We have extended our previously proposed approach [8] for person verification
based on behavioral patterns by using complex human motion. We focused on
the behavioral patterns of subject-preferred and familiar movements. By using
a Kinect sensor, accurate segmentation and tracking of the human body was
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Table 1. False rejection (FR) and false acceptance (FA) rates per target subject
and EER for systems using predefined sequence of movements (FIXED) and subject-
preferred movement (PREFERRED)

FIXED PREFERRED
Target FR (%) FA (%) FR (%) FA (%)

01 6.7 75.0 0.0 28.0
02 15.0 54.8 0.0 21.3
03 1.7 18.2 5.0 34.7
04 100 2.1 65.0 13.3
05 0.0 31.1 1.7 6.7
06 0.0 58.8 6.7 6.7
07 96.7 0.0 13.3 1.3
08 28.3 2.3 3.3 0.0
11 16.7 7.9 51.7 0.0
15 48.3 0.0 3.3 45.3
EER (%) 27.3 15.7

Fig. 4. DET curves for systems using FIXED and PREFERRED movements

feasible. We have shown that our system achieves higher performance by using
subject-preferred movements (EER = 15.7%) compared to using predefined se-
quence of movements (EER = 27.3%) when forgery attacks by impostors are
introduced. Results also suggest that the choice of subject-preferred movement
directly affects the performance. We have also confirmed that our system is able
to verify the identity of a person even when there is a time difference of 28 to
63 days between training and testing sessions. We consider the results are en-
couraging and further research is worthwhile to pursue. Moreover, the proposed
method can serve as support to other biometric methods.

For the future work, we plan to increase the number of subjects in the dataset
and include a wider variety of complex human movements. In order to further
improve the performance, we would like to implement a Hidden Markov Model
(HMM) based framework, taking advantage of the temporal information of com-
plex movements. We also would like to improve the feature set to include richer
information about each individual behavioral patterns.
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