
Xuemin Lin   Yannis Manolopoulos
Divesh Srivastava   Guangyan Huang (Eds.)

 123

LN
CS

 8
18

1

14th International Conference
Nanjing, China, October 2013
Proceedings, Part II

Web Information
Systems Engineering –
WISE 2013



Lecture Notes in Computer Science 8181
Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Alfred Kobsa
University of California, Irvine, CA, USA

Friedemann Mattern
ETH Zurich, Switzerland

John C. Mitchell
Stanford University, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

Oscar Nierstrasz
University of Bern, Switzerland

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Germany

Madhu Sudan
Microsoft Research, Cambridge, MA, USA

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbruecken, Germany



Xuemin Lin Yannis Manolopoulos
Divesh Srivastava Guangyan Huang (Eds.)

Web Information
Systems Engineering –
WISE 2013

14th International Conference
Nanjing, China, October 13-15, 2013
Proceedings, Part II

13



Volume Editors

Xuemin Lin
The University of New South Wales, Sydney, NSW, Australia
E-mail: lxue@cse.unsw.edu.au

Yannis Manolopoulos
Aristotle University of Thessaloniki, Greece
E-mail: manolopo@csd.auth.gr

Divesh Srivastava
AT&T Labs-Research, Florham Park, NJ, USA
E-mail: divesh@research.att.com

Guangyan Huang
Victoria University, Melbourne, VIC, Australia
E-mail: guangyan.huang@vu.edu.au

ISSN 0302-9743 e-ISSN 1611-3349
ISBN 978-3-642-41153-3 e-ISBN 978-3-642-41154-0
DOI 10.1007/978-3-642-41154-0
Springer Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013948675

CR Subject Classification (1998): H.3, H.4, H.5, H.2.8, J.1, D.2, I.2, C.2

LNCS Sublibrary: SL 3 – Information Systems and Application, incl. Internet/Web
and HCI

© Springer-Verlag Berlin Heidelberg 2013
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed. Exempted from this legal reservation are brief excerpts in connection
with reviews or scholarly analysis or material supplied specifically for the purpose of being entered and
executed on a computer system, for exclusive use by the purchaser of the work. Duplication of this publication
or parts thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location,
in its current version, and permission for use must always be obtained from Springer. Permissions for use
may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the
material contained herein.

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

Welcome to the proceedings of the 14th International Conference on Web Infor-
mation Systems Engineering (WISE 2013), held in Nanjing, China in October
2013. The series of WISE conferences aims to provide an international forum for
researchers, professionals, and industrial practitioners to share their knowledge
in the rapidly growing area of web technologies, methodologies, and applications.
The first WISE event took place in Hong Kong, China (2000). Then the trip con-
tinued to Kyoto, Japan (2001); Singapore (2002); Rome, Italy (2003); Brisbane,
Australia (2004); New York, USA (2005); Wuhan, China (2006); Nancy, France
(2007); Auckland, New Zealand (2008); Poznan, Poland (2009); Hong Kong,
China (2010); Sydney, Australia (2011); and Paphos, Cyprus (2012). This year,
for a sixth time, WISE was held in Asia, in Nanjing to be precise.

WISE 2013 hosted four well-known keynote and invited speakers: Wen Gao
of Peking University, who gave a talk on “Towards Web-Based Video Process-
ing”; Divy Agrawal of the University of California at Santa Barbara, who gave a
lecture on “Data-Driven Methodologies for Understanding, Managing, and Ana-
lyzing Online Social Networks”; Chengqi Zhang of the University of Technology
Sydney, who gave a talk on “Big Data Related Research Issues and Progresses”;
and Marek Rusinkiewicz of the Florida International University, who talked on
“Security of Cyber-physical Systems (a Case Study)”.

A total of 198 research papers were submitted to the conference for consid-
eration, and 48 submissions were selected as full papers (with an acceptance
rate of 24% approximately), plus 29 as short papers. The program also featured
10 demonstration papers and 5 challenge papers. The research papers cover the
areas of web mining; web recommendation; web services; data engineering and
databases; semi-structured data and modeling; web data integration and hidden
web; social web; information extraction and multilingual management; networks,
graphs, and web-based business processes; event processing, web monitoring and
management; and innovative techniques and creations.

We wish to take this opportunity to thank the honorary general chair, Jian
Lv; the industry program co-chairs, Min Wang and Lei Chen; the demo co-chairs,
Hong Gao, Yoshiharu Ishikawa and Rui Zhang; the challenge program co-chairs,
Weining Qian and Yabo (Arber) Xu; the panel co-chairs, Guoren Wang and
Junzhou Lou; the tutorial co-chairs, Wojciech Cellary and Jeffrey Xu Yu; the
workshop co-Chairs, Zhisheng Huang and Chengfei Liu; the publication chair,
Guangyan Huang; the local arrangement chair, Jie Cao; the financial chair, Jing
He; the publicity co-chairs, Haolan Zhang, Athena Vakali, and Wenjie Zhang; the
WISE society representative, Xiaofang Zhou, and finally the webmaster, Zhiang
Wu.

In addition, special thanks are due to the members of the International Pro-
gram Committee and the external reviewers for a rigorous and robust reviewing
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process. All the papers were reviewed by at least three academic referees. In
total, 727 reviews were uploaded by the members of the International Program
Committee and the external reviewers.

Finally, we are also grateful to the UCAS (University of Chinese Academy
of Sciences)-VU (Victoria University) Joint Lab for Social Computing and E-
Health Research, to the Jiangsu Provincial Key Laboratory of E-Business at
Nanjing University of Finance and Economics, and to the Nanjing Science and
Technology Commission for their sponsorship of WISE 2013. We expect that the
ideas that have emerged here will result in the development of further innovations
for the benefit of science and society.

October 2013 Ricardo Baeza-Yates
Yanchun Zhang

Jie Cao
Xuemin Lin

Yannis Manolopoulos
Divesh Srivastava
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Towards Web-Based Video Processing

Wen Gao

Peking University

wgao@pku.edu.cn

Image and video data is becoming the majority in big data era, a reasonable
improvement of video coding efficiency may get a big cost saving in video trans-
mission and/or storage, that is why so many researchers working on the new
coding technologies and standards. For example, a team under IEEE standard
association works on a new standard IEEE 1857 for internet/surveillance video
coding, which targets to achieves about 50% bits saving than any of existing
standards. However, the video coding story will be changed in the case of web
application, because so many data we can reference comparing to the case of
normal video coding, in that only a few frame of images can be referenced. In
this talk, the recent developments of model-based video coding will be given,
special on background picture model based surveillance coding and cloud-based
image coding, and a on-going project that using web image and video to enhance
the efficiency of video processing will be discussed also.



Data-Driven Methodologies for Understanding,

Managing, and Analyzing Online Social
Networks

Divy Agrawal

University of California at Santa Barbara

agrawal@cs.ucsb.edu

Online social networks provide unprecedented amounts of information about so-
cial interactions and therefore enable the study of various problems in the context
of social networks on a scale and at a level of detail that has never been possible
before. In this talk, we will consider ways of systematically exploring this vast
space of online social network problems. Namely, we will consider three dimen-
sions; understanding, managing and reporting on social networks and focus on
example studies relating to these dimensions. To this end, we will consider three
applications: modeling adoption behavior, limiting the spread of misinformation,
and trend analysis in social networks. In modeling adoption behavior, we will
challenge the common use of pure local models and revive research done in the
context of diffusion of innovations and demonstrate the value of this technique in
two different social networks. Next, we study the notion of competing campaigns
in a social network and develop protocols whose goal is to limit the spread of
misinformation by identifying a subset of individuals that need to be convinced
to adopt the competing (or ”good”) campaign so as to minimize the number of
people that adopt the ”bad” campaign. And finally, relating to reporting on on-
line social networks, we explore novel trend detection mechanisms. We propose
two novel structural trend definitions that use friendship information to identify
topics that are discussed among clustered and unconnected users respectively.
Our analyses and experiments show that structural trends provide new insights
into the way people share information online.
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Table of Contents – Part I XXVII

ELS: An Efficient Entity Linking System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497
Chen Chen, Huilin Liu, Junchang Xin, Tiezheng Nie, and
Zhiqiang Pang

Combining POS Tagging, Lucene Search and Similarity Metrics for
Entity Linking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

Shujuan Zhao, Chune Li, Shuai Ma, Tiejun Ma, and Dianfu Ma

Predicting Microblog User’s Age Based on Text Information . . . . . . . . . . . 510
Ye Li, Tao Liu, Hongyan Liu, Jun He, and Xiaoyong Du

Predicting Users’ Age Range in Micro-blog Network . . . . . . . . . . . . . . . . . . 516
Chengyu Wang, Bing Xiao, Xiang Li, Jiawen Zhu,
Xiaofeng He, and Rong Zhang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523



An Evaluation of Aggregation Techniques
in Crowdsourcing

Nguyen Quoc Viet Hung, Nguyen Thanh Tam, Lam Ngoc Tran, and Karl Aberer
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Abstract. As the volumes of AI problems involving human knowledge are likely
to soar, crowdsourcing has become essential in a wide range of world-wide-web
applications. One of the biggest challenges of crowdsourcing is aggregating the
answers collected from the crowd since the workers might have wide-ranging lev-
els of expertise. In order to tackle this challenge, many aggregation techniques
have been proposed. These techniques, however, have never been compared and
analyzed under the same setting, rendering a ‘right’ choice for a particular ap-
plication very difficult. Addressing this problem, this paper presents a benchmark
that offers a comprehensive empirical study on the performance comparison of the
aggregation techniques. Specifically, we integrated several state-of-the-art meth-
ods in a comparable manner, and measured various performance metrics with our
benchmark, including computation time, accuracy, robustness to spammers, and
adaptivity to multi-labeling. We then provide in-depth analysis of benchmarking
results, obtained by simulating the crowdsourcing process with different types of
workers. We believe that the findings from the benchmark will be able to serve as
a practical guideline for crowdsourcing applications.

1 Introduction

In recent years, crowdsourcing becomes a promising methodology to overcome prob-
lems that require human knowledge such as image labeling, text annotation, and product
recommendation [16]. Leveraging this methodology, a wide range of applications [5]
(e.g. ESP game [1], reCaptcha [2], and SMART [3]) have been developed on top of
more than 70 platforms1 like Amazon Mechanical Turk and CloudCrowd. The rapid
growth of such applications opens up a variety of technical challenges [18,9,8].

One of the most important technical challenges of crowdsourcing is answer aggrega-
tion [19], which aggregates a set of human answers into a single value. In our setting, we
consider a broad class of problems in which there is an objective ground truth external
to human judgment; i.e. each question has an exact answer but no one knows what it is.
The goal of answer aggregation is to find this hidden ground truth from a set of answers
given by the crowd workers. This goal is, however, difficult to achieve for two main
reasons. First, the crowd workers have wide-ranging levels of expertise [23] , leading
to high contradiction and uncertainty in the answer set. Second, the questions vary in
different degrees of difficulty, resulting in an incorrect assessment of the true expertise

1 http://www.crowdsourcing.org/

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 1–15, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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between truthful workers and malicious workers. To fully overcome this challenge, a
rich body of research has proposed different techniques for the answer aggregation.

In general, the aggregation techniques are broadly classified into two categories ac-
cording to their computing model:

– Non-iterative: uses heuristics to compute a single aggregated value of each ques-
tion separately. One simple approach is Majority Decision (MD) [15], in which the
answer with highest votes is selected as the final aggregated value. Other techniques
are Honeypot (HP) [17] and ELICE [13].

– Iterative: performs a series of iterations, each consisting of two updating steps: (i)
updates the aggregated value of each question based on the expertise of workers
who answer that question, and (ii) adjusts the expertise of each worker based on the
answers given by him. This incremental mechanism serves as the basis in EM [7],
GLAD [25], SLME [21], and ITER [10].

While many aggregation techniques have been developed over the last decades, there
has been no work on the evaluation of their performance altogether. The main reason
is the lack of a common setting (i.e. no common dataset and no common metrics of
success). As a result, understanding the performance implications of these techniques
is challenging, since each of them has distinct characteristics. One, for example, may
achieve very high accuracy over certain types of workers, while another is sensitive to
spammers. Moreover, aggregation techniques have never been compared systematically,
and each work often reported its superior performance generally using a limited variety
of datasets or evaluation methodologies. Therefore, there is a need of common settings
to test, research, and assess the advantage and disadvantage of these techniques.

The primary goal of this paper is to evaluate aggregation techniques within a com-
mon framework. To this end, we present a benchmark that offers an overview of compre-
hensive performance comparison among the aggregation techniques, describes in-depth
analysis on the performance behavior of each method, and provides guidance on the se-
lection of appropriate aggregation schemes. Moreover, potential users (e.g. researchers
and developers) can utilize our benchmarking framework to assess their own techniques
as well as reuse its components to reduce the development complexity. Specifically, the
salient features of the benchmark are highlighted as follows:

– We developed or integrated, in a fair manner for comparisons, the most representa-
tive state-of-the-art techniques in each category of answer aggregation approaches,
including2 MD, HP, ELICE, EM, GLAD, SLME, and ITER.

– We designed a generic, extensible benchmarking framework to assist in the eval-
uation of different aggregation techniques, so that subsequent studies are able to
easily compare their proposals with the state-of-the-art techniques.

– We simulated different types of crowd workers and questions. In addition, our
benchmark allows users to customize the distribution of these workers. By this
way, the users can predict the accuracy of worker answers and save their money
before really posting the questions to the crowd.

– We offer extensive as well as intensive performance analyses. We believe that the
analyses can serve as a practical guideline for how to select a well-suited aggrega-
tion technique on particular application scenarios.

2 Full names of all abbreviations are given in section 2.
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The remainder of the paper is organized as follows. Section 2 reviews state-of-the-
art aggregation techniques. We then describe the methodology used in the benchmark
in Section 3. Section 4 offers in-depth discussions on the benchmark results. Section 5
finally summarizes and concludes this study, where we provide important suggestions
for the applications that consider employing an aggregation technique.

2 Answer Aggregation Techniques

In the domain of crowdsourcing, a large body of work has studied the problem of aggre-
gating worker answers, which is formulated as follows. There are n objects {o1, . . . , on},
where each object can be assigned by k workers [w1, . . . ,wk} into one of m possible
labels L = {l1, l2, . . . lm}. The aggregation techniques take as input the set of all worker
answers that is represented by an answer matrix:

M =

⎛⎜⎜⎜⎜⎜⎜⎝
a11 . . . a1k

.

.

.
. . .
.
.
.

an1 . . . ank

⎞⎟⎟⎟⎟⎟⎟⎠ (1)

where ai j ∈ L is the answer of worker wj for object oi. The output of aggregation
techniques is a set of aggregated values {γo1 , γo2 , . . . γon }, where γoi ∈ L is the unique
label assigned for object oi. In order to compute aggregated values, we first derive the
probability of possible aggregations P(Xoi = lz), where Xoi is a random variable of the
aggregated value γoi and its domain value is L. Each technique applies different models
to estimate these probabilities. For simplicity sake, we denote γoi and XOi as γi and Xi,
respectively. After obtaining all probabilities, the aggregated value is computed by 3:

γi = arg max
lz∈L

P(Xi = lz) (2)

In the following, we offer the details of aggregation techniques commonly used in the
literature. We organize them into two categories: (i) non-iterative aggregation, includ-
ing MD, HP, and ELICE; and (ii) iterative aggregation, including EM, GLAD, SLME,
and ITER. Table 1 summarizes the important notations used in this paper.

2.1 Non-iterative Aggregation

The literature suggests various non-iterative techniques, including Majority Decision
(MD)[15], Honeypot (HP)[17], and ELICE[13]. They differ in the preprocessing step
as well as the probability computation. In particular, MD does not require preprocess-
ing. HP filters the answers of spammers in advance, whereas ELICE considers both
worker expertise and question difficulty. This section presents the details for these three
techniques, which cover the characteristics of other non-iterative methods.

Majority Decision. Majority Decision (MD) is a straightforward method that aggre-
gates each object independently. Given an object oi, among k received answers for oi,
we count the number of answers for each possible label lz. The probability P(Xi = lz)

3 Note that
∑

lz∈L P(Xi = lz) = 1.
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Table 1. Summary of important nota-
tions

Symbol Description

Mn×k answer matrix of n objects and k workers
oi, wj, lz an object, a worker, a possible label
ai j answer of worker wj for object oi

γoi or γi aggregated value of object oi

P(Xi = lz) the probability of object oi that its
aggregated value γi is lz

Ω a set of trapping questions used to test
worker expertise

Table 2. Characteristics of aggregation tech-
niques

algo
trapping aggregation worker question computing

set model expertise difficulty model

MD no non-iterative no no online
HP yes non-iterative no no online

ELICE yes non-iterative yes yes offline
EM no iterative yes no offline

SLME no iterative yes no offline
GLAD no iterative yes yes offline
ITER no iterative yes yes offline

of a label lz is the percentage of its count over k; i.e. P(Xi = lz) = 1
k

∑k
j=1 1ai j=lz . How-

ever, MD does not take into account the fact that workers might have different levels of
expertise and it is especially problematic if most of them are spammers.

Honeypot. In principle, Honeypot (HP) operates as MD, except that untrustworthy
workers are filtered in a preprocessing step. In this step, HP merges a set of trapping
questions Ω (whose true answer is already known) into original questions randomly.
Workers who fail to answer a specified number of trapping questions are neglected as
spammers and removed. Then, the probability of a possible label assigned for each ob-
ject oi is computed by MD among remaining workers. However, this approach has some
disadvantages:Ω is not always available or is often constructed subjectively; i.e truthful
workers might be misidentified as spammers if trapping questions are too difficult.

Expert Label Injected Crowd Estimation. Expert Label Injected Crowd Estimation
(ELICE) is an extension of HP. Similarly, ELICE also uses trapping questionsΩ, but to
estimate the expertise level of each worker by measuring the ratio of his answers which
are identical to true answers of Ω. Then, it estimates the difficulty level of each ques-
tion by the expected number of workers who correctly answer a specified number of
the trapping questions. Finally, it computes the object probability P(Xi = lz) by logistic
regression [6] that is widely applied in machine learning. In brief, ELICE considers not
only the worker expertise (α ∈ [−1, 1]) but also the question difficulty (β ∈ [0, 1]). The
benefit is that each answer is weighted by the worker expertise and the question diffi-
culty; and thus, the object probability P(Xi = lz) is well-adjusted. However, ELICE also
has the same disadvantages about the trapping set Ω like HP as previously described.

2.2 Iterative Aggregation

Iterative aggregation is the approach that consists of a sequence of computational rounds.
In each round, object probabilities–probability about possible labels of each object–are
updated incrementally and this computation is repeated until convergence. This approach
also differs from non-iterative one in the fact that the trapping set Ω is not required. The
widely used techniques in this category includes EM, SLME, GLAD, and ITER. Each
of them has different ways to initialize and update object probabilities. While EM and
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SLME only concern about worker expertise, GLAD and ITER consider both worker
expertise and question difficulty. The details are explained as follows.

Expectation Maximization. The Expectation Maximization (EM) technique [7] itera-
tively computes object probabilities in two steps: expectation (E) and maximization (M).
In the (E) step, object probabilities are estimated by weighting the answers of workers
according to the current estimates of their expertise. In the (M) step, EM re-estimates
the expertise of workers based on the current probability of each object. This iteration
is repeated until all object probabilities are unchanged. Briefly, EM is an iterative al-
gorithm that aggregates many objects at the same time. Since it takes a lot of steps to
reach convergence, running time is a critical issue.

Supervised Learning from Multiple Experts. In principle, Supervised Learning from
Multiple Experts (SLME) [21] also operates as EM, but characterizes the worker exper-
tise by sensitivity and specificity—two well-known measures from statistics—instead
of the confusion matrix. Sensitivity is the ratio of positive answers which are correctly
assigned, while specificity is the ratio of negative answers which are correctly assigned.
One disadvantage of SLME is that it is incompatible with multiple labels since the sen-
sitivity and specificity are defined only for binary labeling (aggregated value γ ∈ {0, 1}).

Generative Model of Labels, Abilities, and Difficulties. Generative Model of Labels,
Abilities, and Difficulties (GLAD) [25] is an extension of EM. This technique takes into
account not only the worker expertise but also the question difficulty of each object. It
tries to capture two special cases. The first case is when a question is answered by
many workers, the worker with high expertise have a higher probability of answering
correctly. Another case is when a worker answers many questions, the question with
high difficulty has a lower probability of being answered correctly. In general, GLAD
as well as EM-based approaches are sensitive to arbitrary initializations. Particularly,
GLAD’s performance depends on the initial value of worker expertise α and question
difficulty β. In fact, there is no theoretical analysis for the performance guarantees and it
is necessary to have a benchmark for evaluating different techniques in the same setting.

Iterative Learning. Iterative Learning (ITER) is an iterative technique based on stan-
dard belief propagation [10]. It also estimates the question difficulty and the worker ex-
pertise, but slightly different in details. While others treat the reliability of all answers
of one worker as a single value (i.e. worker expertise), ITER computes the reliability of
each answer separately. And the difficulty level of each question is also computed indi-
vidually for each worker. As a result, the expertise of each worker is estimated as the
sum of the reliability of his answers weighted by the difficulty of associated questions.
One advantage of ITER is that it does not depend on the initialization of model param-
eters (answer reliability, question difficulty). Moreover, while other techniques often
assume workers must answer all questions, ITER can divide questions into different
subsets and the outputs of these subsets are propagated in the end.
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2.3 Summary

To sum up, we already implemented seven aggregation techniques—MD, HP, ELICE,
EM, SLME, GLAD, ITER—which aggregate worker answers by computing the proba-
bility of possible labels. Each technique exhibits various aggregation characteristics. In
fact, often these characteristics are not exclusive; a technique might have multiple ones.
Table 2 features each implemented technique with following key characteristics.

– Trapping set: the set of trapping questions, whose answers are known before-hand.
It is mainly used to filter spammers and initialize the expertise of other workers.

– Aggregation model: computation model of answer aggregation. It provides the ba-
sic categorization of aggregation techniques and the indication of their complexity.

– Worker expertise: the ability to capture the behavior of a worker; i.e. the accuracy
and reliability of his answers. This ability is important since human workers often
have wide-ranging levels of knowledge.

– Question difficulty: the ability to measure the difficulty degree of questions. This
ability is a supplement of worker expertise: answering an easy question incorrectly
is worse than answering a difficult question incorrectly.

– Computing model: the ability to perform (online or offline) in response to the new
arrival of worker answers. An online technique can process answer-by-answer in a
serial fashion, whereas offline ones have to re-compute the whole aggregation.

One interesting point to note is that all of the above techniques support aggregation on
questions with binary choices (i.e. yes/no questions). For the questions with multiple
choices, only three algorithms—MD, HP, and EM—are applicable. Another worth-
noting point is that estimating worker expertise can serve as a quality indicator in
practical scenarios such as payment mechanism and worker profiling.

3 Benchmark Setup

This section describes the setup used in our benchmark. We first present the details
for our benchmarking framework as well as the simulation of crowdsourcing process.
We then offer an insight of the implementation of aggregation techniques followed by
descriptions of the measures used to assess their performance.

3.1 Framework

A primary goal of this study is to provide a flexible and powerful tool to support the
comparison and facilitate the benchmarking analysis of aggregation techniques. To this
end, we have developed a framework that employs original performance studies of each
technique. Figure 1 illustrates the simplified architecture of the framework. It is built
upon a component-based architecture having three layers. (1) The data access layer
abstracts the underlying data objects, and loads the data to the upper layer. (2) The
application layer interacts with users to receive configurable parameters and visualize
outputs from the computing layer. (3) The computing layer consists of two modules: (i)
aggregation module and (ii) simulation module. On one hand, the aggregation module is
responsible for invoking plugged algorithms (algorithm component) upon inputs from
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data access layer and delivering summarized information (evaluation component) to the
application layer. On the other hand, the simulation module simulates the crowdsourc-
ing process in which the workers (worker simulator) label a set of objects by answering
various questions (answer simulator). This simulation will be described in Section 3.2.

We believe that subsequent studies are able to easily compare their algorithms with
the state-of-the-art techniques by using our framework. It is flexible and extensible,
since a new technique as well as a new measurement can be easily plugged in. More-
over, users are also supported to use their crowd simulators or real datasets. The frame-
work is described in details in [11] and available for download from our website4.

3.2 Crowd Simulation

The simulation module helps benchmark users simulate the crowdsourcing process in
the literature. It is implemented with two components: (i) worker simulator—simulates
different types of workers—and (ii) answer simulator—generates numbers of objects
(questions) and their true labels (answers). Both of them demonstrate an online process
where each worker is assigned to answer a set of questions. Details are provided below.

Worker Simulator. While some applications relied on expert workers only [14,20],
many previous studies [12,24] characterized various types of crowd workers with dif-
ferent expertise levels. Based on the classification in [24], we simulate 5 worker types
as depicted in Figure 2. (1) Experts: who have deep knowledge about specific domains
and answer questions with very high reliability. (2) Normal workers: who have gen-
eral knowledge to give correct answers, but with few occasional mistakes. (3) Sloppy
workers: who have very little knowledge and thus often give wrong answers, but unin-
tentionally. (4) Uniform spammers: who intentionally give the same answer for all their
own questions. (5) Random spammers: who carelessly give the random answer for any
question. To model these types of workers, we use two parameters: sensitivity—the pro-
portion of actual positives that are correctly identified—and specificity—the proportion
of negatives that are correctly identified. Following the statistical result in [12], we set
randomly the sensitivity and specificity of each type of workers as follows. For experts,

4 https://code.google.com/p/benchmarkcrowd/

https://code.google.com/p/benchmarkcrowd/
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the range is [0.9, 1]. For normal workers, it falls into [0.6, 0.9]. For sloppy workers,
the range [0.1, 0.4] is selected. For random spammers, it varies from 0.4 to 0.6. Espe-
cially for uniform spammers, there are two regions: (i) sensitivity ∈ [0.8, 1], specificity ∈
[0, 0.2] and (ii) sensitivity ∈ [0, 0.2], specificity ∈ [0.8, 1].

Answer Simulator. This component generates worker answers for two types of ques-
tions. (1) Binary-choice (yes/no): in the literature, the two-coin model [22] is used to
generate worker answers for each object. Each worker is associated with sensitivity and
specificity, as described above. If the true label is yes, the worker answers yes with
the probability sensitivity. If the true label is no, the worker answers no with the prob-
ability speci f icity. (2) Multiple-choice: since the two-coin model is only compatible
with binary-choice questions, we adapt to multi-choice questions by using a reliability
degree r ∈ [0, 1] for each worker. Given a question with k choices, the probability of
the worker answer being the same as and being different from the true label is r and
(1 − r)/k, respectively. Note that the reliability degree is a special case of sensitivity
and specificity; i.e. if sensitivity = speci f icity then sensitivity = speci f icity = r. It is
important to note that real objects can also be used instead of simulated ones. Users can
plug in their own datasets under different formats. For benchmarking purposes, we also
provide well-known datasets of the data integration domain in our website 4.

3.3 Evaluation Measures

We characterize the aggregation methods compared in the benchmark using four mea-
sures: computation time, accuracy, robustness to spammers, and adaptivity to multi-
labeling. We describe the details for each of the measures in the sequel.

Computation Time. A simple metric for evaluating aggregation techniques is com-
putation time. Various applications (e.g. CrowdSearch [26]) often have constraints on
computing speed, or limitations in using server resources. As a result, the computa-
tion time becomes an important aspect, when we characterize an aggregation method.
In our benchmark, all techniques are evaluated on the same standard. Specifically, we
randomly generate the answer matrix M (n × k), while varying its size: n = 10, 50, 100
and k = 10, 50, 100. For each setting, we measure the average computation time—from
when M is processed until aggregated values are computed—over 100 runs.

Accuracy. Obviously, the most important aspect of an aggregation technique is its ac-
curacy. It is straightforward how to measure that—accuracy is defined as the percentage
of input objects that are correctly labeled:

accuracy =
#correctly labeled objects

#total objects
(3)

The higher accuracy, the higher power of aggregation method. In experiments, we mea-
sure accuracy of each method while varying the number of answers per question and the
number of questions per worker. In that, we find which algorithm requires least answers
and which algorithm requires least workers to achieve the accuracy requirements.
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Robustness to Spammers. In reality, spammers always exist in online community, es-
pecially crowdsourcing. Many experiments [24,4] in the literature showed that the pro-
portion of spammers could be up to 40%. As a result, it is important for crowdsourcing
applications to know how each aggregation technique performs when the worker an-
swers are not trustworthy. In the benchmark, we studied the robustness to spammers by
recording the accuracy, while varying the ratio of spammers. To this end, we artificially
included spammers to the worker population, while applying different appearance ratio
of spammers pspam = 5%, 10%, . . . , 40%.

Adaptivity to Multi-labeling. In the literature, many applications are designed for
multiple-choice questions. Therefore, it is important to know the adaptivity of aggre-
gation techniques to this setting; i.e. which one is compatible and which one is not.
Moreover, we would like to examine if there are significantly differences of their per-
formance characteristics between the binary and the multiple setting. In the benchmark,
we study the adaptivity to multi-labeling in terms of three aspects—computation time,
accuracy, and robustness to spammers—while varying the number of possible labels
equals to 2 or 4. Studying more than 4 labels is out of interest since these kinds of
questions might be overwhelming to human workers.

4 Experimental Evaluation

We proceed to report results of applying the benchmark to the seven aggregation tech-
niques presented in Section 2. The main goal of the experiments is not only to compare
the aggregation performances, but also to analyze the effects of worker characteristics
on the performance behavior. In order to compare them in a fair manner, we provide the
key insights under a wide range of settings to verify their performance. All the experi-
ments ran on an Intel Core i7 processor 2.8 GHz system with 4 GB of main memory.

4.1 Computation Time

This experiment helps to choose the right techniques for a particular input size under
time constraints. It takes server resources to process worker answers. In some real-
time applications like CrowdSearch [26], final aggregations need to be returned within
minutes or even seconds. As a result, quickly aggregating the worker answers is a key
factor. Table 3 shows the computation time of each technique, averaged over 100 runs,
when varying the input size from 10 × 10 to 100 × 100 (#questions × #workers).

MD, HP, and ELICE are clear winners on this concern. They by far outperform the
others (their computation time is less than one minute with the size 100 × 100 of M).
This result is straightforward to understand—these techniques are one-time computa-
tion and do not execute any expensive routines. In contrast, EM and ITER exhibits
high computing time (with 100× 100 input size, more than 15 min). While, SLME and
GLAD exhibit satisfactory performance. In fact, we had expected slower performance
from SLME and GLAD before having the results, since they take relatively sophisti-
cated computation to update the worker expertise and the question difficulty in their
iterations. However, the updating formulas in the EM steps of SLME and GLAD are
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Table 3. Average computation time (s) over 100 runs (the lower, the better)

Size of M *MD HP ELICE EM SLME GLAD ITER

10 × 10 1 1 1 11 1 12 1
10 × 50 1 1 2 51 3 59 15
10 × 100 1 1 2 153 5 108 45
50 × 10 1 1 2 33 3 45 19
50 × 50 1 2 3 234 12 141 102
50 × 100 1 2 6 928 27 238 355
100 × 10 1 1 3 52 7 91 53
100 × 50 1 2 9 529 24 272 336
100 × 100 1 2 15 1591 46 473 915

* n × k: n questions and k workers

less complex than EM and ITER. Briefly, this experiment suggests that MD, HP, and
ELICE are fast enough for applications that prefer low response time, while the others
should not probably be used for large inputs. Moreover, recall that iterative techniques
(EM, SLME, GLAD, ITER) must re-compute the whole input when a new answer is
received. We recommend using them for off-line analyses, when the answer set is fixed.

4.2 Accuracy

In order to reflect the accuracy of aggregation, in which the intuition behind this metric
was explained in Section 3.3, our benchmark studies two dimensions of interest: number
of answers per question (#apq) and number of questions per worker (#qpw). On one
hand, #apq is the number of answers received for each question (i.e. #columns of input
matrix M). When we have more answers from workers, the accuracy of aggregation
increases since these answers will justify each other. This factor is important to study
the trade-off between the cost (of paying workers) and the accuracy (of aggregated
values). On the other hand, #qpw is the number of questions assigned for each worker
(i.e. #rows of M). It should not be too large to ask a human worker or too small to assess
his expertise. Some aggregation techniques (e.g. EM) consider the quality of answers
of each worker to justify aggregated values. This factor is crucial for this purpose. Our
benchmark will help potential users opt for appropriate values of these two factors.

The Number of Answers Per Question (#apq). The experiment was conducted with
#apw varying from 10 to 30. The worker types follow the distribution as previously de-
scribed in Section 3.2. Figure 3 illustrates the results obtained by computing the average
over 100 runs. In general, the accuracy of all techniques increases with the increase of
#apw. However, each algorithm behaves with the changes of #apw very differently.

Overall, the iterative techniques perform significantly better when the #apw is higher.
This is because the same questions are answered by multiple workers (overlapping be-
tween workers). As a result, the answers of each worker can be justified by the answers
of others through iterations. Among iterative techniques, EM is the best performer in
this experiment. This is because EM captures the worker expertise by a confusion ma-
trix, whereas the other iterative algorithms use a single parameter α. Subsequently, the
characteristics of workers are more specific. Moreover, we can see that EM’s accuracy
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is at least 25% higher than others in the end. In brief, we suggest using EM for high-
accurate results, in case the computation time is not concerned.

The Number of Questions Per Worker (#qpw). In this experiment, we vary the
number of questions per worker—hereby denoted as #qpw—from 10 to 30. The same
worker population is used. In general, all techniques achieve higher accuracy when
the #qpw increases. But there is no significant difference between them. When the
#qpw > 20, the accuracy of all techniques is more than 90%. Figure 4 depicts the
result.

At starting points (#qpw 10), ITER, HP, and MD are the worst techniques. For MD,
this is because the majority effect: not enough trustworthy answers to dominate un-
trustworthy ones. For HP, this effect is more severe since truthful workers have too few
correct answers to pass trapping questions. For ITER, it is due to the lacks of initial
information. However, as the #qpw increases, the difference among all techniques is re-
duced (less than 0.05 with 30 #qpw). In addition, each of them has a ”convergent point”:
continue increasing #qpw above this point will not improve the accuracy significantly
(e.g. EM achieves 95% accuracy at #qpw ≈ 18, doubling #qpw only increases the ac-
curacy up to 5% more). Another interesting observation is that iterative techniques are
slightly better non-iterative ones: the difference is only 5% when the #qpw reaches to
30. This can be explained by the fact that in iterative techniques, worker answers are
more refined by multiple of computational rounds.

4.3 Robustness to Spammers

In this experiment, we will increase the ratio of spammers to study its effects on accu-
racy. First, we remove sloppy workers from the crowd due to their lacks of knowledge,
which generates many wrong answers in the input. By this way, we can see a clear
effect of spammers. The spammer ratio is varied from 5% to 40%. Based on previous
results, we fix the number of answers per object to 20 because this gives a high starting
point of accuracy. Figure 5 and 6 illustrate the effects of uniform spammers and random
spammers on accuracy, respectively. In general, the accuracy of all techniques decreases
when the spammer ratio is higher. But their behaviors are significantly different.
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Uniform Spammers. The effects of uniform spammers are presented in Figure 5. An
interesting observation is that ITER and GLAD are the worst in this setting. At the
starting point (5% spammers), their accuracies are already lower than the others’—
about 0.6 and 0.75 respectively. After the spammer ratio rises to 25%, ITER and GLAD
drops rapidly to nearly 0.5. By the time more than 25% spammers, their behaviors
are like random (accuracy converges to 0.5). This observation could be explained by
their underlying models. First, ITER’s algorithm depends on the entropy of a worker’s
answers. Since uniform spammers always give identical answers, the uncertainty of
the input is high and it ends up with a poor accuracy. Second, GLAD is not able to
identify and prioritize truthful workers (i.e. all workers are initially weighted as equal),
resulting in a random accuracy in the end. In brief, ITER and GLAD are very sensitive
to the spammers. Another key finding is that among the five remaining techniques, we
can observe two distinct groups. The first group consists of EM and SLME, which are
the better than the second group including MP, HP, and ELICE. However, the difference
between them is not significant (less than 0.1 with 40% uniform spammers).

Random Spammers. The effects of random spammers are depicted in Figure 6. Simi-
lar to random spammers case, most of the techniques are robust to random spammers—
their accuracy decreases up to 10% at the end. However, their accuracies are better in
this case. This is reasonable because the answers of spammers are different from each
other, which cannot dominate the answers of other workers. Another noticeable obser-
vation is that ITER and GLAD perform better than before. For ITER, although starting
with high accuracy, its accuracy reduces more than 15% at the end. This could be ex-
plained by the same way. Since the answers are random but different, the entropy value
is lower, resulting in a higher accuracy. For GLAD, it uses the answers of other workers
to justify the spammers’, rendering the similar performance like EM and SLME.

4.4 Adaptivity to Multi-labeling

In this experiment, we study the adaptivity to multi-labeling of aggregation techniques.
Only three techniques—MD, HP, and EM—are retained while the others fail to adapt
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this setting. SLME models worker expertise by sensitivity and specificity, which are ap-
plicable for binary question only. Regarding ITER and ELICE, their original papers in-
dicate that they are only applied for binary questions. Besides, they use the sign (positive
or negative) of aggregated value to classify object. Regarding GLAD, we checked the
source code and confirmed that it was implemented for only binary-choice questions.
Similar to previous experiments, we proceed to report the performance characteristics
of applicable techniques (MP, HP, and EM) in three aspects below.

Computation Time. In general, MD and HP are not affected by #labels—their compu-
tation time keeps unchanged when #labels increases. This is because the complexity of
majority rule only depends on the number of answers per object (the label with highest
number of answers wins). For EM, its completion time increases a little bit since it uses
a confusion matrix to capture worker expertise. The size of this matrix is n× n, where n
is the number of labels. However, as n only up to 4, this shows no significant difference.
Therefore, the results of computation time are omitted due to page limits.

Accuracy. Using the same worker distribution of Section 4.2, we measure the accuracy
against different numbers of answers per question. The result for different numbers of
questions per worker is omitted due to similar findings. Figure 7 illustrates the result. In
general, with more labels, the accuracy is better. EM is still the winner in both cases—2
labels and 4 labels. However, the superiority of EM in comparison with MD and HP
is reduced when the number of labels increase. For example, the difference is between
0.12 and 0.28 with 2 labels, whereas this difference is less than 0.02 with 4 labels. This
is, in fact, reasonable. The incorrect answers are now distributed among several choices,
which is unlikely to dominate the majority of the true answers.

Sensitive to Spammers. Like previous experiments in Section 4.3, we increase the
spammer ratio to study the accuracy reduction. Results are presented in Figure 8. In both
2-label and 4-label settings, EM is more robust to spammers than MD and HP. Surpris-
ingly, MD and HP become better with 4 labels. This can be explained by the majority
property: answers given by spammers no longer dominate those of other workers. Since
there are more choices, it is unlikely that spammers give the same answer together.
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5 Summary and Conclusions

This paper presented a thorough evaluation and comparison of answer aggregation tech-
niques widely used in crowdsourcing. We offered an overview of two major classes
(non-iterative and iterative) of aggregation techniques, while discussing about the char-
acteristics of their underlying probabilistic models. We then introduced the component-
based benchmarking framework, in which a new aggregation technique as well as a
new measurement can be easily plugged. During the framework development, we made
the best effort to re-implement and integrate the most representative aggregation tech-
niques, and evaluated them in a fair manner. We also analyzed various performance fac-
tors for each technique, including computation time, accuracy, robustness to spammers,
and adaptivity to multi-labeling. The crowdsourcing process is simulated by letting five
different types of workers answer binary or multiple-choice questions.

We here summarize our principal findings as a set of recommendations for how to
select a well-suited aggregation technique on particular application scenarios:

– Overall, EM and SLME achieve highest accuracy and work robustly against spam-
mers. In particular, they outperform the others when #answers per question is high.
Regarding #questions per worker, there are two runner-ups (GLAD and ITER).

– If the crowd contains many spammers (≥ 30%), we suggest using SLME or EM.
Interestingly, the performance of non-iterative techniques (MD, HP, ELICE) is not
significantly lower than SLME and EM. If accuracy is not highly required, they are
best-suited for applications that require fast computation. In contrast, we strongly
suggest not using GLAD and ITER since they are most sensitive to spammers.

– Only MD, HP, and EM can adapt to multi-labeling. For binary labeling, EM is
the winner. In case of 4 labels, MD and HP are also appropriate choices since the
difference between them and EM is not distinguishable.

– For applications that require fast computation, MD and HP are the winners. Oppo-
sitely, we strongly suggest not using iterative techniques. Not only is their compu-
tation time much higher than the non-iterative techniques, but also they require to
re-compute the whole answer set upon the new arrival of worker answers.

category winner 2nd best worst

computation time MD HP EM
accuracy EM SLME HP
robustness to spammers SLME EM ITER
adaptivity to multi-labeling * EM MD HP

* other techniques (ELICE, SLME, GLAD, ITER) only work
with binary labeling due to their implementation limitation

As a concluding remark, we recommend potential applications to use our bench-
marking framework as a tool to find out the best-suited aggregation technique accord-
ingly, since there is no absolute winner that outperforms the others in every case. As the
source codes as well as datasets used in the benchmark are publicly available, we expect
that the experimental results presented in this paper will be refined and improved by the
research community, in particular when more data become available, more experiments
are performed, and more techniques are integrated into the framework in the future.
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Abstract. Twitter has become an important source for people to col-
lect opinions to make decisions. However the amount and the variety of
opinions constitute the major challenge to using them effectively. Here
we consider the problem of finding propagated opinions – tweets that
express an opinion about some topics, but will be retweeted. Within
a learning-to-rank framework, we explore a wide of spectrum features,
such as retweetability, opinionatedness and textual quality of a tweet.
The experimental results show the effectiveness of our features for this
task. Moreover the best ranking model with all features can outperform
a BM25 baseline and state-of-the-art for Twitter opinion retrieval ap-
proach. Finally, we show that our approach equals human performance
on this task.

Keywords: Opinion Retrieval, Twitter, Retweet, Propagation Analysis.

1 Introduction

Twitter is the most popular micorblogging service which attracts over 500 million
registered users1 and generates over 340 million tweets daily2. Within Twitter,
people like to share their information or opinions about personalities, politi-
cians, products, companies, events, etc. Indeed Twitter has became an enormous
repository which can not only help other people to make decisions, but also help
business and government to collect valuable feedback.

However, the sheer volume of available opinions as well as the large variations
present a big impediment to the effective use of the opinions in Twitter. First,
the users can experience information overload due to the high volume of opinions
in Twitter. Second, the importance of opinions might not be equal and the users
dealing with a large number of opinions are likely to miss some important tweets.
See the following tweets which are both opinions related to the topic “Obama”:

(a) “RT@KG NYK: The fact that Obama “lost” the debate b/c he didnt call
Romney’s lies out well enough is pretty harrowing commentary on surf ”.

(b) “MyNameisGurley AND I HATE OBAMA.

1 http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-

june-2012-140m-of-them-in-us-jakarta-biggest-tweeting-city/
2 http://blog.twitter.com/2012/03/twitter-turns-six.html

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 16–28, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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Users may consider tweet (a) is more important than tweet (b), since tweet (a) in-
troduces the First Presidential Debate event which is related to Obama and gives
an opinion on Obama’s performance. Whereas tweet (b) shows a general opin-
ion uninteresting to most users. Moreover tweet (a) is a retweet of KG NYK ’s
opinion by its author, which shows the agreement of the author to the original
one.

Estimating the importance of a tweet is very subjective. In Twitter, how-
ever, information can deemed important by the community propagates through
retweets [4]. This is based on human behavioral patterns for propagating mi-
croblog posts, and follows from a simple assumption: users of microblogs will
propagate a post when they consider it to be important and thus worthy of
being shared with other users. In this paper, we present a study of finding prop-
agated opinions in Twitter. Relevant tweets should satisfy three criteria: (1)
be relevant to the query; (2) contain opinions or comments about the query,
irrespective of being positive or negative and (3) will be retweeted.

Previous work of predicting whether a tweet will be propagated is largely
about identifying the topics of interest, and it is conceivable that unigram repre-
sentation of full-length document can reasonably capture that information [4,16].
In our case, most tweets are already of interest to that user topically, which ones
the user ends up retweeting may depend on several non-topical aspects of the
text: whether the tweet is convincing, whether the tweet is well written, etc.
Previous work has shown that such analysis can be more difficult than topic-
based analysis [15], and we have the additional challenge that tweets are typically
much shorter. However, the difficulty in analyzing the textural information in
tweets can be alleviated by additional contextual information such as the tweets’
specific information and the authors’ information which potentially can improve
this task.

In this paper, we use a standard machine learning approach to learn a rank-
ing function for tweets that uses a wide spectrum of features which can recover
propagated opinions in Twitter. These features include the retweetability, opin-
ionatedness and textural quality of a tweet. The retweetability feature is the
confidence score of a tweet in general being retweeted. Additionally, we pro-
posed an approach which using social and structural information to estimating
the opinionateness score of a tweet. We integrated these two features into our
ranking model for this new task. Finally, we develop some features which refer
to the textual quality of a tweet, including the length, the linguistic properties
and the fluency of the text for a tweet. The experimental results show that the
three feature sets are effective for finding propagated opinions in Twitter. Our
approach integrating all feature sets performs significantly better than two base-
lines, one is based on the BM25 score (BM25) and the other is a state-of-the-art
Twitter opinion retrieval (TOR) [13]. Moreover, a comparison of our best rank-
ing model with human performance shows our approach does well as humans on
this task.
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The contributions of this paper can be summarized as follows:

1) We define a new ranking task aiming at finding opinionated tweets that will
be propagated in the future.

2) We develop a set of features derived from the field of Twitter for this task
and the effectiveness factors are evaluated over real-world Twitter dataset.

3) The results show the performance of our best ranking model is significantly
better than the TOR baseline [13] and a BM25 baseline.

4) Furthermore, our approach for identifying the propagated opinion in Twitter
can achieve human subjects’ ability as well.

2 Related Work

We review related work on three main areas: message propagation and opinion
mining in Twitter, review quality evaluation.

2.1 Message Propagation in Twitter

In Twitter, message deemed important by the community propagates through
retweets. There is much work which is related to predicting whether a tweet in
general will be retweeted. Petrovic et al. [16] used a machine learning approach
based on the passive-aggressive algorithm to predict whether a tweet would be
retweeted in the future. They found the content of the tweet, listed number,
followers number and whether the author was verified were more effective fea-
tures for this task. Hong et al. [4] proposed a method to predict the volume of
retweets for a tweet. Luo [12] considered the task of finding who will retweet a
message posted on Twitter. They found that followers who retweeted or men-
tioned the author’s tweets frequently before and have common interests are more
likely to be retweeters. Liu [8] investigated information propagation in Twitter
from the geographical view on the global scale. They discovered that the retweet
texts are more effective than common tweet texts for real-time event detection.
Stieglitz [17] examined whether sentiment occurring in politically relevant tweets
had an effect on their retweetability. They found a positive relationship between
the quantity of words indicating affective dimensions, including positive and
negative emotions associated with certain political parties or politicians, in a
tweet and its retweet rate. Their work investigated whether the sentiment in a
tweet could affect retweetability, but our study examines which factors affect the
retweetability of opinions in Twitter.

2.2 Opinion Mining in Twitter

Twitter has attracted hundreds of millions of users who post opinions on this
platform and it is also a hot research domain for academic. For example, Jansen
et al. [5] investigated tweets as a form of electronic word-of-mouth for sharing
consumer opinions concerning brands; O’Connor et al. [14] proposed explicitly
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link measurement of textural sentiment in Twitter for public opinion polls; Bollen
et al. [1] used Twitter mood to predict the stock market, etc. However, most of
these work concentrates on analyzing opinions expressed in tweets for a given
topic, none on how to obtain opinions towards some persons, products or events.
Luo et al. [13] firstly studied finding opinionated tweets for a given topic. They
integrated social information and opinionatedness information into a learning to
rank model. The experimental result showed that opinion retrieval performance
was improved when links, mentions, author information such as the number of
statues or followers and the opinionatedness of the tweet were taken into account.
We take their approach as one of our baselines for comparison.

2.3 Review Quality Evaluation

Ranking reviews (opinions) according to the quality is an important problem for
many online sites such as Amazon.com and Ebay.com. However, most of websites
use manual votes of the helpfulness, such as ‘thumbs up’ and ‘thumbs down’, to
assess the quality. Kim et al. [7] and Zhang and Varadarajan [19] measured the
helpfulness automatically and solved it with regression model. They adopted
feature sets such as lexical and syntactically oriented. The results showed that
the shallow syntactic features, e.g., the counts of proper nous, modal verbs, and
adjectives were correlated with the quality. Liu et al. [10] studied the quality of
movie reviews and found, besides textural information, reviews’ expertise and
the timeliness of the reviews were related to the review quality. All of these work
deals with reviews in websites, Twitter, however, is a novel domain with varied
short text and its rich social environment should be considered when estimating
the quality.

3 Data

To investigate the factors that affect the propagation of opinions in Twitter, we
use Luo et al. [13]’s opinion retrieval dataset3. It contains 50 queries and 5000
judged tweets. For each query, there are average of 16.62 opinionated tweets
which are related to a given topic (query). This dataset was collected through
the Twitter streaming API in November 2011. The purpose of our study is
finding the opinionated tweets which will be propagated in the future. Hence,
we crawled these tweets again using Twitter statuses API4 in April 2012. Based
on the principle about the relevant tweet introduced in Section 1, we take the
opinionated tweets which have been retweeted within sixth months as relevant
tweets and the other tweets as irrelevant tweets. We consider the state of these
tweets is stable and they are not likely to be retweeted any more5. The task of

3 https://sourceforge.net/projects/ortwitter/
4 https://dev.twitter.com/docs/api/1/get/statuses/show/%3Aid
5 When we crawled these tweets again, we found some of tweets have been deleted.
We consider that if an opinionated tweet is deleted, it is not a propagated tweet any
more. Therefore, we take the deleted tweets as irrelevant tweets.

https://sourceforge.net/projects/ortwitter/
https://dev.twitter.com/docs/api/1/get/statuses/show/%3Aid
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this study is to show how to find these relevant tweets. The average number of
relevant tweets per query is 3.4. It shows that there are only a small part of
opinions which have been retweeted in Twitter and most of opinions are not be
propagated. Interestingly, the percentage of opinions which have been retweeted
is 20.5%, which is larger than the percentage of general tweets that have been
retweeted (the value is 16.6%) in this new dataset. It shows opinions are more
likely to be propagated than general tweets.

4 Overview of Our Approach

To generate a good function which ranks the tweets according our principle for
finding propagated opinions in Twitter, we investigate the features concerning
retweetability, opinionatedness and textural quality of a tweet. We develop a bag
of features into a learning-to-rank scenario which demonstrated excellent power
for ranking problem [9].

4.1 Learning to Rank Framework

Learning to rank is a data driven approach which effectively incorporates a bag
of features in a model for ranking task. First, a set of queries and related tweets
were used as training data. Every tweet is labeled whether it is a relevant tweet
or not. A bag of features related to the relevance of a tweet is extracted to form
a feature vector. Then a learning to rank algorithm is used to train a ranking
model. For a new query, their related tweets, which extract the same features to
form feature vectors, can be ranked by the rank function based on this model.
The ranking performance of the model using a particular of feature sets in testing
data can reflect the effect of these features for finding propagated opinions in
Twitter.

4.2 Features for Tweets Ranking

For propagated opinion retrieval in Twitter, we consider a retweetability feature,
opinionatedness feature and textural quality features for tweets ranking.

1) Retweetability feature refers to whether a tweet in general will be retweeted.
2) Opinionatedness feature refers to estimating the opinionatedness score of a

tweet.
3) Textural quality features refer to textural information of a tweet.

In the next section, we will describe these features in details.

5 Features

5.1 Retweetability Feature

In Twitter, retweeting is an important way for information diffusion and there is
a lot of work about predicting if a tweet will be retweeted [4,16]. Therefore, we
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develop a feature which can predict whether a tweet in general will be retweeted.
We set this feature based on Petrovic et al. [16]. We used a machine learning
approach based on the passive-aggressive algorithm to predict the retweetability
score of a tweet. A set of features was developed for this prediction. It contains:

Content: the actual words in a tweet. It captures the topic of a tweet and
some tweets refer to the specific topic are more likely to be retweeted. For ex-
ample, people might pay more attention to the tweets related to “iran nuclear”
than the tweets about “systems biology”.

Followers: the number of followers about the author of a tweet. This indicates
the popularity of the user. The tweets associated with the popular authors are
more likely to be retweeted.

Listed: the number of times the author of a tweet has been listed. It also
indicates the popularity of the user.

Verified: whether the author of a tweet is verified. It is used by Twitter mostly
to confirm the authenticity of celebrity. 91% of tweets written by verified users are
retweeted, compared with 6% for tweets where the author is not verified [16].

For retweeting, the time is a critical factor. For example, people may pay
more attention about the tweets related to the “American Music Awards” in
November 2011 than in April 2012. Therefore, we train the prediction model
on the stream of tweets crawled from the Twitter streaming API6 throughout
November 2011. We gathered a total of 30 million tweets and used them as
training data. In this training data, we take the tweets which were retweeted
by retweet button as positive samples and the other tweets as negative samples.
We test the performance of our model for retweet prediction in 100,000 samples.
The accuracy is 95.99%. To our retweetability feature, we use the margin
value calculated by the passive-aggressive algorithm as the confidence of a tweet
in general being retweeted.

5.2 Opinionatedness Feature

Obviously estimating the opinionatedness score of a tweet is essential for prop-
agated opinion retrieval in Twitter. We adopt the lexicon-based approach, since
it is simple and non-dependence on machine learning techniques. However, a
lexicon such as MPQA Subjectivity Lexicon7 which is widely used might not
be effective in Twitter, since the textual content of a tweet is often very short,
and lacks reliable grammatical style and quality. Therefore, we propose an ap-
proach which can automatically construct opinionated lexical from sets of tweets
matching specific patterns indicative of opinionated message.

In Twitter, when people retweet another user’s tweet and give a comment
before this tweet, this tweet is likely to be a subjective tweet. For example, the
tweet “I thought we were isolated and no one would want to invest here! RT
@BBCNews: Honda announces 500 new jobs in Swindon bbc. in/ vT12YY” is a
subjective tweet. Here, we call this tweet Pseudo Subjective Tweet (PST). Many

6 http://stream.twitter.com/
7 http://www.cs.pitt.edu/mpqa/

bbc.in/vT12YY
http://stream.twitter.com/
http://www.cs.pitt.edu/mpqa/
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tweets posted by news agencies are likely to be objective tweets and these tweets
usually contain links. For example, a tweet “#NorthKorea:#KimJongil died after
suffering massive heart attack on train on Saturday, official news agency reports
bbc. in/ vzPGY5” is an objective tweet. We define a tweet satisfies two criteria:
(1) it contains links and (2) the user of this tweet posted many tweets before
and has many followers as Pseudo Objective Tweet (POT).

According to the definition introduced above, it is easy for us to design pat-
terns and collect a large number of PSTs and POTs from Twitter. Using a PSTs
set and a POTs set, we can automatically construct opinionated lexica. We use
the chi-square value to estimate the opinion score of a term, which measures how
dependent a term is with respect to the PSTs set and the POTs set. For the
opinionatedness feature, we estimate the opinionatedness score of a tweet by
summing all the terms with a chi-square value no less than m. The estimated
formula as follows:

Opinionavg(d) =
∑

t∈d,χ2(t)≥m

p(t|d) · Opinion(t)

where p(t|d) = c(t, d)/|d| is the relative frequency of a term t in tweet d. c(t, d)
is the frequency of term t in tweet d. |d| is the number of terms in tweet d.

Opinion(t) = sgn(
O11

O1∗
− O21

O2∗
) · χ2(t)

where sgn(∗) is sign function. χ2(t) calculates chi-square value of a term.

χ2(t) =
(O11O22 −O12O21)

2 ·O
O1∗ ·O2∗ · O∗1 · O∗2

Oij in Table 1 is counted as the number of tweets having term t in the PSTs set
or POTs set respectively. For example O12 is the number of tweets not having
term t in the PSTs set.

Table 1. Table for pearson’s chi-square. O1∗ = O11 + O12; O2∗ = O21 + O22; O∗1 =
O11 +O21; O∗2 = O12 +O22; O = O11 +O12 +O21 +O22.

t ¬t Row total

PSTs set O11 O12 O1∗
POTs set O21 O22 O2∗

Column total O∗1 O∗2 O

5.3 Textural Quality Features

Twitter is a social network that contains various content such as personal
updates, babbles, conversations, etc. They are less carefully edited than other
formal text (e.g., news reports) and therefore contain more misspellings and ty-
pographical errors. We develop some features which refer to the textural quality
of a tweet affecting the propagation in Twitter.

bbc.in/vzPGY5
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Length: The total number of tokens in a tweet. Kim et al. [7] found the
length feature is effective for estimating high quality reviews. Intuitively, a long
tweet is apt to contain more information than a short one. We use this feature
to indicate information richness for a tweet.

PosTag: Luo et al. [13] found the personal content is more likely to be the
opinionated tweets. These tweets usually contain personal pronoun (e.g., “i”,
“u” and “my”) and emotions (e.g., “:)”, “:(” and “:d”). However there is a lot
of garbage which has less open-class words (i.e., nouns, verbs, adjectives and
adverbs) in these tweets. E.g., the tweet “@fayemckeever Jennifer Aniston :)” is
not a high quality opinion. Therefore we develop some features aiming to capture
the linguistic properties of a tweet which include the percentage of tokens that
are open-class, the percentage of tokens that are nouns, the percentage of tokens
that are verbs and the percentage of tokens that are adjectives or adverbs. We
use the Twitter Part-of-Speech Tagging8 to tag the tweets [3].

Fluency: The fluency of a text can capture the readability of a tweet and we
use language model to tackle the fluency of text. We take the probability of a
tweet t under a particular language model (LM) as the fluency score F (t). It is
determined by:

F (t) =
1

m
P (wm) =

1

m

m∏
i

P (wi|wi−N+1, wi−N+2, ..., wi−1)

where a tweet t can be expressed as a sequence of words wm = (w1, w2, ..., wm).
To deal with length bias, we normalize the probability by the number of tokens.
We work with the N-gram based language model (N = 4) using 30 million tweets
from November 2011.

6 Experiment

6.1 Human Experiments

Before estimating the performance of our approach for finding propagated opin-
ion in Twitter, we first conduct an experiment judging whether propagated opin-
ion can be detected by human subjects. We presented two human subjects with
100 pairs of tweets produced from our dataset, and asked them to judge which
tweets were propagated opinions based on the principle introduced in Section 1.
Every pair of tweets are associated to the same topic (query) and exactly one
of tweets is a relevance tweet and the other is irrelevant (see the definition of
relevant tweets in Section 1). The order of the two tweets in each pair was chosen
randomly to avoid bias. We evaluate the performance as accuracy: the number
of pairs where the human can judge which tweet is the propagated opinion cor-
rectly. In our experiment, both human subjects beat the random baseline (which
is a 50% accuracy): the first subject is 75% and the other is 69%. It shows that
humans are capable of judging which tweets are propagated opinions from those
which are not.
8 http://www.ark.cs.cmu.edu/TweetNLP/

http://www.ark.cs.cmu.edu/TweetNLP/
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6.2 Experimental Settings and Baselines

We investigate the effect of features introduced above for propagated opinion
retrieval in Twitter. For learning to rank, SVM light [6] which implements the
ranking algorithm is used. We use a linear kernel for training and report results
for the best setting of parameters. In order to avoid overfitting the data we
perform 10 fold cross-validation in our new dataset. Thus for each fold we have
45 queries with the related tweets in the training set and 5 queries with the
related tweets in the testing set. We use Mean Average Precision (MAP) as the
evaluation metric.

To automatically generate PSTs and POTs, we design some simple patterns:
For PSTs generation, we choose the tweets uses the convention “RT @username”,
with text before the first occurrence of this convention. Additionally we find that
the length of the preceding text should be no less than 10 characters. For POTs
generation, we choose the tweets which contain a link, the author for each tweet
has no less than 1,000 followers and has posted at least 10,000 tweets. In our one-
month tweets dataset, 4.64% tweets are high quality PSTs and 1.35% tweets are
POTs. We use 4500 PSTs and POTs9 as opinion corpus. In our corpus-derived
approach, we use the Porter English stemmer and stop words to preprocess
the text of tweets. Using these tweet datasets we can calculate the value of
opinionatedness score for a new tweet. To achieve the best performance of tweets
ranking, we set the threshold of m is 5.02 corresponding to the significance level
of 0.025 for each term in the opinion corpus. This setting is the same as [13,18].

We choose two approaches as our baselines for comparison. One is using the
Okapi BM25 score of each tweet as a feature for modeling. This approach has
been widely used as a baseline of Twitter retrieval [2,11,13]. We call this baseline
BM25. The other baseline we used is based on Luo et al. [13]. This method in-
tegrates some social features and an opinionatedness feature for Twitter opinion
retrieval. We call this baseline TOR. The detail of the features in TOR baseline
are shown in Table 2.

Table 2. TOR Baseline Features

TOR Features Description

BM25 The Okapi BM25 score
Mention A binary feature whether a tweet contains “@username”
URL A binary feature whether a tweet contains a link
Statuses The number of tweets (statuses) the author has ever written
Followers The number of followers the author has
Opinionatedness The opinionatedness score of a tweet

9 We test that 4500 PSTs and POTs as corpus for estimating opinionatedness feature
can achieve high performance for propagated opinion ranking in Twitter and there
is no significant improvement adding more PSTs and POTs.
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6.3 Result

We investigate whether the features introduced in Section 5 are effective for
propagated opinion retrieval in Twitter. We integrate each feature with the two
baselines features into our tweets ranking systems respectively. Table 3 and Ta-
ble 4 show the performance of each ranking model.

We can see that using Retweetability, PosTag and Fluency features sig-
nificantly improve the results when integrated with the TOR. It suggests the
retweetability, the linguistic properties and the readability of a tweet can indeed
help finding propagated opinions in Twitter. We can also see that the perfor-
mance TOR is significantly better than BM25 (p<0.01). It is not surprising
that the opinionatedness information and some social information of tweets are
essential for this task. Although the performance results of the BM25 rank-
ing model integrated with Retweetability, PosTag and Fluency respectively
are higher than BM25, they are not significant. The reason may be that just
using these features alone are not enough for improving tweets ranking. Interest-
ingly, we find the Length feature can help finding propagated opinion integrated
with TOR, but the result is decreased combined with the BM25. It shows the
length information is not very effective for finding propagated opinions in Twit-
ter as other review websites [7]. This is because each tweet has to follow the
140-characters limitation, therefore the diversity of length between propagated
opinions and the other tweets is not obvious. We integrate the Textual Qual-
ity features (combine Length, PosTag and Fluency together) into the two
baselines and find the performance is improved more. All these show that our
Retweetability, Opinionatedness and Textual Quality are all effective for
finding propagated opinions in Twitter.

Table 3. BM25 is a baseline. A significantly improvement with � and � (for p < 0.05
and p < 0.01 respectively). BM25+All combines BM25, Retweetability, Opinionated-
ness and Textural Quality features together.

MAP

BM25 0.0997
BM25+Retweetability 0.1077
BM25+Opinionatedness 0.1146
BM25+Length 0.0881
BM25+PosTag 0.1157
BM25+Fluency 0.1046
BM25+Textural Quality 0.1277
BM25+All 0.1317

At last we add all the features based on TOR baseline into a ranking model
(TOR+Retweetability+Textural Quality). Table 4 shows its best result
achieved the MAP value 0.1992. The best result improves MAP by 30.97% over
the TOR method and 99.80% over the BM25 method. All these show our
Best ranking model can not only find the opinionated tweets to a given topic,
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but these tweets are also more likely to be propagated in the future. For example,
the query American Music Awards yields three tweets in our data:

(a) Watch Olnine Free— The 39th Annual American Music Awards (TV 2011):
The39thAnnualAmericanMusicAwards (TV20...http: // t. co/ SxrjVVmx .

(b) We’re so excited for the American Music Awards this weekend.
(c) That awkward moment when the American Music Awards is really the Amer-

ican Minaj Awards.

In our experiment, the BM25 method ranks tweet (a) higher than tweet (b)
and tweet (c), but this tweet is an objective message without opinions. TOR
ranks tweet (b) higher than the other tweets, since it contains the author’s
opinion about the American Music Awards, however it was not propagated. Our
Best ranking model ranks tweet (c) higher and this funny opinion had been
propagated 143 times within six months.

Table 4. TOR is a baseline. A significantly improvement with � and � (for p < 0.05
and p < 0.01 respectively).

MAP

TOR 0.1521
TOR+Retweetability 0.1806�

TOR+Length 0.1580
TOR+PosTag 0.1917�

TOR+Fluency 0.1875�

TOR+Textural Quality 0.1930�

TOR+Retweetability+Textural Quality (Best) 0.1992�

6.4 Opinion Propagation Prediction vs General Message
Propagation Prediction

There are much work which predicts whether a tweet in general will be retweeted
[4,16]. We are interested in the relationship of propagation predictions between
opinions and general message in Twitter. We investigate whether only using the
Retweetability feature is enough to find the propagated opinionated tweets.
Table 5 gives the result that the performance of Retweetability ranking model
is worse than Best ranking model significantly. It shows the task of predicting
whether an opinion will be propagated is different to the related task of pre-
dicting whether a tweet in general will be propagated. Therefore, to the task
in this study, we should consider more information such as the opinionatedness
and textual quality of tweets.

6.5 Comparison with Humans

Finally, using the Best ranking model for finding propagated opinions in Twit-
ter, we turn back to see human experiment in Section 6.1. We use our ranking

http://t.co/SxrjVVmx
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Table 5. Retweetability is a baseline. A significant improvement with � and � (for p
< 0.05 and p < 0.01 respectively).

MAP

Retweetability 0.0936
TOR+Retweetability+Textural Quality (Best) 0.1992�

model to judge which tweets presented are more likely to be propagated opinions.
This model achieved an accuracy of 71%, which is slightly lower than human sub-
jects (average 72%), but not significantly different from either subject at p=0.05.
This result shows that for the task of finding propagated opinion in Twitter our
approach is able to do as well as humans.

7 Conclusion

In this paper we study the task aiming at finding propagated opinions in Twit-
ter. A set of features, including the retweetability, opinionatedness and textural
quality of a tweet, are developed and integrated into learning to rank model for
solving this task. The experimental results show these features are effective for
finding propagated opinions in Twitter. Moreover, our best ranking model inte-
grating all features is significantly better than the start-of-the-art TOR baseline
and a BM25 baseline. Finally, we are encouraged by the performance of our rank-
ing model, which can achieve the human subjects’ ability as well, in identifying
the propagated opinions in Twitter.
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Abstract. Tag cloud has been a popular facility used by social sites for
online resource summarization and navigation. Tag selection, which aims
to select a limited number of representative tags from a large set of tags,
is the core task for creating tag clouds. Diversity of tag selection result
is an important factor that affects user satisfaction. Information cover-
age and item dissimilarity are two major perspectives for exploring the
concept of diversity, while existing tag selection approaches usually con-
sider diversification from single perspective. In this paper, we propose
a new approach for diversifying tag selection result, which takes into
account both information coverage and tag dissimilarity. We design two
sub-objective functions about information coverage and tag dissimilarity,
respectively, and construct an objective function as a convex combination
of the two sub-objective ones. We also give out a greedy algorithm that
can well approximate the objective function. We conduct experiments
on 17 datasets extracted from the website of CiteULike to compare our
approach with existing ones. The experiment results show that our ap-
proach can achieve promising performance of diversification.

Keywords: Tag Cloud, Tag Selection, Result Diversification, Coverage,
Dissimilarity, Submodularity, Greedy Algorithm.

1 Introduction

Tagging has become a common feature of most social sites. In these sites, users
are allowed to annotate information resources (e.g., texts, pictures, and videos)
with free-form tags, and meanwhile they could explore resource space through
tags contributed by all users. Tag cloud is one major facility to help users access
resources through tags and has been applied by many social sites, such as Flickr,
CiteULike, and Delicious. A tag cloud is a visual depiction of a limited set of
tags, which summarizes a group of resources. To create a tag cloud, one key step
is to select representative tags from all the tags associated to resources [1][2][3].
In this paper we concentrate on tag selection problem for tag clouds.

Tag clouds convey information about resources mainly through their selected
tags, and thus to make tag clouds more informative, it is necessary to diversify

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 29–42, 2013.
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tag selection result. Result diversification has been much investigated in multi-
ple domains, and in the related literature it is common to introduce diversity
by constructing result sets that contain dissimilar items, as in [4][5][6][7], or by
constructing result sets that cover different information categories, as in [8][9].
Two perspectives above could be adapted to diversify tag selection result. Ac-
tually tag selection approaches considering tag dissimilarity have been studied
in [1][2]. Besides, since one resource could constitute one information nugget,
tag selection approaches that aim to cover more information nuggets have been
proposed in [2][3]. However, it is more interesting to us whether it is feasible
to combine both of the two perspectives for diversifying tag selection result be-
cause when considering diversification from single perspective, the achieved tag
selection result may be unsatisfactory on the other perspective.

In this paper, we treat tag selection result diversification as an optimization
problem of maximizing a certain objective function subject to cardinality con-
straints. The objective function is defined as the convex combination of two
sub-objective functions: one quantifies information coverage of any set of tags
associated to resources, and the other is tightly related to tag dissimilarity. It is
interesting that our objective function satisfies properties of monotonicity and
submodularity (to be introduced in Sect. 3), and as a result we can use a greedy
algorithm to approximately solve the optimization problem, and the tag set ob-
tained is guaranteed to be not far from the best possible solutions.

To evaluate our approach, we conduct an experimental study based on 17
datasets that are extracted from the website of CiteULike and compare our
approach with existing ones in terms of evaluation metrics about information
coverage and tag dissimilarity. The experiment results demonstrate that our
approach performs well in both information coverage and tag dissimilarity.

The rest of the paper is organized as follows: in Sect. 2, related work is in-
troduced; in Sect. 3, some preliminary notations are introduced; in Sect. 4, our
approach for diversifying tag selection result is presented; in Sect. 5, results of
our experiments are analyzed; and finally in Sect. 6, conclusion is drawn.

2 Related Work

Result diversification has been extensively studied in different domains, such as
web search [8][10][11][12], databases [13][14], text summarization [15][9][16], and
recommendation [7][17]. General issues of result diversification are investigated
in [4][5][18][6].

There are many tag selection approaches for tag clouds currently, and they
consider result diversification more or less:

– The earliest tag selection approach (hereinafter referred to as POP) selects
tags according to their popularity, which are the numbers of resources they
annotate. The result of POP often contains many similar tags and covers
few aspects of resources.

– Hassan-Montero and Herrero-Solana [1] propose a tag selection approach
(hereinafter referred to as USE) that aims to decrease resource overlap among
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different tags. USE selects tags based on the concept of tag usefulness, which
emphasizes the “discrimination value” of tags for those resources that are
annotated with few different tags.

– Venetis et al. [3] propose a tag selection approach (hereinafter referred to as
COV) based on maximum coverage problem in combinatorial optimization.
COV selects one tag each time based on the numbers of resources that are
annotated with the candidate tags and previously uncovered.

– Skoutas and Alrifai [2] propose two tag selection approaches that consider
result diversification explicitly. One approach (hereinafter referred to as
POP+DIS) computes utility score of a tag as the convex combination of
its popularity and its minimum distance from currently selected tags. And
the other one (hereinafter referred to as NOV) computes utility score of a
tag as its “novelty” to currently selected tags. Moreover, NOV obtains the
same selection result as the approach COV when the emphasis on novelty
is maximized. In this paper, we regard NOV and COV as same category of
approaches, which emphasize on improvement of information coverage.

3 Preliminaries

3.1 Social Tagging System

A social tagging system [19][20] is typically modeled as a tripartite hypergraph
G = (V,E) with V = U ∪̇T ∪̇R and E ⊆ U×T×R, where U , T , and R denote user
set, tag set, and resource set, respectively, and an edge (u, t, r) ∈ E represents
that user u annotates resource r with tag t. Further, for each t ∈ T and each
r ∈ R, let

– R(t) = {r ∈ R|∃u(u ∈ U ∧ (u, t, r) ∈ E)},
– T (r) = {t ∈ T |∃u(u ∈ U ∧ (u, t, r) ∈ E)},
– and U(r, t) = {u ∈ U |(u, t, r) ∈ E}.

3.2 Submodularity

Let X be a finite set. A set function F : 2X → R is a submodular function if

F(A ∪ {x})−F(A) ≥ F(B ∪ {x})−F(B),

for every A,B ⊆ X with A ⊆ B and every x ∈ X\B. F(A ∪ {x}) − F(A) is
called marginal returns of x given A. Submodular functions have diminishing
marginal returns.

A set function G : 2X → R is monotone if

G(A) ≤ G(B) for all A,B ⊆ X with A ⊆ B.

It is not hard to prove that monotone submodular functions have the following
two properties:
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Lemma 1. Let X be a finite set and F : 2X → R be a monotone submodular
function and φ : R → R be nondecreasing concave, then the function G : 2X → R,
defined as G(A) = φ(F(A)), is a monotone submodular function.

Lemma 2. Let X be a finite set and α1, α2, . . . , αn be nonnegative numbers and
F1,F2, . . . ,Fn : 2X → R be monotone submodular functions, then the function
G : 2X → R, defined as G(A) =

∑n
i=1 αi · Fi(A), is also a monotone submodular

function.

4 Our Approach

Let G = (U ∪̇T ∪̇R,E) be a social tagging system, and let D : 2T → R be an
objective function measuring “diversity” of subsets of T . Given a positive integer
k, the goal of tag selection result diversification problem is to find a subset S ⊆ T
that:

maximizes D(S) subject to |S| = k. (1)

4.1 Objective Function

Our objective function incorporates both information coverage and tag dissimi-
larity. Since information coverage and tag dissimilarity may compete with each
other, our objective function will be in the following form:

D(S) = λ · H(S) + (1− λ) · L(S), (2)

where 0 ≤ λ ≤ 1 and H : 2T → R is a sub-objective function about information
coverage and L : 2T → R is a sub-objective function about tag dissimilarity.
Next are the concrete construction of the two sub-objective functions.

Coverage Function. In social tagging systems, each resource could be seen as
an information nugget, and thus it is natural to quantify information coverage
of tags in terms of resources they annotate. Further, since different tags may
annotate some same resources, it is intuitive that as a tag set increases, infor-
mation gained from the tag set can be increased, but at a decreasing rate. This
indicates that coverage function should be monotone and submodular. Here, we
define H as follows:

H(S) =

√√√√∣∣∣∣ ⋃
ti∈S

R(ti)

∣∣∣∣ for each S ⊆ T, (3)

where square root function is used to avoid too large value of H when compared
with L.

H has a nice property:

Proposition 1. H is a monotone submodular function.
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Proof. G(S) =
∣∣∣∣ ⋃
ti∈S

R(ti)

∣∣∣∣ is monotone and submodular according to definition.

Besides,
√
x is nondecreasing concave according to definition. Thus H(S) =√

G(S) is a monotone submodular function according to Lemma 1. �


Remark: In practice, the square root function in the definition of H can be
replaced with some other nondecreasing concave functions (e.g., log function) to
obtain similar effect.

Dissimilarity Function. Since the role of tags is to annotate resources, it is
natural to identify a tag with its set of annotated resources. Thus dissimilarity of
each pair of tags depends on the overlap of resources they annotate, and further
the design of dissimilarity functions should aim to reduce resource overlap among
different tags.

There exist several concepts closely related to reduction of resource over-
lap among different tags: the concept of distance is adopted in the approach
POP+DIS [2] and the concept of tag usefulness is introduced in the approach
USE [1]. Considering that tag usefulness expresses more comprehensive informa-
tion about tags, we draw on this concept to design our dissimilarity function.

In [1], the usefulness of a tag t is defined as∑
rj∈R(t)

d(t, rj), (4)

where d(t, rj) =
log(|U(rj , t)|)

|T (rj)|2
:

– log(|U(rj , t)|) measures the representation value of t for rj , and the log
function is used to diminish the effect of high frequency;

– |T (rj)|2 measures the potential discrimination value of t for rj , and the
square function is used to increase the effect of low frequency.

The objective function of USE could be regarded as

M(S) =
∑
ti∈S

∑
rj∈R(ti)

d(ti, rj) =
∑
rj∈R

∑
ti∈S∩T (rj)

d(ti, rj) for each S ⊆ T. (5)

Since according to formula (4) and the definition of d(t, rj), tags could get
high usefulness value from the resources that are annotated with few tags, and
through selecting these tags of high usefulness, USE could decrease resource
overlap of the result set.

Making use of quantity d(t, rj), we define our dissimilarity function L as fol-
lows:

L(S) =
∑
rj∈R

√ ∑
ti∈S∩T (rj)

d(ti, rj)2 for each S ⊆ T. (6)

The difference between function L and function M lies in the square root
function and the square of d(ti, rj):
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– The square root function is significant for L to achieve the effect that the
usefulness returns of a candidate tag (See the usefulness returns of a tag in
Sect. 4.3) depends on currently selected tags.

– The square of d(ti, rj) is used to make L comparable with M since L is the
summation of some square roots.

L also satisfies the property of monotone submodularity:

Proposition 2. L is a monotone submodular function.

Proof. Grj (S) =
∑

ti∈S∩T (rj)

d(ti, rj)
2 is monotone submodular according to the

definition,
√
Grj (S) is monotone submodular according to Lemma 1, and L(S) =∑

rj∈R

√
Grj (S) is a monotone submodular function according to Lemma 2. �


4.2 Greedy Algorithm and Approximation Ratio

The problem (1) (defined at the beginning of Sect. 4) is NP-hard in general.
Here we approximately solve it with a greedy algorithm, i.e., Algorithm 1. The
algorithm starts with empty set and selects the members of result set through k
iterations. In each iteration, the algorithm firstly selects a tag that has maximal
marginal returns given the set of currently selected tags, and then constructs a
new set of selected tags for the next iteration.

Algorithm 1.

Input: T , positive integer k
Output: S ⊆ T , |S| = k
1: S = ∅
2: while |S| < k do
3: t∗ = argmax

t∈T\S
(D(S ∪ {t})−D(S))

4: S = S ∪ {t∗}
5: end while
6: return S

Algorithm 1 has strong theoretical guarantees as follows:

Theorem 1 (Nemhauser, Wolsey, and Fisher(1978)[21]). If D is mono-
tone submodular and D(∅) = 0, then Algorithm 1 is guaranteed to find a set Ŝ
with |Ŝ| = k , such that D(Ŝ) ≥ (1 − 1/e)D(S∗), where S∗ ∈ argmax

|S|=k

D(S).

The objective function of our approach is defined as D(S) = λ · H(S) + (1 −
λ) · L(S), where 0 ≤ λ ≤ 1, and thus D is monotone and submodular according
to Proposition 1, Proposition 2, and Lemma 2. Moreover, D(∅) = 0 accord-
ing to definition. Therefore, our approach obtains the theoretical approximation
guarantees stated in Theorem 1, i.e., the tag selection result generated with Al-
gorithm 1 achieves an objective value that is at least a factor (1− 1/e)(≈ 0.63)
of the optimal score.
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4.3 Analysis of λ-Cases

The performance of our approach completely depends on the two combined parts
in our objective function and Algorithm 1.

When λ = 1, which means our objective function contains only the coverage
function, our approach achieves the same performance as the approach COV be-
cause the objective function of COV is different from H only in the square root
function and the greedy algorithm used in COV is an instance of Algorithm 1.

When λ = 0, whichmeans our objective function contains only the dissimilarity
function, our approach could be more effective than the approach USE in reduc-
ing resource overlap among different tags. In essence, two approaches adopt the
same tag selection procedure as Algorithm 1, but with D replaced with M and L,
respectively. They select the same tag firstly, but in the following iterations, two
approaches select tags based ondifferentusefulness returns of tags. In the approach
USE, the usefulness returns of a tag t given S, is equal to

M(S ∪ {t})−M(S) =
∑

rj∈R(t)

d(t, rj),

and in our approach, the usefulness returns of a tag t given S, is equal to

L(S ∪ {t})− L(S)

=
∑
rj∈R

(√ ∑
ti∈(S∪{t})∩T (rj)

d(ti, rj)2 −
√ ∑

ti∈S∩T (rj)

d(ti, rj)2
)

=
∑

rj∈R(t)

(√ ∑
ti∈S∩T (rj)

d(ti, rj)2 + d(t, rj)2 −
√ ∑

ti∈S∩T (rj)

d(ti, rj)2
)

=
∑

rj∈R(t)

d(t, rj)
2√ ∑

ti∈S∩T (rj)

d(ti, rj)2 + d(t, rj)2 +
√ ∑

ti∈S∩T (rj)

d(ti, rj)2
.

We can see that the usefulness returns of a candidate tag in our approach depends
on currently selected tags while it is not so in the approach USE, which means
our approach considers resource overlap between the candidate tag and tags
currently selected during tag selection while USE cannot. Thus our approach
could be more effective than USE in reducing the degree of resource overlap.

When 0 < λ < 1, both information coverage and tag dissimilarity, which
are given the weights of λ and 1 − λ, respectively, determine the returns of
a tag on D and the selection of each tag in Algorithm 1. For instance, when
λ = 0.5, information coverage and tag dissimilarity are given the same weight
and contribute equally in selection of tags. Generally speaking, when λ range
between 0 and 1, the performance of our approach varies between the two cases
previously discussed.
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5 Experiments

We conduct an experimental evaluation of our approach using 17 datasets that
are extracted from the tagging dataset of the website of CiteULike. We first
describe how we extract the datasets, then present the evaluation metrics we
use, and finally analyze the results of the experiments.

5.1 Data Preparation

The whole tagging dataset of CiteULike consists of 17,481,632 annotations and
each piece of annotation contains a user id, a tag, a resource id, and some other
information. In total, there are 118,027 distinct users, 761,674 distinct tags, and
3,817,796 distinct resources in the dataset.

We first extract the top 35 popular non-noisy tags (e.g., “human”, “animals”,
and “computer”), and we treat each one of the extracted tags as a topic [22].
For each topic, we first extract all the resources that are tagged with it and
then extract all the annotations associated with these resources. Each set of the
extracted annotations is treated as a dataset about the corresponding topic, and
hence we obtain 35 datasets. For each dataset, to make the tags more meaningful,
we delete noisy tags and the tags that annotate less than 6 resources. Further, we
remove datasets that are either too small or too large and finally get 17 datasets
whose numbers of annotations, users, tags, and resources are on the same order
of magnitude.

Table 1 describes some statistics about the 17 datasets. When we treat all the
datasets as a whole, the distribution of tags across the resources related to them
and the datasets they appear in can be described as Fig. 1(a) and Fig. 1(b),
respectively. From Fig. 1, we can see that the majority of tags have a relatively
low resource frequency and dataset frequency. We also observe that those tags
with more abstract levels (e.g., “humans”, “govt”, and “adult”) annotate the
majority of resources and appear in almost all of the datasets.

Table 1. Dataset statistics

Average Maximum Minimum Total

Number of annotations 425,405 762,598 228,463 2,915,759

Number of users 3466 7163 1054 15,079

Number of tags 5880 8678 4277 19,205

Number of resources 17,588 34,125 11,580 128,976

5.2 Evaluation Metrics

Currently, there does not exist a single and unified metric for evaluating the
diversity of tag selection result. In the related literature[1][2][3], several metrics
have been proposed for evaluating tag selection result, such as coverage, overlap,
cohesiveness, and relevance. Among all these metrics, coverage and overlap reflect
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(a) Distribution of tags across resources (b) Distribution of tags across datasets

Fig. 1. Distribution of tags across resources and datasets

information coverage and tag dissimilarity better. In this paper, we use them for
evaluating the diversification of tag selection approaches.

Coverage of a tag selection result S measures the proportion of resources
covered by S and is defined in [2] as

coverage(S) =

∣∣∣ ⋃
ti∈S

R(ti)
∣∣∣

|R| . (7)

According to our viewpoints about the information coverage of tag selection
result, the higher coverage(S) is, the more information nuggets S covers.

Overlap of S measures the degree of redundancy of S and is defined in [1] as

overlap(S) =

∑
ti,tj∈S,ti �=tj

J(R(ti), R(tj))

|S| · (|S| − 1)/2
, (8)

where J(R(ti), R(tj)) =
|R(ti) ∩R(tj)|
|R(ti) ∪R(tj)|

, called Jaccard similarity of R(ti) and

R(tj). According to our viewpoints about the tag dissimilarity of tag selection
result, the lower overlap(S) is, the more dissimilar the tags in S are.

5.3 Evaluation Results

We implement our approach described in Sect. 4 and refer to it as COV+SUSE.
We also implement the existing approaches POP, USE, COV, and POP+DIS
and compare COV+SUSE with them in both metrics of coverage and overlap.

In the implementation and experiments, we set k, the number of tags to
be selected, as 30. For convenience, we refer to COV+SUSE as COV+SUSE-x
when the weighting parameter λ is equal to x (0 ≤ x ≤ 1). Similarly, we refer
to POP+DIS as POP+DIS-x when λ is equal to x (0 ≤ x ≤ 1), where λ is the
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weighting parameter for criterions of popularity and minimum distance in the
utility score of a tag (see [2] for details).

Comparison of COV+SUSE-0 with USE. To evaluate our design of dis-
similarity function, we set λ as 0 for COV+SUSE to observe the case that
our objective function contains only dissimilarity function, and we compare
COV+SUSE-0 with USE in overlap. Table 2 displays the evaluation results of
USE and COV+SUSE-0 for overlap on all the datasets. As shown in Table 2,
COV+SUSE-0 performs better than USE in overlap on all the datasets. Thus it
can be seen that our design of dissimilarity function is more effective.

Table 2. Overlap evaluation of USE and COV+SUSE-0

Approach
Dataset ID

#1 #2 #3 #4 #5 #6 #7 #8 #9

USE 0.0190 0.0285 0.0261 0.0236 0.0277 0.0375 0.0248 0.0186 0.0506

COV+SUSE-0 0.0181 0.0218 0.0104 0.0213 0.0179 0.0132 0.0213 0.0183 0.0221

Approach
Dataset ID

Average
#10 #11 #12 #13 #14 #15 #16 #17

USE 0.0326 0.0271 0.0294 0.0272 0.0271 0.0457 0.0292 0.0229 0.0293

COV+SUSE-0 0.0232 0.0242 0.0250 0.0232 0.0243 0.0162 0.0231 0.0154 0.0199

Comparison of COV+SUSE-0.5 with POP, USE, COV and POP+DIS-
0.5. We set λ as 0.5 for both POP+DIS and COV+SUSE. Table 3 and Ta-
ble 4 display the evaluation results of POP, USE, COV, POP+DIS-0.5, and
COV+SUSE-0.5 for coverage and overlap on all the datasets, respectively.

As shown in Table 3 and Table 4:

– POP performs the worst in overlap on all the datasets. Moreover, POP per-
forms worse than COV and COV+SUSE-0.5 in coverage on all the datasets
and performs worse than POP+DIS-0.5 in coverage on almost all of the
datasets.

– USE outperforms POP in overlap on all the datasets and outperforms COV,
POP+DIS-0.5, and COV+SUSE-0.5 in overlap on almost all of the datasets,
but it achieves poor performance in coverage.

– COV achieves the best performance in coverage on all the datasets, but
it performs worse than COV+SUSE-0.5 in overlap on all the datasets and
performs worse than USE in overlap on almost all of the datasets.

– POP+DIS-0.5 performs worse than USE, COV and COV+SUSE-0.5 in over-
lap on almost all of the datasets. Meanwhile, POP+DIS-0.5 outperforms
POP and USE in coverage on almost all of the datasets, but it achieves
worse coverage than COV and COV+SUSE-0.5.

– COV+SUSE-0.5 is closer to COV than all of the other approaches in coverage
on all the datasets. Moreover, COV+SUSE-0.5 outperforms POP and COV
in overlap on all the datasets and outperforms POP+DIS-0.5 in overlap on
almost all of the datasets.
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Table 3. Coverage evaluation of five approaches

Dataset ID
Approach

POP USE COV POP+DIS-0.5 COV+SUSE-0.5

#1 0.8430 0.6387 0.9140 0.8475 0.8976

#2 0.8716 0.6390 0.9687 0.9089 0.9571

#3 0.9681 0.9423 0.9909 0.9675 0.9832

#4 0.9323 0.7816 0.9807 0.9579 0.9621

#5 0.9165 0.5413 0.9697 0.9208 0.9562

#6 0.9651 0.6457 0.9846 0.9672 0.9754

#7 0.8763 0.4783 0.9619 0.9154 0.9443

#8 0.8525 0.7899 0.9610 0.8891 0.9400

#9 0.9468 0.7488 0.9768 0.9504 0.9757

#10 0.9720 0.9155 0.9881 0.9751 0.9787

#11 0.9375 0.7028 0.9765 0.9454 0.9601

#12 0.9444 0.3201 0.9853 0.9721 0.9764

#13 0.8345 0.5827 0.9324 0.8714 0.9005

#14 0.8091 0.8188 0.9007 0.8494 0.8846

#15 0.9745 0.9865 0.9980 0.9803 0.9947

#16 0.9845 0.8769 0.9955 0.9852 0.9897

#17 0.8372 0.4912 0.9212 0.8592 0.8957

Average 0.9098 0.7000 0.9651 0.9272 0.9513

Table 4. Overlap evaluation of five approaches

Dataset ID
Approach

POP USE COV POP+DIS-0.5 COV+SUSE-0.5

#1 0.1054 0.0190 0.0397 0.0223 0.0299

#2 0.1460 0.0285 0.0347 0.0761 0.0299

#3 0.1547 0.0261 0.0462 0.1060 0.0357

#4 0.1346 0.0236 0.0668 0.0741 0.0375

#5 0.1046 0.0277 0.0381 0.0308 0.0285

#6 0.1499 0.0375 0.0658 0.0941 0.0421

#7 0.0948 0.0248 0.0267 0.0362 0.0266

#8 0.1288 0.0186 0.0376 0.0446 0.0265

#9 0.1060 0.0506 0.0570 0.0346 0.0506

#10 0.1457 0.0326 0.0783 0.0982 0.0430

#11 0.1415 0.0271 0.0570 0.0637 0.0410

#12 0.1380 0.0294 0.0503 0.0705 0.0388

#13 0.1268 0.0272 0.0372 0.0379 0.0265

#14 0.1222 0.0271 0.0499 0.0350 0.0332

#15 0.1443 0.0457 0.0308 0.0813 0.0243

#16 0.1587 0.0292 0.0763 0.1234 0.0472

#17 0.1071 0.0229 0.0427 0.0256 0.0292

Average 0.1299 0.0293 0.0491 0.0620 0.0347
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With respect to coverage, COV performs the best, COV+SUSE-0.5 is close to
COV, and POP and USE performs worse. With respect to overlap, USE and
COV+SUSE-0.5 performs better, and POP+DIS-0.5 and POP performs worse.
We summarize the results of the comparison among the five approaches as Table
5 and from the table, we can see that COV+SUSE-0.5 performs relatively better
in both coverage and overlap.

Table 5. Summary of comparison among five approaches

Metrics POP USE COV POP+DIS-0.5 COV+SUSE-0.5

Coverage bad bad good middle good

Overlap bad good middle bad good

Comparison of COV+SUSE with POP+DIS as λ varies. The perfor-
mance of COV+SUSE and POP+DIS is affected by the values of λ. We let λ
range from 0 to 1 at intervals of 0.05. Fig. 2 displays the coverage and overlap
of COV+SUSE and POP+DIS for increasing λ on the datasets #1 and #2.

As shown in Fig. 2(a), when λ increases from 0 to 1, the coverage of POP+DIS
increases slowly at the beginning and starts to decrease when λ is close to 1;
in contrast, the coverage of COV+SUSE increases quickly to a high level at the
beginning and then gradually reach the maximal value. As shown in Fig. 2(b),
when λ increases from 0 to 1, both the overlap of POP+DIS and the overlap
of COV+SUSE increase from a minimal value to a maximal value overall, and
the overlap of COV+SUSE stays at a lower level throughout. From Fig. 2(a)
and Fig. 2(b) we can see that, compared with POP+DIS, COV+SUSE can
simultaneously achieve better performance in coverage and overlap for most
values of λ. We also can see that the performance of COV+SUSE is less sensitive
to the value of λ, which is favorable to application of this approach in practice.

(a) Coverage for increasing λ (b) Overlap for increasing λ

Fig. 2. Coverage and overlap of COV+SUSE and POP+DIS for increasing λ on the
datasets #1 and #2
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6 Conclusion

We focus on diversifying tag selection result by enhancing both information cov-
erage and tag dissimilarity in this paper. We regard this diversification task as
a bi-criterion optimization problem, in which we design sub-objective functions
about information coverage and tag dissimilarity, respectively. We also approxi-
mately solve the optimization problem with a greedy algorithm, which generates
results that are not far from the best possible solutions. We evaluate the diver-
sification performance of our approach experimentally and the results show that
our approach performs well in terms of both information coverage and tag dis-
similarity.

In the future, we plan to evaluate our approach on more datasets, such as the
datasets from the website of Delicious. We also plan to study more comprehensive
metrics for evaluating the diversity of tag selection result.
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Abstract. Multi-relational networks are ubiquitous in many fields such
as bibliography, twitter, and healthcare. There have been many studies in
the literature targeting at discovering communities from social networks.
However, most of them have focused on single-relational networks. A
hint of methods detected communities from multi-relational networks
by converting them to single-relational networks first. Nevertheless, they
commonly assumed different relations were independent from each other,
which is obviously unreal to real-life cases. In this paper, we attempt
to address this challenge by introducing a novel co-ranking framework,
named MutuRank. It makes full use of the mutual influence between
relations and actors to transform the multi-relational network to the
single-relational network. We then present GMM-NK (Gaussian Mixture
Model with Neighbor Knowledge) based on local consistency principle
to enhance the performance of spectral clustering process in discovering
overlapping communities. Experimental results on both synthetic and
real-world data demonstrate the effectiveness of the proposed method.

Keywords: Social Networks, Community Detection, Multi-relational
Network, MutuRank, Gaussian Mixture Model.

1 Introduction

Community detection has become a fundamental yet difficult task ever since the
network science came into vogue. What is the nature of network communities?
So far, there is no standard answer to this question [23]. In general, actors in
a same community tend to interact with each other more frequently than with
those outside the community. The communities are also called groups, clusters,
cohesive subgroups or modules in different research fields [21].
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Although a large body of research efforts have been devoted to community
detection [4,8,21], most of the existing methods are designed for single-relational
networks. This kind of network is composed of a set of nodes (i.e., objects)
connected by a set of edges (i.e., links) which represent relationships of a single
type. Whereas, in many real-world situations, objects are usually associated
with each other in multiple aspects. For example, in Twitter, users could be
followers/followees of others, could retweet tweets of others, could produce topic
relevant tweets with others and etc. Considering further the relationships among
scholars in DBLP, we could treat co-authorship, citation and venue as distinct
relation types between scholars.

In some literatures [19,20], multi-relational networks (a.k.a. heterogeneous or
multi-mode networks) often contain more than one typed entities. However, the
meaningful communities are still defined on the same typed entities. So, in this
paper, we limit our scope to the multi-relational network containing multiple
typed relations but one typed entities. Especially to deserve to be mentioned,
the multi-relational network considered in this paper is a special case of the
multi-mode network when only one typed entities are considered.

To date, general methods handling a multi-relational network, such as [1,14,20]
and etc., first try to convert it to a single-relational network, and then employ
existing methods for community detection. However, such approaches usually
suppose that multiple typed relations are independent, which is not the case in
real situations. Taking a look at the scholar circle, two researchers may have rele-
vant research interest, co-author several papers, co-operate several projects, and
even publish papers in the same conferences. How can we ignore an intuition that
scholars with similar academic backgrounds are more likely to publish papers in
same venues? How can we neglect the tendency that persons who co-direct a
project are very likely to co-author some literature?

Motivated by that, in this work, we propose a novel co-ranking framework,
MutuRank, to determine the weights of various relation types and objects simul-
taneously. The essential part of this framework lies in that it makes full use of
the mutual influence between those relations and actors, with the aim of deriving
equilibrium/stationary probability distributions as evaluation scores for actors
and relations, respectively. To be specific, the mutual-feedback here means that:
(i) the importance of a relation depends on the probability distribution of actors
and the importance of other relations, i.e., a relation, selected by high-weight ac-
tors with high probabilities, deserves high weight itself; (ii) the importance of an
actor depends on the probability distribution of relations and its neighbors’ im-
portance, i.e., an actor, linked by high-weight actors with strong and high-weight
relations, deserves high-weight. Here, strong relation implies the intense close-
ness of two objects under that relation, and high-weight relation indicates that
the relation type itself is very important. The probability distributions derived
from such mutual-feedback are able to convey the intrinsic status of relations
and objects more accurately.

We then combine the probability distributions of relations linearly to pro-
duce a single-relational network just as some typical literature did. Although
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any of the existing methods can be used to partition the network into crisp
communities, this paper focus on discovering overlapping communities by which
most real networks are characterized [11,22]. For instance, a scientist might be-
long to an academic community as well as some personal life communities (e.g.,
school, hobby, family). In this paper, we propose a novel soft clustering method
named GMM-NK (Gaussian Mixture Model with Neighbor Knowledge), which
originates from this inspiration: the probability of an object belonging to a com-
munity could be derived not only via its own gaussian value, but also from the
probabilities of its near neighbors belonging to the same community. This idea
is also in accordance with the local consistency principle of machine learning in
which very related objects should have similar category attributes.

Finally, we perform experiments on simulated synthetic data as well as real-
world DBLP dataset. Experiments results on both datasets validate the good
performance of our proposed community detection algorithm.

The remainder of this paper is organized as follows. In Section 2, we present
the related work. In Section 3, we introduce MutuRank for identification of
relation distribution. In Section 4, we show how to mine communities using soft
clustering method. Experimental results will be given in Section 5. We finally
conclude this paper in Section 6.

2 Related Work

Multi-relational social network has attracted much attention in the few years.
A great many studies attempted to integrate latent [18] or explicit [14,3,1] het-
erogeneous relations to form a single-relational network. In almost all of these
studies, different relations are considered to be independent from each other.
However, from a case study [16] conducted on a heterogeneous network consist-
ing of about 300,000 game players with six different relations including three
positive and three negative ones, a conclusion was drawn that positive links
were highly reciprocal while negative links were not. It is somewhat consistent
with our motivation that various relations interact with each other. Our Mutu-
Rank is greatly inspired by the MultiRank framework presented in [9]. MultiRank
employed a PageRank-like [10,24] random walk model to co-rank objects and
relations in a multi-relational network. Whereas, MultiRank assumed that the
probability for a node to select a relation is not only independent of the node’s
importance, but also independent of the network structure. This assumption is
not strictly rational, and is remedied by our MutuRank model.

Community detection has been extensively studied [4]. So far, most of the
existing methods can be classified into two main categories, in terms of whether
or not explicit optimization objectives are being used. The methods with explicit
optimization objectives typically consider the global topology of a network, and
aim to optimize a criterion defined over a network partition. Some methods
along this line include the Kernighan-Lin algorithm [7], stochastic block mod-
els [5], modularity optimization [8], and traditional clustering techniques [15]
such as K-means, multi-dimensional scaling (MDS), and spectral clustering. On
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the other hand, the methods without using explicit optimization objectives dis-
cover communities based on predefined assumptions or heuristic rules. For exam-
ple, Clique Percolation Method (CPM) [11] is based on the concept of k -clique,
and a k -clique community is then defined as the union of all “adjacent” k -cliques,
which by definition share k-1 nodes. To sum up, most of the methods using ex-
plicit optimization objectives often lead to crisp partitions, while our GMM-NK
employs the spectral clustering to carry out soft community detection.

It is worthy of mentioning some work having the same target with this paper,
i.e., discovering communities from multi-relational networks. Cai et al. [1] pro-
posed a regression-based algorithm to learn the optimal relation weights, and
then utilized threshold cut as the optimization objective for community detec-
tion. Tang et al. [20] proposed several integration strategies including network
integration, utility integration, feature integration and partition integration for
transforming the multi-relational network to single-relational network. However,
they failed to consider the mutual influence between relations and actors.

3 Identification of Relation Distribution

In this section, we aim to introduce our MutuRank algorithm to identify the re-
lation distribution, and thus show how to transform the multi-relational network
into a single-relational graph.

Let’s begin by introducing some notation conventions. Let N denote the node
set with n elements, and use i or j to represent the index of a random node,
hence, 1 ≤ i, j ≤ n. Let R denote the relation set with totally m relation types
{k|1 ≤ k ≤ m} where k is the relation index. Further, let R be the real field,
and represent the affinity tensor as S = (si,j,k) where si,j,k (si,j,k ∈ R) denotes
the relation strength between nodes i and j under the k-th relation type. In
most cases, relation strength is also treated as a kind of similarity. Additionally,
vectors p = (p1, p2, · · · , pn) and q = (q1, q2, · · · , qm) denote the probability
distributions of nodes and relation types, respectively.

3.1 Co-ranking Nodes and Relations in Multi-relational Network

As mentioned earlier, the rationale of our MutuRank framework is that the
weight of a node is affected not only by its neighbors’ weights, but also by the
strength of various link types which are also endowed with different weights.
The more important neighbors and more strong links with high importance, the
more important a node will be. Accordingly, given a node i, the probability for
information transiting from i’s neighbor j to i is as follows:

Prob1(i|j) =
∑

k qk · si,j,k∑
l

∑
k qk · sl,j,k

, (1)

where qk means the current weight of the k-th relation, and Prob1(·|·) represents
the probability of a node selecting another node, just as the the random walk
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in PageRank. Above equation demonstrates that the transition probability be-
tween two nodes does not keep unchanged, which is different with the traditional
PageRank. It is easy to understand that if the probability distribution of rela-
tions is consistent with the arrangement of link strengthes between two nodes,
this pair of nodes may have relatively higher transition probability.

Furthermore, based on the probability distribution of nodes, the probability
of the node i selecting the k-th relation is adjusted as:

Prob2(k|i) =
qk ·

∑
j si,j,k∑

k qk ·
∑

j si,j,k
, (2)

where Prob2(·|·) represents the probability of a node selecting a relation type.
It is worth mentioning that the MultiRank [9] has a similar objective with us.
However, MultiRank relaxed the joint probability of a node and a relation to be
two mutually independent probabilities, which leads to the probability of a node
selecting a relation has nothing to do with the similarity structure of the whole
network. Let’s illustrate it by a simple example: we assume the k-th relation
has gotten a very high weight in previous iterations, while node i has very low
similarities with all of its neighbors. This situation might probably happen when
almost all of node pairs, except node i and its neighbors, have higher mutual
similarities under relation k. MultiRank still assumed the probabilities of all
nodes selecting relation k in the next iteration to be equal, which is obviously
unfair to the node i. So, we believe that node i should reduce its probability of
selecting relation k based on its true similarities to its neighbors.

Let p∗ = (p∗1, p
∗
2, · · · , p∗n) and q∗ = (q∗1 , q

∗
2 , · · · , q∗m) be the prior distributions

of nodes and relations, respectively. To conclude, we have following iterative
equations for computing the ranking scores of nodes and relations simultane-
ously:

pt+1
i =

∑
j

ptj · Probt1(i|j) + α · p∗i (1 ≤ i ≤ n), (3)

qt+1
k =

∑
i

pti · Probt2(k|i) + β · q∗k (1 ≤ k ≤ m), (4)

where t is the times of iteration, and α, β are two parameters to balance the
knowledge coming from network structure and the prior knowledge.

3.2 Theoretical Analysis

In this section, we prove the existence and uniqueness of stationary probability
distributions p and q so that they can be used to co-rank the nodes and relation
types effectively.

First, we show why our iterative algorithm in Eqs.(3) and (4) will converge.
Let Ωn = {p = (p1, p2, · · · , pn) ∈ Rn|pi ≥ 0, 1 ≤ i ≤ n,

∑n
i=1 pi = 1} and

Ωm = {q = (q1, q2, · · · , qm) ∈ Rm|qk ≥ 0, 1 ≤ k ≤ m,
∑m

k=1 qk = 1}. We also
set Ω = {[p,q] ∈ Rn+m|p ∈ Ωn,q ∈ Ωm}. We notice that Ωn, Ωm and Ω are
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closed convex sets. We call p and q to be positive if all their entries are greater
than 0. For convenience, we represent Eqs.(3) and (4) as following simpler form:

pt+1 = f1(p
t,qt), (5)

qt+1 = f2(p
t,qt). (6)

We then have the following theorem:

Theorem 1. Foranypt ∈ Ωn andq
t ∈ Ωm, then f1(p

t,qt) ∈ Ωn andf2(p
t,qt) ∈

Ωm

Proof. With Eq. (3), it is easy to prove that if pt, qt and p∗ are probability
distributions, pt+1 is also a probability distribution. Similarly, if pt, qt and q∗

are probability distributions, qt+1 is also a probability distribution according to
Eq. (4). �

On the basis of Theorem 1, we next attempt to show the existence of positive
solution for MutuRank. But before that, it is necessary for us to know the
connectivity among the objects and the relations within that multi-relational
network. We first give a definition:

Definition 1 (Irreducibility). S = (si,j,k) is called irreducible if si,j,k (n-by-n
matrices) for fixed k (1 ≤ k ≤ m) are irreducible.

Here, S’s irreducibility suggests that two objects can be connected via some
relations. Irreducibility is a reasonable assumption that we will use in following
discussion. It was also adopted by literature [10] in the PageRank matrix for cal-
culating PageRank values. Further, such an assumption contributes to following
conclusion:

Theorem 2. If S = (si,j,k) is irreducible, then there exist p̄ ∈ Ωn and q̄ ∈ Ωm

s.t., p̄ = f1(p̄, q̄) and q̄ = f2(p̄, q̄), and p̄ > 0, q̄ > 0.

Proof. This problem can be addressed as a fixed point problem. Suppose a
mapping F : Ω → Ω as follows:

F ([p,q]) = [f1(p,q), f2(p,q)]. (7)

It is clear that F (·) is well-defined (i.e., when [p,q] ∈ Ω, F ([p,q]) ∈ Ω) and
continuous. According to the Brouwer Fixed Point Theorem, there exists [p̄, q̄] ∈
Ω such that F ([p̄, q̄]) = [p̄, q̄], i.e., f1(p̄, q̄) = p̄ and f2(p̄, q̄) = q̄. �

Now, we will have a deep discussion that both p̄ and q̄ are positive. Let us
re-write the Eq. (4) as:

qt+1
k = qtk ·

∑
i

pti ·
∑

j si,j,k∑
k q

t
k ·
∑

j si,j,k
+ β · q∗. (8)
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If qTk = 0 (i.e., after the T−th iteration, the importance of the k-th relation type
becomes 0), then,

∑
j si,j,k = 0. Note that

∑
j si,j,k means the sum of the simi-

larities between node i and all its neighbors. Apparently,
∑

j si,j,k = 0 indicates
that node i is an isolated node under the k-th relation, which is in contradiction
with the irreducibility of S. Similarly, given the Equation (3), if pTi = 0, we can
easily find that the resulting situation also violates the irreducibility of S. Due
to the space limit, we do not provide any detailed analysis.

Finally, we give the conditions under which our algorithm will converge to a
unique solution. Literature [6] has guaranteed the uniqueness of the fixed point
in the Brouwer Fixed Point Theorem with following prerequisites: (i) for each
point in the domain boundary of the mapping, it is not a fixed point; (ii) 1 is not
an eigenvalue of the Jacobian matrix of the mapping. As for the first condition,
we have shown, in Theorem 2, that all the fixed points of F (·) are positive when
S is irreducible, i.e., they do not lie on the boundary ∂Ω of Ω. As regards the
second condition, we have following conclusion:

Theorem 3. If 1 is not the eigenvalue of the Jacobian matrix of mapping F for
all [p,q] ∈ Ω/∂Ω, the probability distributions in Theorem 2 are unique.

Note that Theorem 3 presents only a condition for the solution’s uniqueness. How
to prove or guarantee 1 is not the eigenvalue of a function’s Jacobian matrix re-
mains an open problem. Nevertheless, it does not affectMutuRank ’s convergence
and real-world application.

Up to now, we have elaborated how to calculate the relation distribution
via our MutuRank algorithm. Based on the results of this step, we keep nodes
unchanged and merge those pairwise relations linearly to construct a single-
relational graph. Next, we utilize spectral clustering to perform community de-
tection on our graph data.

4 Community Detection in Single-Relational Network

In this part, we exploit the widely-used spectral clustering framework to con-
duct clustering in single-relational graph. The rationale of spectral clustering is
as follows: first represents graph nodes with vectors by means of some matrix
operations over the graph’s affinity matrix, then calls certain basic clustering
algorithm, such as K-means or GMM (Gaussian Mixture Model), to do cluster-
ing. GMM should be more suitable than K-means in clustering objects in social
network because most entities are unlikely interested in only one community.

In many real-world social networks, actors tend to exert influence to their
friends. For instance, in a scientific coauthorship network, if most of a researcher’s
friends have much interest in data mining, it is reasonable to infer the researcher
himself/herself is very likely interested in data mining too. When it turns to ap-
plying GMM to cluster objects in social networks, we believe that the probability
of an object belonging to a community is decided not only by the value of Gaus-
sian function of the object itself, but also according to the probabilities of the
object’s neighbors belonging to that community. Indeed, some literatures [12,13]
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aimed to assign a node with the label that most of its neighbors have, so that a
consensus on a label will finally form a community. Hence, we attempt to modify
the traditional GMM algorithm to be a novel model named GMM-NK(Gaussian
Mixture Model with Neighbor Knowledge).

Similar with GMM, GMM-NK is also a linear superposition of Gaussian com-
ponents for the purpose of providing a richer class of density models than the sin-
gle Gaussian. Clustering based on GMM-NK is probabilistic in nature and aims
at maximizing the likelihood function with regard to the parameters (comprising
the means and covariances of the components and the mixing coefficients).

Consider n data points X = {x1, x2, · · · , xn} in d-dimensional space, the
probability density of xi can be defined as follows:

p(xi|π, μ,Σ) =

c∑
z=1

πz ·N∗(xi;μz, Σz), (9)

where c is the component number, πz is the prior probability of the z-th Gaussian
component. N∗(xi;μz, Σz) is defined as:

N∗(xi;μz, Σz) = γ ·N(xi;μz, Σz) + (1− γ) ·
∑
j:j �=i

si,j ·N(xj ;μz, Σz), (10)

where 0 < γ ≤ 1 is a parameter for controlling the impacts from neighbors,
and si,j is the similarity between node xi and xj . γ = 1 means that we do not
consider the influence of neighbors and this algorithm reduces to the original
GMM. Let N(xi;μz, Σz) denote the standard Gaussian function, i.e.,

N(xi;μz, Σz) =
exp{− 1

2 (xi − μz)
T
∑−1

z (xi − μz)}
((2π)d|Σz|)

1
2

. (11)

Similar with the basic GMM, the log of the likelihood function is then given
by:

lnP (X|π, μ,Σ) = ln

n∏
i=1

P (xi|π, μ,Σ) = ln

n∏
i=1

c∑
z=1

πz ·N∗(xi;μz, Σz)

=

n∑
i=1

ln{
c∑

z=1

πz ·N∗(xi;μz, Σz)}.
(12)

An elegant and powerful method for finding maximum likelihood solutions for
models with latent variables is Expectation Maximization algorithm (EM). EM
is an iterative algorithm in which each iteration contains an E-step and a M-step.
In the E-step, we compute the probability of the z-th Gaussian component given
the data point xi using the current parameter values:

p(z|xi, π, μ,Σ) =
πz ·N∗(xi;μz, Σz)∑c
j=1 πj ·N∗(xi;μj , Σj)

. (13)
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In the M-step, we re-estimate the parameters using the current responsibili-
ties, as follows:

μnew
z =

1

nz

n∑
i=1

xi · p(z|xi, π, μ,Σ), (14)

Σnew
z =

1

nz

n∑
i=1

p(z|xi, π, μ,Σ)(xi − μnew
z )(xi − μnew

z )T , (15)

πnew
z =

nz

n
, (16)

where nz =
∑n

i=1 p(z|xi, π, μ,Σ). The EM algorithm runs iteratively until the
log likelihood reaches (approximate) convergence. In experiments, we simply run
GMM-NK until the increment of log likelihood is less than 10−7 and pick the one
with largest log likelihood as the best estimate of the underlying communities.
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Fig. 1. The four relation networks on the synthetic dataset

5 Experimental Validation

In this section, we demonstrate the effectiveness of our MutuRank and GMM-
NK algorithms for community detection in multi-relational social networks. For
the sake of simplicity, α = β = 0.5 in Eqs.(3) and (4), and γ = 0.65 in Eq.(10)
are the default settings in these experiments.
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5.1 Experiments on Synthetic Dataset

Generally, real-world corpus does not provide the ground truth information
about the membership of component objects. So, we start with a synthetic
dataset to illustrate some good properties of our framework. This dataset is
generated by a synthetic data simulator coded in MATLAB [20]. The synthetic
network contains 350 nodes which roughly form 3 communities containing 50,
100, 200 nodes, respectively. Furthermore, 4 different relations are constructed
to look at the clustering structure in different angles, as shown in Fig. 1.

Since a priori community memberships (a.k.a. ground truth) is known, we
then adopt commonly used normalized mutual information (NMI) [2] as the
evaluation measure. Let L and G denote the label vector obtained by community
detection methods and the ground truth. NMI is defined as:

NMI(L;G) =
I(L;G)√
H(L)H(G)

, (17)

where I(L;G) is the mutual information of two variables.
Apart from our proposed GMM-NK, basic GMM and K-means algorithms

are both implemented as baselines. Fig. 2 shows the overall comparison on the
synthetic dataset.
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Fig. 2. Performance comparison on the synthetic dataset

Note that aggregated bars on R1 to R4 correspond to the results on 4 differ-
ent relations, and “Integrated Network” corresponds to the results on the single
relation network obtained by our MutuRank. As can be seen, NMI on the inte-
grated network outperforms any of single relations, regardless of community de-
tection algorithms. That implies thatMutuRank can incorporate multi-relations
to form a good quality single-relation network, in which community structures
emerge more clearly than that on any original single-relation graphs. Further-
more, we observe that our GMM-NK indeed shows better performance than
both GMM and K-means, and combining MutuRank with GMM-NK achieves
perfect clustering, i.e., NMI ≈ 1 on integrated network of GMM-NK.
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5.2 Experiments on DBLP Dataset

We now proceed to provide experimental results on the real-world dataset, i.e.,
the DBLP dataset. We first discuss data collection and graph construction, and
then report and analyze experimental findings.

Data Collection. According to the rankings of authoritative conferences in
computer science1, we crawled publication information of both “Top Tier” and
“Second Tier” conferences of 13 different fields from the DBLP web site. Table 1
shows the legends of these 13 different fields. Note that all publication periods are
from 2000 to 2010. In total, the extracted DBLP dataset contains 97 conferences,
185,490 researchers and 105,264 publications.

Table 1. The Legends of 13 Fields

Categories Explanations Categories Explanations

DB Databases DP Distributed and Parallel Com-
puting

DM Data Mining GV Graphics, Vision and HCI
AI Artificial Intelligence MM Multimedia
NL Natural Language Processing NC Networks, Communications and

Performance
ED Computer Education SE Security and Privacy
IR Information Retrieval OS Operating Systems/Simulations
W3 Web and Information Systems

Graph Construction. We treat researchers as nodes in network, and treat
fields as distinct relation types. Then, for each relation k (1 ≤ k ≤ 13), we
construct a relation-graph Gk where the link strength of two researchers i and j
is calculated according to their publications in that field. More exactly, suppose
the numbers of their publications in relation k are pi,k and pj,k, respectively.
Then their relevance can be determined by Eq. 18.

si,j,k = e
−(

2(pi,k−pj,k)

pi,k+pj,k
)2

. (18)

Baselines. In whole, as for relation distribution, we have three choices, i.e.,
(1) Uniform: setting to uniform distribution; or (2) MultiRank : using the Mul-
tiRank [9] algorithm; or (3) MutuRank : using our MutuRank algorithm. With
respect to spectral clustering, it could be implemented on the basis of K-means,
GMM, or our GMM-NK. Hence, we combine these choices to obtain 9 baselines
for experimental comparison.

Experiment Results. First, we give the relation distribution derived from
MutuRank algorithm, as shown in Fig. 3. Relation types “AI” and “DB” en-
joy apparent dominance, while “ED” is the most unimportant one. It results
from the tendency that researchers in “AI” and “DB” areas not only have huge

1 http://webdocs.cs.ualberta.ca/~zaiane/htmldocs/ConfRanking.html

http://webdocs.cs.ualberta.ca/~zaiane/htmldocs/ConfRanking.html
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Fig. 3. The stationary relation distribution

Table 2. Performance Comparison on DBLP Dataset

NMI K -means GMM GMM-NK

Uniform 0.618 0.622 0.687
MultiRank 0.757 0.762 0.776
MutuRank 0.824 0.871 0.913

amount, but also own rich publications. Contrarily, “ED” and “SE” only attract
a few scholars to dedicate. Understandably, the more the high-weight edges in a
dimension, the more important the relation type.

Second, we investigate the overall performance of afore-mentioned 9 base-
lines on DBLP dataset. Though K-means generates crisp communities, two soft
clustering methods GMM and GMM-NK output the probabilities that every
researcher belonging to all communities. It is straightforward to assign the com-
munity label to each researcher by choosing the highest probability. To facilitate
the evaluation, we need to assign the ground-truth label to each researcher,
and thus we select the field in which the researcher has the most publications
as his/her ground-truth label. Table 2 demonstrates the comparison results in
terms of NMI. Above statistics suggest the apparent regularity of performance
trends. On the whole, once the clustering method is fixed, NMI increases with
the algorithms deriving relation distribution, according to order “Uniform→
MultiRank→MutuRank”. The similar phenomenon also happens to the order
“K-means→GMM→GMM-NK”, when the algorithm of computing relation dis-
tribution is fixed. The results shown in Table 2 are sufficient to validate the
effectiveness of both our MutuRank in capturing relation distribution, and our
GMM-NK on community detection.

Last but not the least, we look inside the membership probabilities calcu-
lated by GMM-NK. We sampled five famous scholars and showed their mem-
bership probabilities of 13 fields, as shown in Fig. 4. Note that the probability
values below 0.001 are set to 0. These results well matched the “Research In-
terest” of these five scholars given by AMiner (http://arnetminer.org) [17].
For instance, Jiawei Han has always been very active on “DB” and “DM”, and
Chengxiang Zhai concentrates on the “IR” field.

http://arnetminer.org
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6 Conclusions

In this paper, we addressed the issue of community detection in multi-relational
network. Similar with some literature, we also attempted to first convert the
original multi-relational network into a single-relational graph which has been
studied more extensively. In this phase, the proposed MutuRank model enabled
us to acquire relation distribution with the consideration of interdependency
between relations and objects. Subsequently, we utilized spectral clustering on
the basis of a novel GMM-NK algorithm to detect communities in the single-
relational graph. Experimental results on both synthetic and real-world data
demonstrate the effectiveness of the proposed method.
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Abstract. Communities’ identification in topic-focused social media users in-
teraction networks can offer improved understanding of different opinions and
interest expressed on a topic. In this paper we present a community detection
approach for user interaction networks which exploits both their structural prop-
erties and intensity patterns. The proposed approach builds on existing graph clus-
tering methods that identify both communities of nodes, as well as outliers. The
importance of incorporating interactions’ intensity in the community detection al-
gorithm is initially investigated by a benchmarking process on synthetic graphs.
By applying the proposed approach on a topic-focused dataset of Twitter users’
interactions, we reveal communities with different features which are further an-
alyzed to reveal and summarize the given topic’s impact on social media users.

Keywords: community detection, user weighted interaction networks.

1 Introduction

Events and topics emerging in the real world and social networks influence one another
mutually due to social media users activities which have radically changed information
dissemination and people’s opinions communication. In social media frameworks, such
as in microblogs, event-relevant information (in the form of news broadcasts or opin-
ion snapshots) is directly propagated to the users’ followers but it can be discovered
by other users as well (by public posts). User interaction networks capture users’ as-
sociations derived from their activities in social media such as: commenting on others’
posts, replying to comments, referencing other users, etc. Variation in users’ interaction
frequency or intensity can be captured by the assignment of different strengths to the
networks’ associations, thus resulting in weighted networks. Earlier research has indi-
cated that several types of user interaction networks (such as coauthorship networks
[15], communication networks [12], friendship networks [21]) exhibit a structure of
non random nature and organize around communities. Communities can be generally
defined as groups of users that are ”closely-knit”, in the sense that a group’s intercon-
nections are more dense compared to connections with the rest of the network.

Here we study user communities in social media users interaction networks as formed
around a given theme/topic related to a real-world event. Our focus is on revealing the
types of communities generated with respect to certain events by analyzing them in the
dimensions of size, topic diversity and time span. This work builds on the idea that user
interaction strengths are crucial in communities formation and that the detection and
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qualitative characterization of communities can lead to a better understanding of the
impact of real world events on society. To achieve this, both inherent structural mea-
sures and emergent features are needed. These structural properties and measures are
here related to the well-known community detection algorithm SCAN [22], due to its
scalability and its capability to detect hubs and outliers, adapted for weighted networks.

In summary this work’s main contributions are as next:
– adapts a weighted similarity measure which encompasses both the structural prop-

erties and the weighted connectivity patterns existing in the locality of nodes. This
measure extends structural similarity and brings closer nodes that not only share
common neighbors, but are also connected to them with matching intensities.

– deals with inherent limitations in local structural / density-based community detec-
tion algorithms which characterize SCAN driven approaches. The proposed method
reveals communities in weighted networks based on weighted structure connected
order of traversal [4] and an approximate peak detection approach inspired by [18].

– introduces a community meta-analysis approach that highlights the usefulness of
communities’ detection on user interaction networks to reveal and summarize real
world events’ impact. Our Twitter case study validates the proposed methodology.

2 Related Work

Community detection has been applied to user interaction networks such as e.g. to
the Enron e-mail exchange dataset [19] and coauthorhips networks [15], however few
works have tackled community detection in social media users’ interaction networks
[9,12]. In social media’s context, community detection has been mainly applied to
friendship networks generated by the declared users’ affiliations [8], resulting in easily-
interpreted groups of users. Thus, interaction networks may be of more complex nature
with their derived communities’ interpretations being non-obvious since interactions
within their members may indicate that they are both aware of each other in the web
world, while also interested in common topics. Important aspects of community detec-
tion in social media are covered in [17] where the need to detect meaningful commu-
nities of nodes as well as identify hub and outlier nodes is highlighted. This require-
ment is addressed in SCAN [22], a community detection algorithm which builds on
the density-based clustering algorithm DBSCAN [6]. While DBSCAN has been widely
used for clustering spatial points based on their density distribution, SCAN operates on
graphs based on a structural similarity measure. The main limitation of DBSCAN and
SCAN is their sensitiveity to the selection of an initial similarity threshold parameter,
whose fine-tuning requires repeated algorithm executions for several parameter values.
An approach to alleviate this limitation in SCAN was given in [20] with the clustering
quality modularity criterion [14] being used to find the optimal parameter’s value.

Alternative efforts to address the problem of DBSCAN and SCAN parameter pro-
duced the so called reachability plots [1,4], which represent the algorithms’ multiple
clustering outcomes for every possible parameters’ combination. A technique proposed
in [18] operates on reachability plots produced by DBSCAN to automatically deter-
mine significant clusters. Up to now SCAN’s applicability to weighted networks has
only been addressed in [20] where a structural similarity measure for weighted net-
works is proposed, but no explicit experimental results are offered for such networks.
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Thus, all previous efforts were tested on limited (unweighted) synthetic or closed-world
networks. Closed-world networks are limited within the scope of a certain ”commu-
nity” (e.g. the Enron email network with internal company email exchanges), when on
the contrary, social media users’ interactions are of an open nature since they gener-
ate networks ”connecting” people of different disciplines and wider scope. Topic- and
event-specific networks can be derived from broader social media generated networks
by keeping as edges only interactions relevant to the given topic/event. Users, in princi-
ple, interact with different intensities, the level of which can be inferred by the interac-
tions’ frequency, duration, etc. Although weighted networks are a natural representation
of such interactions’ intensities, many community detection approaches for real world
datasets, operate on unweighted networks after preserving either all relationships, or
only those whose intensity is above a cut-off threshold. Here, we examine whether
SCAN approaches, which generally have desirable traits for application to user inter-
action networks, can successfully uncover the underlying community structure in real
world networks, or they need to be adapted to leverage the interactions’ intensity. SCAN
and the proposed adaptation for weighted networks WSCAN (i.e. WeightedSCAN) are
evaluated on a series of synthetic networks. The combination of both approaches’ ex-
perimental results with the corresponding intrinsic network properties (the global clus-
tering and weighted clustering coefficients [16]) leads to an empirical criterion for the
selection of SCAN or WSCAN for the network at hand. WSCAN’s limitation of param-
eter selection is also addressed by an automatic approach, AutoWSCAN, which detects
communities from nodes’ weighted structure connected order of traversal, inspired by
[18], and is validated in synthetic and real-world event-centric networks.

3 Proposed Methodology

To generate users’ interaction networks given an event-related topic T , we first aggre-
gate for a given period of time ΔT user activity data from selected social media applica-
tions, then extract the observed interactions Intt, and connect users who have interacted
at least once. An edge connecting nodes u and v is weighted by wu,v =

∑
t∈ΔT Intt(u,w) .

To detect communities in user networks embedding interaction strengths, here we adapt
existing SCAN-based algorithms, and propose the use of WSCAN and AutoWSCAN.

3.1 Getting from SCAN to WSCAN

SCAN [22] discovers cohesive network subclusters based on parameters μ and ε, which
control the minimum community’s size and the minimum structural similarity between
two community’s nodes, respectively. Generally, a larger μ value leads to fewer and
larger communities, while a larger ε value to tighter communities and more outliers. Us-
ing structural similarity as a clustering criterion, nodes with several common neighbors
are placed in the same (μ, ε)-core community. To adapt SCAN for weighted interaction
networks we propose weighted structure reachability for (μ, ε)-cores’ detection.

Definition 1. Given a weighted undirected network (G,w), where G = {V, E} and w :
E → R, the weighted structural similarity wS S im of two nodes, u and v, is defined as:
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wS S im(u, v) =

∑
k∈Γ(u)∩Γ(v) wu,k · wv,k√∑

k∈Γ(u) w2
u,k

√∑
k∈Γ(v) w2

v,k

. (1)

where Γ(v) is the neighborhood of node v: Γ(v) = {k ∈ V |(v, k) ∈ E} ∪ {v}, wu,v ∈
[0, 1)|u � v; wu,v = 1|u = v .

Definition 2. The ε-neighborhood of a given node u is the subset of its neighborhood
containing only nodes that are at least ε-similar with u:

Nε (u) = {v ∈ Γ(u)|wS S im(u, v) ≥ ε} . (2)

Definition 3. A vertex v is called a (μ, ε)-core if its ε-neighborhood contains at least μ
vertices: COREμ,ε(v)⇔ |Nε (v)| ≥ μ .

Additional nodes are attached to (μ, ε)-cores based on structural connectivity. A node
u is structure-reachable from a core node v if u can be reached from v through a chain
of nodes each belonging to the ε-neighborhood of the previous one. Nodes u and v are
structure-connected if they are reachable from the same core node k. A community is
then defined as a set of structure-connected nodes that is maximal in terms of structure
reachability. Nodes not assigned to any communities, are characterized as either outliers
or hubs depending on whether they are linked to a single or multiple communities,
respectively. For the calculation of wSSim it is important to ensure that all weights are
< 1, since a weight of 1 is used as each node’s self-similarity in the definition of wSSim.
To achieve this, we scale all interactions’ weights before community detection.

3.2 AutoWSCAN

Our experiments with WSCAN showed its high sensitivity to parameter ε. Finding an
ε value that leads to a balanced community structure regarding outliers’ number, coher-
ence, and communities’ separation is, though, tedious. A heuristic approach is proposed
in [22] for selecting the ε value based on the ”knee-point hypothesis” for the μ-nearest
neighbor similarity plot. Thus, our application of this approach to real-world networks
with both the ”unweighted” and weighted structural similarity, did not reveal clear knee-
points at such plots. We rather adopt the structure connected order of traversal which
represents all structure-connected community sets detected in a network for all possible
ε values [4]. To this end, nodes are re-ordered by structure-connected order of traversal
based on weighted core reachability and weighted reachability similarity, defined next.

Definition 4. Given a network (G,w), the weighted core reachability wCS im of node
u is defined as:

wCS im(u) =

{
wS S im(u, μNN(u)), i f |Γ(u)| ≥ μ

UNDEFINED, else
, (3)

where μNN(u) is the μ-nearest neighbor of node u.

Definition 5. Given a network (G,w), the weighted reachability similarity wRS im of
node v from node u is defined as:
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wRS im(v, u) =

{
max (wCS im(u),wS S im(u, v)) , i f |Γ(u)| ≥ μ

UNDEFINED, else
. (4)

Weighted core reachability is calculated for each node, standing for the minimum ε
value that would allow this node to become a core (Alg. 1). Then, each possible core
node u (|Γ(u)| ≥ μ ) is ”visited”, a process that involves finding the node’s neighbors,
calculating their weighted reachability similarity from the current core, and inserting
them at a priority queue based on the wRS im value (or reordering the queue if they have
already been inserted). At each iteration, the node with the highest wRS im value from
any previously visited node is extracted from the queue to ensure that regions of higher
weighted structural similarity are spanned before surrounding areas of lower similarity
[4]. The node visiting order represents the weighted structure connected order of traver-
sal. For a connected network, the algorithm will never return to its first loop, thus, since
thematic social media users’ interaction networks are often disconnected, this is proba-
ble. Our approach is to generate partial nodes’ sequences based on structure-connected
order of traversal for each disconnected component and detect communities in them.
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Fig. 1. Weighted reachability plot for Benchmark 2 with μw = 0.1

The weighted structure-connected order of traversal can be depicted via a reachabil-
ity plot, which illustrates, in the corresponding order, the maximum weighted reacha-
bility value of each node from its previously visited nodes (referred to as maxWRS im).
Such a reachability plot is depicted in Fig. 1, where we can observe areas in which the
maxWRS im values steadily rise and then fall at a local minimum to rise again after a
while. Such ”hills” represent different communities, whereas areas of low maxWRS im
values are outliers. Such communities can be revealed by ’slicing’ the plot horizontally
at a selected global similarity threshold, and isolating the regions that lay above it.

Definition 6. Given a sequence of nodes {n1, n2..., n|V |} ordered based on weighted
structure-connected order of traversal, a community is defined with respect to εthres

as a subsequence of nodes {na−1, na, ..., nb} where 1 < a − 1 < b ≤ |V |, iff ∀i ∈
[a, b],maxWRS im(ni) ≥ εthres and [a,b] is maximal.
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Since in real world networks communities are usually of different cohesion and strength,
a global εthres will fail to identify communities of different similarity-range scales. Thus,
to detect communities at different (local) ε values, we apply AutoWSCAN, an algo-
rithm inspired by [18]. AutoWSCAN (Alg. 2) detects communities as contiguous areas
between two local minima, satisfying some desired properties that reflect the way a per-
son would identify communities by observing a reachability plot. AutoWSCAN gets a
weighted reachability plot and first identifies local minima points, ensuring that they
have the lowest value in a subregion centered on them and spanning 2 · μ points. Then,
it puts them in a priority queue by increasing value, and iteratively removes the first
point from the queue and uses it to split the input sequence of nodes in two subregions.
A split point is considered valid only if the generated subregions differ noticeably in
their maxWRS im values compared to the split’s value. Thus, we check that the max-
imum value in each region is ”significantly” larger than the split point’s maxWRS im
(with use of a minRatio � 0.7). AutoWSCAN is recursively called for each subregion
whose size is larger than μ (active), and the same process is applied for the subregion
based on the minima points within its span. If there are no more (valid) minima points
or both subregions are inactive, then the current region is a community.

3.3 Benchmarking Framework

Our initial hypothesis that WSCAN and AutoWSCAN are more suited for real world
user interaction networks compared to SCAN needs to be experimentally validated.
Since, to our knowledge, there exist no real world weighted networks with ground truth
communities, we utilize synthetic networks with planted partitioning of nodes in com-
munities for the algorithm’s evaluation. In specific, we use the well-known LFR bench-
mark graphs [10] since they support weights and possess some important real world
networks’ features (node degree and community size heterogeneous distributions). Our
benchmarking involves the application of WSCAN and SCAN on a series of LFR
graphs generated with different parameters for several linearly increasing values of the
parameter ε, while maintaining the same value for parameter μ. The accuracy of each
run is evaluated by the well known Normalized Mutual Information (NMI) score [5],
which quantifies the closeness between the identified communities and the ground-truth
communities in a scale of 0 to 1 (1 denotes identical assignment of nodes to commu-
nities). For each graph we record the best NMI score achieved and the corresponding ε
value. To assess the performance of AutoWSCAN, we apply it on the same graphs, and
also compare it with a modified implementation for unweighted graphs, AutoSCAN.
The latter follows exactly the same process as AutoWCAN with the exception that is
uses the classic (unweighted) measures of core reachability and reachability similarity.

SCAN-based approaches might characterize some nodes as outliers or hubs and not
assign them to a community, as opposed to the LFR graphs which consider that each
node belongs to at least one community. Since we are not aware of any weighted bench-
mark network with known community structure embedding also outliers and hubs, we
adopt the LFR benchmark graphs and follow a workaround to extract NMI scores. Thus,
upon the algorithms’ execution, we assign i) outliers to the community with which they
have at least one connection, and ii) hubs to the community towards which they are
most strongly connected based on the (weighted) structural similarity or (weighted)
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Algorithm 1. WeightedSCOT
Input: G = (V, E,w), μ
Output: A sequence of nodes in structure-connected order of traversal.

foreach node v ∈ V do
if v not visited then

Cl=AutoS CAN (orderedList)
Communities.append (cl)
orderedList =null

enqueueNeighbors (v)
if v is core then

while visitQueue in not empty do
currNode = visitQueue.getNode ()
visitNodes.add (curNode)
enqueueNeighbors (curNode)

Function enqueueNeighbors (v)
v.visited = true
orderedList.append (v)
cs = computeWCoreS im (v)
if v is core then

foreach vN in v.neighbors do
if visitedNodes not contains vN then

ss = getWS tructuralS im (v, vN)
newWRSim = min (cs, ss)
if vN.wReachSim is null then

vN.wReachSim = newWRSim
visitQueue.update (vN, newWRS im)

elif newWRSim > vN.wReachSim then
vN.wReachSim = newWRSim
visitQueue.setPriority (vN, newWRS im)

EndFunction

reachability score for (W)SCAN and Auto(W)SCAN, respectively. This evaluation ap-
proach, although not optimal, reflects as accurately as possible how closely the given
algorithm approximates ground-truth communities.

After obtaining the NMI scores for all approaches, we seek to reason their compara-
tive performance by examining the benchmark graphs’ structural properties. To this end,
we employ two metrics: the global clustering coefficient and weighted clustering coef-
ficient. The global clustering coefficient, CC, expresses the density of triplets of nodes
in a network, where a triplet comprises three nodes connected by two (open triplet) or
three edges (closed triplet). It is defined as 3 times the number of closed triplets (for
each pair of the triangle’s edges) over the total number of triplets at the network, and
its value ranges from 1 for a fully connected network to 0 for random networks with
sufficiently large size. A similar idea is followed by the global weighted clustering co-
efficient, wCC, in weighted networks [16]. By assigning a value to each triplet, wCC
is defined as the sum of all closed triplets’ values over the sum of all triplets’ values.
Four methods have been proposed for the calculation of a triplet’s value: the arithmetic
mean, geometric mean, maximum, and minimum of the weights of the correspond-
ing two edges. Of all four approaches, we select to use the geometric mean since it
is considered the most appropriate for alleviating sensitivity to extreme weights. The
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Algorithm 2. AutoWSCAN
Input: partialWReachabilityPlot: maxWRS im
Output: Clusters

find localMinima
order localMinima from min to max
pNode.setRange (reachVal (start) , reachVal (end))
return f indClusters (pNode, localMinima)

Function findClusters (treeNode,localMinima)
if localMinima is empty then

ifsizeO f (treeNode) > μ then
treeNode is a cluster
return

lMin = localMinima.pop[
le f tNode, rightNode

]
= split (treeNode, lMin)

remove all points before/after lMin that have
the same wReach value
if sizeO f (le f tNode) > μ then leftNode: active
if sizeO f (rightNode) > μ then rightNode: active
if le f tNode & rightNode inactive

then treeNode is a cluster
foreach activeNode do

find its maximum wReachmax value
if (lMin/wReachmax) > minRatio then

ignore split point
f indClusters (treeNode, localMinima)

actMinima = localMinima in activeNode’s range
findClusters(activeNode, actMinima)

EndFunction

definition of wCC implies that for a random distribution of weights in the network,
wCC equals to CC. Here, for each network we calculate the ratio of wCC to CC and
observe the performance of the algorithms when this ratio is greater or lower than 1.

4 Experiments and Results

The proposed approaches, WSCAN and AutoWSCAN, are compared with their un-
weighted counterparts, SCAN and AutoSCAN, in terms of their performance on the
LFR benchmark framework. Our aim is to determine the validity of the proposed meth-
ods and their suitability for graphs that exhibit real world features. Since disregarding
the variability of the intensity of interactions in real world networks is a common ap-
proach, here we try to identify how it affects performance and in which situations it
can be safely followed. We also apply AutoWSCAN to a user interaction network from
Twitter, focused on a real world event-related topic, and identify features of the detected
communities that can be leveraged to gain insights regarding the event’s impact.

4.1 Synthetic Networks

To evaluate the algorithms’ performance, we apply them on four weighted LFR graphs,
whose complexity is governed by the topological mixing (μt) and the network’s weighted
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mixing (μw) parameters [10]. Since μt is the ratio of the number of a node’s external
neighbors to the node’s total degree, its increasing values indicate mixed and difficult
to separate communities. μw has a similar effect, since it is the ratio of the sum of the
weights of the edges between a node and its neighbors in different communities to the
sum of the all nodes’ incident edges. Table 1 outlines the parameter combination for
each generated benchmark graph. Benchmarks 1 and 3 refer to graphs with smaller
communities (10-50 nodes per community) compared to Benchmarks 2 and 4 (20-100
nodes nodes per community). Also, graphs of Benchmarks 1 and 2 (with μt = 0.5) have
a more apparent community structure compared to Benchmarks 3 and 4 (with μt = 0.8).
Since we are interested in how weights affect the community detection results, we per-
form runs of SCAN, AutoSCAN, WSCAN and AutoWSCAN for varying values of μw.
Fig. 2 depicts NMI scores for all runs on the four benchmark graphs (with μ = 4).

Table 1. Synthetic Benchmark Graph Specification

n k kmax minc maxc μt

Benchmark 1 5000 20 50 10 50 0.5
Benchmark 2 5000 20 50 20 100 0.5
Benchmark 3 5000 20 50 10 50 0.8
Benchmark 4 5000 20 50 20 100 0.8

As expected, the performance of (Auto)SCAN is invariable with respect to μt for all
benchmarks, since its operation is not affected by changes at the edges’ weights. The
performance of (Auto)WSCAN is satisfactory for the NMI score, since its starts to de-
cay at μw ≈ 0.5. Lower NMI values are expected for high μw values, since, then, the
algorithms characterize more nodes as outliers/hubs and assign them to communities
based on the workaround described in Sect. 3.3. For Benchmarks 1 and 2 the weighted
algorithms perform better than (Auto)SCAN for 0.1 ≤ μt ≤ 0.4, while the correspond-
ing set of graphs exhibit wCC/CC > 1 (as depicted in Fig. 3). For μt ≥ 0.5 unweighted
graphs maintain a good performance for Benchmark 1, whereas they perform poorly for
all graphs of Benchmark 2 (with bigger communities and CC < 0.1). On the contrary,
larger community sizes do not significantly affect (Auto)WSCAN’s performance, since
NMI scores for Benchmarks 1 and 2, as well as for Benchmarks 3 and 4 are similar.
NMI scores from Benchmarks 3 and 4 indicate that the weighted algorithms perform
better for μt = 0.8, rather than for μt = 0.5 (Benchmarks 1 and 2). This may seem
contradictory, however, as explained in [10], when μt < μw inter-communities edges
carry on average more weight, rather than when μt > μw. This is inconsistent with most
community detection algorithms’ hypothesis that intra-community nodes are connected
with highly-weighted edges. For all graphs of Benchmarks 3 and 4 the unweighted al-
gorithms fail to detect the community structure. An important observation is that for all
these graphs wCC/CC > 1 (except for when μt = 0.8, where wCC/CC = 1). Our re-
sults indicate that the decision of whether to apply (Auto)SCAN or (Auto)WSCAN on a
given network could be based on the ratio of wCC to CC, selecting the first when it is <
1, or the second otherwise. In all cases, the automatic algorithms follow closely the best
performance of their unweighted counterparts. This is a significant outcome consider-
ing the temporal cost induced by the search of the (ε) parameter space in (W)SCAN.
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In our experiments, while the selected value for SCAN is ∼0.2 for all graphs, in WS-
CAN it increases for rising value of μw with no common pattern over all graphs. The
selected epsilon value for all runs where WSCAN performs satisfactorily (NMI > 0.5)
ranges from 0.04 to 0.28, it thus appears difficult to estimate it in advance. AutoWSCAN
emerges as a good alternative to WSCAN, since it is independent of this parameter and
performs similarly to WSCAN under the parameter setting leading to the best results.

4.2 Real-World Networks

Our target case-study is to apply community detection in real-world user interaction
networks and identify emergent community structure’s features for the characterization
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of real world events based on their impact. For experimentation we have generated a
network based on Twitter user interactions, (i.e. mentions, replies, retweets), extracted
from data collected via the Twitter Streaming API with topic-related keywords. Our se-
lected topic refers to the official Eurogroup meetings (of Eurozone’s finance ministers),
which have attracted major interest due to the recent financial crisis and the Eurogroup’s
role in important decision taking. Our EUROGROUP dataset (covering 8 meetings from
13/06/12 to 30/11/12) acts as an exemplary case study of a series of events held at dif-
ferent time instances, having the same participants with a common generic context (i.e.
the Eurozone’s monetary issues), but different focus (depending on the agenda). The
dataset spans 227 days and comprises: 29529 tweets, 10305 interactions and 3015 dif-
ferent users. Regarding the interactions’ type, retweets span more than 50% of the total
interactions, thus they affect considerably the networks’ shape (star-like forms). Statisti-
cal features such as tweet frequencies, depicted in Fig. 4(a), can be used to obtain some
initial insights for an event’s popularity in Twitter (e.g. more intense activity towards
late November). Here, we are mostly interested in the users’ clustering around such
periods claiming that communities’ emergent features reveal finer aspects of events.
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Fig. 4. EUROGROUP meetings, tweets, and communities: (a) depicts the daily number of tweets
and is annotated by the meetings’ dates and locations. The number of active communities per
meeting is depicted above its corresponding day; (b) shows a distribution of the communities in
a scale of users’ interest based on their members’ activity on the events’ dates

Before we apply community detection, we normalize all weights and calculate wCC
and CC for the user interaction network, resulting at a ratio of wCC/CC = 1.22. wCC
is, thus, larger than CC implying that the intensities of user interactions are not random
in this network, but play indeed an important role in communities’ formation. There-
fore, based on the observations of Section 4.1 we opt to apply AutoWSCAN for the
detection of communities. AutoWSCAN reveals 67 communities which we further an-
alyze on three feature axes: size, topic diversity, and time span. Size simply refers to the
number of users that are members of a given community, and is indicative of the com-
munity’s popularity. By analyzing the tweets corresponding to intra-community user
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interactions, we can infer more refined topics that interest each community’s members.
This analysis involves extracting the text of all inter-community tweets containing in-
teractions between its members, and applying LDA [3] to detect topics within them.
Since LDA requires specifying the number of topics to be detected, we empirically set
this parameter to 100. Each document in LDA is a mixture of various topics with dif-
ferent probabilities. Here, due to the small length of tweets’ text, a tweet is most likely
to belong to a single topic, thus we assign it to the most probable (topic). Then, each
community is characterized by the set of different topics expressed within its relevant
tweets, and is associated with the feature of topic diversity which refers here to the size
of its topic set. Finally, each community’s time span is simply derived by taking the
length of temporal duration covered by its corresponding tweets (at a day granularity).
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Fig. 5. Estimated distributions of the detected communities’ size, topic diversity, and time span
are depicted in (a), (b), and (c), respectively. Scatter plots for pairs of features are depicted in (d)
for size and topic diversity, (e) for time span and size, and (f) for time span and topic diversity.

Figs. 5(a), (b), (c) depict an estimated distribution of communities’ size, topic di-
versity, and time span, using their Complementary Cumulative Distribution Functions
(CCDF), which represents for feature fi the probability P( fi > x). Size’s CCDF exhibits
a slow, power law decay with exponent 0.56, and a p-value of 0.78, indicating good fit.
Thus, it can be derived that communities’ size also follows a power law distribution
with an exponent of α = 1 + 0.56 = 1.56 [13]. Similar results for community size have
been documented in [2]. Careful observation of Fig. 5(a) reveals a knee at ∼538, beyond
which CCDF decays faster. This indicates that there are fewer communities of very
large size in the dataset compared to these dictated by the power law distribution that
fits communities of less that 538 members. Topic diversity and time span do not exhibit
a power law distribution, but they have a logarithmic relationship, since their CCDFs
can be both fitted best by a exponentially decaying line with slope ∼0.45 in a lin-log
plot. Fig. 5(b) reveals that 94% and 50% of the communities cover more that 2 and 3
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topics, respectively, while the intra-community topics’ number is best fitted by the ex-
ponential distribution after ftopic = 3. Fig. 5(c) shows that only 46% of the communities
span more than 2 days, indicating that roughly half of the communities are short-lived.

Figs. 5(d), (e), and (f) depict the scatter plots generated for the features of size &
topic diversity, size & time span, and time span & topic diversity, respectively. By plot-
ting the least-squares line, we get a strong correlation of ∼0.75 for both the size-topic
diversity and size-time span feature pairs, as well as a very strong correlation of 0.98
for topic diversity and time span. These results indicate that larger communities cover,
in general, more topics which was up to a point expected, but they are also active for
a longer duration of time. This might be explained by the assumption that interest in
small communities is focused on specific topics which correspond to a limited time pe-
riod, whereas larger communities interact more frequently since they are interested in
multiple relevant events. From both Figs. 5(d) and (e) we can observe that there is an
outlier point at the largest community ( fsize = 1670), which does not exhibit the ex-
pected magnitude in topic diversity and time span. This behavior could be attributed to
the effect of retweets that may cause a significant increase in a community’s size, but
are focused on a single topic and are usually relevant to a single time-limited event.

To understand each Eurogroup meeting’s impact, we associate them with the discov-
ered communities and their features. We assume that each community expresses interest
in an event, thus it is active on it, given that interactions between its members are ob-
served on the current/previous/next day of the event. The number of active communities
identified for each meeting are depicted in Fig. 4(a). To qualitatively characterize ac-
tive communities, we further classify them as small (< 50 members), medium (50 ≤
members < 200), and large ( ≥ 200 members), and present their distribution for each
event in the same figure. Since in total 6 large communities have been detected, we can
observe that they are all active in 5 out of 8 events, which are also the events with the
most tweets on the day they took place. This observation is inline with our previous
analysis which indicated that larger communities generally cover more topics. Exami-
nation of the most popular events with respect to the tweets’ number (20/11 and 26/11 in
Brussels), reveals that although the latter one has attracted the most tweets, the earlier
has more medium active communities. The meeting of 20/11 corresponds to the fail-
ure of European leaders to reach an understanding of how to restructure Greece’s aid
package, thus delaying the next aid tranche, whereas this of 26/11 to the IMF’s and eu-
rozone’s e40 billion debt-reduction agreement for Greece1. Although apparently more
buzz was generated on the day of the later event, it seems that the previous, a long crit-
ical meeting building up tension and failing to reach a result, has attracted the interest
of more large and medium communities combined. The later event, on the contrary,
has been of interest to more small communities, probably focused on its decision. By
comparing the summer meetings of 21/6 and 9/7, we can observe that although the
first has attracted less tweets than the second, it is related to more active communities.
June meeting’s target was to discuss the latest developments in the eurozone, mainly
in Greece, Spain, Portugal and Ireland, whereas July’s meeting aimed at discussing

1 http://blogs.cfainstitute.org/investor/2011/11/21/european-sovereign-

debt-crisis-overview-analysis-and-timeline-of-major-events/

http://blogs.cfainstitute.org/investor/2011/11/21/european-sovereign-debt-crisis-overview-analysis-and-timeline-of-major-events/
http://blogs.cfainstitute.org/investor/2011/11/21/european-sovereign-debt-crisis-overview-analysis-and-timeline-of-major-events/
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Fig. 6. Classification of the most significant topics based on interest intensity and diffusion. Hor-
izontal lines separate different topics, while topics in red/blue correspond to the English/Greek
language. Greek topics have been translated in English. (Best viewed in color)

EU/IMF’s rescue programs for Spain, Greece and Cyprus2. More topics seem to be in-
volved in the first event which may, up to a point, explain interest’s dispersion in more
communities. Some communities active on June’s meeting might also be interested in
a related topic: the announcement of the successful formation of a new government in
Greece (which happened after a critical long election period associated with the ques-
tion of Greece’s continued eurozone membership), which took place one day before the
event. Communities are also characterized in terms of their interest in the ”Eurogroup”
topic based on the number of meetings on which they are active. We assess interest ex-
pressed within a community in the following scale: constant, intense, specific, random,
based on whether the community is active on 6-8, 3-5, 1-3, or 0 meetings, respectively.
Most communities appear to have specific interest on few meetings, thus, a considerable
percentage of them are indeed focused on the topic (with intense or constant interest).
To identify the most popular topics within tweets, we resort to the following approach.
We form 3 orderings of topics by ranking each topic based on: A) the number of tweets
that express it over all communities, B) the number of communities that are related to
at least one tweet that expresses it, C) the number of communities that are strongly-
related to it. For ordering C, we assign each community to a single topic, i.e. the one
expressed in most of its members’ interactions, and then we rank each topic by the
number of communities assigned to it. A set of 12 unique topics is generated by taking
the top-5 from each ordering. We define 3 topic features: General Intensity (GI), Inter-
Community Popularity (ICP), and Inter-Community Intensity (ICI), which characterize

2 http://www.consilium.europa.eu/

http://www.consilium.europa.eu/
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topics that rank high (here, in the top-5) in ordering A, B, and C, respectively. In our set,
there exist: 3 GI topics (which have the most intense user interest overall), 3 ICP topics
(which reach out to the most communities), and 3 ICI topics (which play a major role in
the most communities). There also exist 3 topics that combine two features, GI & ICP
(attracting intense general interest while also being diffused in several communities),
GI & ICI (attracting intense interest while also being major in several communities),
and ICP & ICI (spanning several dedicated communities). Summaries of all 12 top-
ics are depicted in Fig. 6, where the central hexagons correspond the GI, ICP, and ICI
features, whereas the hexagons adjacent to two central ones represent the correspond-
ing intersection. Topics are also divided based on their terms’ language in English and
Greek, since they are the ones represented in the set. It can be easily observed that all
topics that combine two features (thus are more significant), are in English, indicating
their significant impact on more users and communities. The most important illustrated
topics along with their borderlines highlight users interest permutations.

5 Conclusions

In this work we propose a community detection approach for topic-focused interaction
networks of social media users, which leverages both the structural properties of the
network and the interactions’ intensity. We investigate the role of weights in community
detection approaches based on structural similarity and the possibility to combine them
with automatic parameter selection. Our approach’s correctness is validated on a series
of synthetic networks. Moreover, its application on a real world network combined with
a community meta-analysis process enables us to better understand the dual relationship
between real world events / topics, and community formation.

Acknowledgements. This research was supported by Qualia, an on-line media moni-
toring and business intelligence company, situated in Athens, Greece, and the Research
Committee of the Aristotle University of Thessaloniki, Greece.
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Abstract. Most of the recent online social media collects a huge volume
of data not just about who is linked with whom (aka link data) but also,
about who is interacting with whom (aka interaction data). The presence
of both variety and volume in these datasets pose new challenges while
conducting social network analysis. In particular, we present a general
framework to deal with both variety and volume in the data for a key
social network analysis task - Influence Maximization. The well known
influence maximization problem [15] (or viral marketing through social
networks) deals with selecting a few influential initial seeds to maximize
the awareness of product(s) over the social network. As it is computation-
ally hard [15], a greedy approximation algorithm is designed to address
the influence maximization problem. However, the major drawback of
this greedy algorithm is that it runs extremely slow even on network
datasets consisting of a few thousand nodes and edges [20,6]. Several
efficient heuristics have been proposed in the literature [6] to alleviate
this computational difficulty; however these heuristics are designed for
specific influence propagation models such as linear threshold model and
independent cascade model. This motivates the strong need to design
an approach that not only works with any influence propagation model,
but also efficiently solves the influence maximization problem. In this
paper, we precisely address this problem by proposing a new framework
which fuses both link and interaction data to come up with a backbone
for a given social network, which can further be used for efficient in-
fluence maximization. We then conduct thorough experimentation with
several real life social network datasets such as DBLP, Epinions, Digg,
and Slashdot and show that the proposed approach is efficient as well as
scalable.

Keywords: Social networks, influence maximization, viral marketing,
sparsification.

1 Introduction

Most of the recent online social media collects a huge volume of data not just
about who is linked with whom (aka link data) but also, about who is interacting
with whom (aka interaction data). The presence of both variety and volume in
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these datasets pose new challenges while conducting social network analysis.
In particular, we present a general framework to deal with both variety and
volume in the data for a key social network analysis task, namely viral marketing.
The phenomenon of viral marketing is to exploit the social interactions among
individuals to promote awareness for new products. There are two well known
operational models in the literature that capture the underlying dynamics of the
information propagation in viral marketing. They are the linear threshold (LT)
model [28,15] and the independent cascade (IC) model [13,15].

Domingos and Richardson [8] posed a fundamental algorithmic problem in
the context of viral marketing with single product as follows. We are given the
information about the extent individuals influence each other. We would like
to market a new product that we hope will be adopted by a large fraction of
individuals in the network. One of the key issues in viral marketing is to select
a set of influential individuals (also called as initial seeds) in the social network
and give them free samples of the product (or simply promotional offers on the
product) to trigger cascade of influence over the network. The problem is, given
a value for k, how should we choose a set of k influential individuals so that
the cascade of influence over the network is maximized? Hereafter, we refer to
this problem as influence maximization problem [15]. It is shown to be a NP-
hard problem and this problem is well studied in the literature in the context
of a single product [8,26,15,20,6], multiple independent products [7], and two
competing companies [1,2]. For more details, we refer to Section 2 on the related
work.

As the influence maximization problem is computationally hard, Kempe et al.
[15] proposed a greedy approximation algorithm and it achieves an approxima-

tion guarantee of
(
1− 1

e

)
. However the sever drawback of this greedy algorithm

is that it runs extremely slow even on network datasets consisting of a few thou-
sand nodes and edges [20,6]. To circumvent the difficulties associated with the
computational aspects of the greedy algorithm, several efficient heuristics have
been proposed in the literature [6] to address the influence maximization prob-
lem. However, a major inadequacy of these efficient heuristics is that they are
designed for specific influence propagation models such as linear threshold model
and independent cascade model.

This motivates the strong need to design an approach that not only works
with any influence propagation model, but also efficiently solves the influence
maximization problem taking into account heterogeneous data sources that a
social network provides. The primary contribution of this paper is to address
this important research gap and our proposed approach complements the existing
approaches in the literature for solving the influence maximization problem.

1.1 Our Approach

There are two key tasks associated with our proposed approach. We refer to the
first task as graph sparsification and the second task as influence maximization
on sparse graphs. In what follows, we now briefly describe each of the two tasks.
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Graph Sparsification: In recent times, the proliferation of user activity on
web-based social communities, micro-blogging sites, and other media such as
Slashdot, Wikipedia, Facebook, Twitter, and Epinions [19,16] have offered a
tremendous scope to mine not only the data about the link structure among the
users, but also the rich information present in the content of interactions among
users. The data about the link structure among users is popularly known as
link data and the data about user interactions is known as interaction data1. A
practical example for the link data is whether user x appears in the friends list of
user y in online social communities such as Facebook and that of the interaction
data is whether user x sends a message to user y (e.g., sending a wall-post in
Facebook).

The major challenge here lies in dealing with the huge volume and a wide
variety of datasets. While volume throws computational challenges, variety poses
the challenge of data curation and information aggregation. The core idea of
the sparsification task is to derive a backbone of the given social network by
leveraging the link data and the interaction data (if it is available). At high
level, our approach comprises of four steps: (i) For each of the link data and
the interaction data, we induce ranking of the neighboring nodes for every node.
Higher ranked neighbor means stronger association between these two nodes;
(ii) Since different data sources convey different kinds of information at varying
magnitude, we compute relative importance of these data sources after having
derived the neighborhood rankings; (iii) Next, we aggregate different rankings of
the neighborhood (along with their weights) induced by different data sources
to arrive at a single aggregated ranking. (iv) Finally, we apply a sparsification
trick to derive a sparse representation of the given graph by dropping edges that
are less informative.

Influence Maximization using Sparse Graphs: For a given integer value for k,
we determine the top-k initial seeds for the influence maximization problem by
using the sparse graph obtained during the first task. To show the efficacy of
the proposed approach, we then conduct thorough experimentation with several
real life social network datasets such as Digg, Epinions, Slashdot, Amazon, and
DBLP.

1.2 Novelty of the Paper

We believe that our contributions lead to the following novelty:

– Our approach is capable of handling volume as well as variety of the data
while solving the influence maximization problem. Even in the absence of
the interaction data, our approach also works with only the link data.

– The proposed approach is also very simple and extendible. At the core of
our approach lies the notion of rank ordering the neighboring nodes for every
node in a given graph. This rank ordering can be considered as a common

1 Some authors call link data as static data and interaction data as dynamic data or
trace data.
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currency for capturing the information contained in the link data and the
interaction data. For any given new type of data source, one just needs
to figure out the way to compute ranking of neighborhood and rest of the
framework remains unchanged.

– The proposed method to determine the sparse graph of the given social
network is independent of the information propagation model. The proposed
approach can be considered as a pre-processor step for the given dataset.
Once the sparse graph is computed from the social network, one can just
ignore the huge volume of the heterogenous data sources and just focus
on this extracted structure as far as the influence maximization problem is
concerned.

Note: We also use the phrase data sources to refer to both the link data and
the interaction data in the rest of the paper.

2 Relevant Work

The topic of influence maximization over social networks has got a very signifi-
cant attention from the research community and several algorithms are proposed
in the literature. Here we only present the a few key results corresponding to
the influence maximization problem in the literature and we divide them into
several appropriate categories as follows.

Influence Maximization with Single Product: Domingos and Richardson
[8,26] were the first to study influence maximization problem as an algorithmic
problem. They modeled social networks as Markov random fields where the prob-
ability of an individual adopting a technology (or buying a product) is a function
of both the intrinsic value of the technology (or the product) to the individual
and the influence of neighbors. The computational aspects of the influence max-
imization problem are investigated by Kempe, Kleinberg, and Tardos [15]. The
authors show that the optimization problem of selecting the most influential
nodes is NP-hard and then proposed an approximation algorithm that achieves
an approximation guarantee of (1 − 1

e ) where e =
∑inf

r=1
1
r! . Followed by this,

several efficient algorithms are proposed for the influence maximization problem
[20,6,20,11,24].

Goyal et al. [12] proposed a new approach that leverages the traces of past
action propagations while solving the influence maximization problem. Datta,
Majumder, and Shrivastava [7] considered the influence maximization problem
for multiple independent products. The work by [1,2,5,14,4] consider the algorith-
mic problem of how to introduce a new product into the market in the presence
of a single or multiple competing products already in the market.

Our work in this paper is similar in spirit to that ofMathioudakis et al. [21]. The
authors [21] proposed an efficient algorithm to determine the backbone of an influ-
ence network, given a social network and a log of past propagations. Our approach
is very different from Mathioudakis et al. [21] in two fundamental aspects:
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– Our work does not require any past propagations as in Mathioudakis et al.
[21], and

– Our proposed approach is independent of the information propagationmodel,
whereas the work [21] assumes the independent cascade (IC) model to be
the underlying information propagation model.

3 Our Proposed Approach: Graph Sparsification

In this section, we describe our four step approach to discover the sparse graph
of the social network. We begin with defining the notion of the sparse graph.

Definition 1 (Sparse Graph). Let G = (V,E) be a given directed / undirected
social network. The sparse graph of a social network is a subgraph G′ = (V,E′)
so that we have |E′| ⊂ |E| and the results of the influence maximization that we
perform on G′ is a good approximation of the result of the influence maximization
problem when performed on the original graph G.

Thus, in order to discover the sparse graph of a social network, we need to
systematically delete a set of edges from the original given network. We identify
this set of edges, i.e. E \ E′, in four steps - (1) Ranking the Neighborhood for
each Data Source, (2) Computing Relative Importance of Rankings, (3) Rank
Aggregation, (4) Graph Sparsification. In what follows, we describe each of these
steps in detail.

3.1 Ranking the Neighborhood

For each data source Ds (link as well as interaction), we rank order the set
of neighboring nodes, say N(i), for each node i ∈ V . We denote this rank list
by Rs

i (·) and the rank of a neighboring node j is given by Rs
i (j) This rank

list is a reflection of which edges are relatively more informative, as far as the
corresponding data source is concerned. In other words, if j1 and j2 are two
neighboring nodes for the node i and we have Rs

i (j1) < Rs
i (j2) then it would

mean that the edge (i, j1) should be given priority over the edge (i, j2) when it
comes to remove an edge for the purpose of computing the sparse graph. Bear in
mind that this recommendation is based on the data source Ds. For a different
data source, say Dt, it could very well be possible that we have Rt

i(j1) > Rt
i(j2).

Now the question is “how to generate such a ranked list for a given data
source Ds and a node i ∈ V ”. As far as link data is concerned, it comprises
of graph structure and the edge weights. For link data, one can choose any
structural property, for example centrality measure, as a criterion to rank order
the neighborhood. For example, if one uses betweenness centrality as a criterion
then the node j ∈ N(i) having highest value of betweenness centrality would
acquire rank one. In our experiments, we have used 11 different such measures
to induce 11 different rankings of neighborhood for each node i ∈ V .

When it comes to a interaction data source, one can induce a ranking of the
neighborhood either by simply counting the frequency of the neighboring node
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appearing in the interaction data or by applying a sophisticated Learning to
Rank method [3]. However, the key idea behind any scheme is to assign higher
ranking to a neighbor j1 ∈ N(i) as compared to the neighbor j2 ∈ N(i) if j1
appears to be interacting relatively more with node i than what j2 is interacting
with i as per the given interaction data.

It is crucial to mention that the ranking criteria for link as well as interaction
data are typically independent of the influence maximization problem.

3.2 Computing Relative Importance of Rankings

Suppose, in the previous step, we generated k different ranked lists
R1

i (·), R2
i (·), . . . , Rk

i (·) for any node i ∈ V . In this step, we assess the relative
importance of these ranked lists so that we can avoid introducing bias in the
sparse graph of the social network by having considered ranked lists of comple-
mentary nature multiple times. This steps is analogous to feature selection step
in learning tasks.

Like feature selection problem, there can be multiple ways of assigning relative
importance to the ranked list. However, we suggest one approach based on the
idea of spectral clustering. For this, we define a distance dist(Rs, Rt) between
two different ranked lists Rs(·) and Rt(·) as follows.

dist(Rs, Rt) =
1

|V |
∑
i∈V

dist(Rs
i , R

t
i) (1)

where dist(Rs
i , R

t
i) is the distance between two different permutations of the

nodes in the neighborhood N(i) of the node i. There are several different ways
for computing dist(Rs

i , R
t
i) including Spearman footrule distance and Kendall

tau distance [9]. We, in our experiments used Kendall Tau distance.
While there can be many ways to assign relative importance to the ranked

lists from a given matrix of pairwise distances, we highlight two such approaches
for the sake of illustration. In the first approach, we use techniques of spectral
clustering or graph-cut to identify clusters of ranked lists where each cluster
represents the set of similar ranked lists. We choose a centroid element as a rep-
resentative element from each of these clusters and assign its relative importance
as 1 and for others as 0. In the second approach, we construct a complete graph
whose nodes represent ranked lists and whose edge weights represent the corre-
sponding distance between the lists. For each node of this graph, we compute
the closeness centrality. Closeness centrality contains information as to how close
a particular node is to all the other nodes in the graph. Therefore, high close-
ness centrality will indicate that the node is quite close to other nodes and thus
is not that unique. Therefore we assign [closeness centrality]−1 as its relative
importance score.

3.3 Rank Aggregation

In this step, we aggregate multiple ranked lists into one single ranked list in order
to achieve an overall ordering of the neighborhood for every node. We also utilize
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the relative importance (aka weights) of the ranked list in the aggregation step.
The rank aggregation is a well researched topic in Social Choice Theory and
AI communities. There are large number of ways to perform rank aggregation.
These methods differ interms of their underlying objectives. For our purpose,
we prefer to use the well-known Borda Rule [9] because its simple, intuitive, and
computationally easy to perform. Additionally, this rule can be augmented to
take into account weights of the ranked lists as well.

As per Borda rule, if R1
i (·), R2

i (·), . . . , Rk
i (·) are the k different rankings of the

neighborhood for node i ∈ V ,with the correspondingweights beingw1
i , w

2
i , . . . , w

k
i ,

then the aggregated ranking Ri(·) is achieved by arranging them in a decreasing
order of their Borda score. The Borda score of a neighboring node j ∈ N(i) is given
by

αi(j) =

k∑
t=1

wt
i b
(
Rt

i(j)
)

(2)

where b (Rt
i(j)) is the Borda score function which assigns scores of m − 1,m−

2, . . . , 1, 0 to the elements at the rank positions 1, 2, . . . ,m, respectively, in any
given ranked list of size m.

3.4 Graph Sparsification

In this step, we leverage aggregated ranked ordering of the neighborhood N(i)
for the purpose of deciding which of the edges incident on node i can be removed
in order to compute the sparse graph. We essentially retain certain fraction of
edges incident on every node i ∈ V . Note, the aggregated ranked list Ri(·)
represents the importance of every edge (i.e. neighboring node) incident on node
i. Therefore, it would be apt to retain those edges that appear in the top part
of the aggregated ranked list. For this, we appeal to the method suggested by
[27] where we retain [deg(i)]e number of top ranked edges (as per the list Ri(·))
incident on node i. Here deg(i) denotes the degree of the vertex i and 0 ≤ e ≤ 1.
One can also use more sophisticated sampling based techniques to select the
edges.

4 Our Proposed Approach: Influence Maximization on
Sparse Graphs

The second task of our proposed approach is to solve the influence maximization
problem on the sparse graph. We measure the effectiveness of the initial seeds
using the expected number of nodes in the social network that become active
when we use these top k seeds as the initial active nodes [15]. In this paper, we
refer to this as reach.

We work with both the LT model and the IC model. We consider two al-
gorithms to determine the initial seeds for the influence maximization problem,
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namely the CELF algorithm [20] and the degree discount heuristic [6]. In par-
ticular, we deal with the following three configurations to address the influence
maximization problem: (i) The CELF algorithm with LT model and we refer to
this as CELF - LT, (ii) The CELF algorithm with IC model and we refer to this
as CELF - IC, and (iii) Degree discount heuristic with IC model and we refer
to this as DDIC. In each of these three configurations, for a given integer con-
stant k, we first determine the top-k initial seeds using the sparse graph. Then
we compute the reach of these top-k nodes on the original graph by running
Monte-Carlo simulations. We finally compare this value with the reach of the
top-k initial seeds determined using the original graph itself.

5 Experiments

In this section, we conduct thorough experimentation of the proposed approach
to reveal its novelty. We first describe the datasets and then present the experi-
mental setup. We next present the experimental results.

5.1 Datasets

We conduct experiments on 8 well known network datasets. These datasets
are HepTh [22], Digg [17], FilmTip, Epinions [25], Amazon [29], DBLP [29],
Netscience [23], and Slashdot [19]. Among these eight datasets, only Digg and
FlimTip datasets have both link and interaction data. All the remaining five
datasets have only link data. Table 1 provides a brief summary of these datasets
and we now describe them as follows: (i) HepTh dataset is a co-authorship net-
work of researchers in Physics. (ii) Digg dataset is a friendship network of users
on Digg.com. (iii) Epinions dataset relates to who-trust-whom type relation-
ship among users of a general purpose consumer review site Epinions.com. (iv)
FilmTip dataset is a friendship network data. (v) Amazon dataset relates to the
following feature of Amazon - who bought this item also bought this. In this kind
of dataset, if a product i is frequently co-purchased with product j, the graph
contains an undirected edge from i to j. (vi) DBLP dataset is a co-authorship
network of researchers in computer science. In this dataset, two authors are con-
nected if they publish at least one paper together. (vii) Netscience dataset is a
co-authorship network of scientists working on network theory [23]. The vertices
of the network represent authors of papers and edges join every pair of indi-
viduals whose names appear together as authors of a paper. (viii) Slashdot is a
technology-related news website and since 2002 it allows for users to tag others
as friends or foes.

5.2 Criteria for Ranking Neighbors

In our experiments, as far as the link data is concerned, we use following 12
criteria to rank the neighbors of each node in the network. We denote these 12
ranking criteria as static criteria. These criteria are applicable only for those
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Table 1. Datasets used in the experiments. The datasets in italics are the ones that
have the interaction data as well.

Dataset Nodes Edges Type

Digg 68,634 1,242,544 Directed

FilmTip 39,581 72,312 Undirected

Amazon 334,863 925,872 Undirected

DBLP 317,080 1,049,866 Undirected

Epinions 75,879 508,837 Directed

HepTh 10,748 52,293 Directed

NetScience 1,589 2,742 Directed

Slashdot 82,168 948,464 Directed

datasets where links are directed (e.g. in the case for HepTh, Epinion, and Digg
datasets). For an undirected dataset, different subsets of these criteria collapse
to one single criterion and hence remaining number of different criteria becomes
6 (as described later). For a directed network, we adhere to the following con-
vention when it comes to using these criteria: if there is an edge from node a
to node b, we say that node a is a follower of node b and node b is a friend of
node a. For undirected networks, if there is an edge between nodes a and b, it
just means that nodes a and b are neighbors. For any node i, din(i) and dout(i)
represent its indegree and outdegree, respectively.

We start with defining first 5 criteria that are based on local graph structure
for any node.

1. Average Indegree: It is the arithmetic mean of the number of incoming
edges for each a and b, given by [din(a) + din(b)] /2.
2. Average Outdegree: It is the arithmetic mean of the number of outgoing
edges for each a and b, given by [dout(a) + dout(b)] /2.
3. Common Followers: It is the number of common followers of a and b, given
by |din(a) ∩ din(b)|.
4. Common Friends: It is the number of common friends of a and b, given by
|dout(a) ∩ dout(b)|.
5. Common Neighbors: It is the number of common neighbors of a and b,
given by |(dout(a) ∩ dout(b)) ∪ (din(a) ∩ din(b))|.

We now introduce a few criteria based on network proximity measures [18].
These criteria measure the likelihood of a message originating from node a
reaches node b regardless of the path it takes.
6. Common Neighbors Metric: Let us define C = dout(a) ∩ din(b) and
C

′
= din(a)∩dout(b). Now, the common neighbors metric is the average number

of nodes in C and C
′
. That is, 0.5|C|+ 0.5|C ′ |.

7. Jaccard Coefficient: 0.5 |dout(a)∩din(b)|
|dout(a)∪din(b)| + 0.5 |dout(b)∩din(a)|

|dout(b)∪din(a)|
8. Adamic Adar Score: 0.5

∑
z∈C [log d(z)]

−1 + 0.5
∑

z′∈C′ [log d(z′)]−1
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We next consider a few more criteria where the proximity score is dependent
not only on the neighborhood-overlap, but also on different types of interactions
that can occur between network nodes [17].
9. Conservative Metric: 0.5

∑
z∈C

1
dout(a)dout(z)

+ 0.5
∑

z′∈C′
1

dout(b)dout(z)

10. Conservative Attention Limited Metric:
0.5
∑

z∈C
1

dout(a)din(z)dout(z)din(b)
+ 0.5

∑
z∈C

1
dout(b)din(z)dout(z)din(a)

.

11. Non-Conservative Metric: 0.5|C|+ 0.5|C′|.
12. Non-Conservative Attention Limited Metric: 0.5

∑
z∈C

1
din(z)din(b)

+

0.5
∑

z∈C′
1

din(z)din(a)
.

For undirected networks, it is easy to verify that some of the above criteriawould
produce the same ranking of neighbors. Therefore, for undirected networks, these
12 criterion would boil down to following 6 criteria: (i) Average Degree, (ii) Com-
mon NeighborsMetric, (iii) Jaccard Coefficient, (iv) Adamic Adar Score, (v) Con-
servative Metric, (vi) Conservative Attention Limited Metric.

As far as the interaction data is concerned, we also consider a few more other
criterion and we refer to them as dynamic criterion. Recall that only Digg and
FilmTip datasets have interaction data. For Digg dataset, we use the method
proposed in Goyal et. al [10]. We use the Jaccard coefficient metric Aa2b

Aa|b
where

Aa2b are the actions (here votes on stories) performed by user a and seen by
user b and Aa|b are unique actions performed by either a or b. Similarly, for
FilmTip dataset, we work with 3 dynamic criterion as follows: (i) It is the jaccard
coefficient between the movies rated by user a and b. It is denoted by Ma∩Mb

Ma∪Mb
.

where Ma is the set of movies rated by user a and Mb is the set of movies rated
by b; (ii) We divide the movie ratings into 3 categories, namely Bad (ones with
score of 1 or 2), Neutral (those with score 3) and Good (ones with the score of 4
or 5). The metric is denoted by number of movies rated in the same category by
both of the users; and (iii) The third criteria measures exact similarity of users.
It is denoted by number of movies rated exactly the same by both of the users.

5.3 Experimental Setup

We conducted all our experiments on a PC with Linux OS, 3.05 GB of RAM,
and Intel Core i7 CPU Q720 1.2 GHz. As we already mentioned earlier, we
consider various algorithms and heuristics to determine the initial seeds and the
various datasets to work with. Table 2 shows the list of algorithms that we ran
on different datasets. For every instance of the IC model, we consider a constant
probability p = 0.01 except for for NetScience dataset where we set p = 0.25.

5.4 Experimental Results

We categorize the experimental results into various subsections as follows. We
first present the results obtained using the CELF algorithm and then present
the results obtained using the degree discount heuristic.

CELF Algorithm:We ran CELF algorithm with both LT model and IC model
on three datasets namely, FilmTip, HepTh, and Netscience. Figure 1 shows the
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Table 2. Listing of dataset and algorithm (or heuristic) pair used to determine the
initial seeds

Dataset DDIC CELF - IC CELF - LT

Digg � × ×
FilmTip � � �
Amazon � × ×
DBLP � × ×

Epinions � × ×
HepTh � � �

NetScience � � �
Slashdot � × ×
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Fig. 1. Reach of the initial seeds obtained using CELF with LT Model on (i)FilmTip
(ii)HepTh (iii) NetScience

reach obtained using CELF with LT model on FilmTip, HepTh and Netscience
datasets. For the IC model, we set p = 0.01 for FilmTip and HepTh datasets
and we set p = 0.25 for Netscience dataset. Similarly, Figure 5.4 shows the
reach obtained using CELF with IC model on FilmTip, HepTh and Netscience
datasets. The reach of the initial seeds using the CELF with both LT and IC
models computed with the sparse graphs is almost similar to that of the original
graph.

Results Based on DDIC: Since applying greedy algorithm on larger datasets
takes long time, we used degree discount heuristic on larger datasets to measure
the reach of the initial seeds computed using the sparse graphs. The results of
degree discount heuristic with independent cascade probability 0.01 on DBLP,
Amazon, Epinions and FilmTip is shown in Figure 3. We plot only reach of the
seeds for the sparse files with e = 0.1, e = 0.5, and e = 0.9 and the rest are
omitted in the interest of space constraints. Similar results were obtained even
for other datasets. From the figure we can see that the seed quality obtained
using sparse graphs is equivalent and in some cases even outperforms the original
seeds. On Amazon and FilmTip, even by using just 34.23% 39.56% edges (e=0.1)
respectively we obtain a solution that is matchable with the original.
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Fig. 2. Reach of the initial seeds obtained using CELF with IC Model on (i)FilmTip
(ii)HepTh (iii) NetScience
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Fig. 3. Degree Discount Results: (i) DBLP (ii)Amazon (iii) Epinions (iv) FilmTip

Analysis of Running Time: The previous results show that the efficacy of
the initial seeds computed using the sparse graphs in terms of reach. We now
compare and contrast the running time taken by the CELF algorithm on the
sparse graphs and the original graph respectively for each dataset to determine
top-100 initial seeds. Figure 5.4 shows the running of the CELF algorithm with
LT model on FilmTip, HepTh, and Netscience datasets to determine top-100
initial seeds. Similarly, Figure 5 shows the running of the CELF algorithm with
IC model on FilmTip, HepTh, and Netscience datasets to determine top-100
initial seeds.
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Fig. 4. LT Model Time Analysis: (i)FilmTip (ii)HepTh (iii) NetScience
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Fig. 5. IC Model Time Analysis: (i)FilmTip (ii)HepTh (iii) NetScience

From these results, it is easy to see that the time taken by sparse graphs to
determine the top-100 initial seeds is much lesser than the time taken by the
original graph. In other words, the proposed method to determine the sparse
graphs essentially retains very rich information as far as the original graph is
concerned while dropping a significant number of edges. These experimental
results reveal that the sparse graphs obtained using the proposed approach not
only produce the initial seeds with high quality, but also lead to significant
speed-up in terms of computation time.
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Abstract. A Twitter user can easily be overwhelmed by flooding tweets from
her followees, making it challenging for the user to find interesting and useful
information in tweets. The feature of Twitter Lists allows users to organize their
followees into multiple subsets for selectively digesting tweets. However, this
feature has not received wide reception because users are reluctant to invest ini-
tial efforts in manually creating lists. To address the challenge of bootstrapping
Twitter Lists, we envision a novel tool that automatically creates personalized
Twitter Lists and recommends them to users. Compared with lists created by real
Twitter users, the lists generated by our algorithms achieve 73.6% similarity.

1 Introduction

Twitter is an instant content sharing service, through which users share their opinions
and status by posting tweets, i.e., short messages with less than 140 characters. As one
of the most popular social networking services, Twitter boasts over 140 million active
users and more than 340 million tweets per day1. With Twitter, a user (follower) can
follow other users’ (followees) tweets. A follow operation establishes a subscription-
dissemination channel to send messages from a followee to a follower.

Twitter Lists. Users can easily be overwhelmed by flooding tweets from their followees
since both the number of followees they subscribe to and the number of tweets their
followees post on a daily basis could be very large. Thus, it is critical to help users
organize their followees in order to more effectively digest and access the information
posted by their followees.

Twitter Lists is one useful feature in Twitter for coping with this information overload
problem. A user can organize her followees into multiple lists, each containing a subset

1 http://blog.twitter.com/2012/03/twitter-turns-six.html

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 88–103, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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of followees. She can then opt to view the tweets from the followees in a particular list,
thereby selectively digesting information from the list. A user can also subscribe to lists
created by others without following the users in those lists.

Problem Definition. Albeit a potentially effective tool for social user organization and
information selection in overloaded information space, Twitter Lists has not received
wide reception from users 2. One observation made from our empirical study is that
over 80% of Twitter users have more than 100 followees, but only 35% of them have
created at least one list and only 16% have more than 3 lists (cf. Observation 1). More-
over, among the users who have created lists, 49.6% of them included only less than
5% of their followees into their lists, and 76% of them included less then 10% of their
followees in the lists (cf. Observation 2). This is not surprising, as other social media
and social networks have encountered similar challenges in bootstrapping their services,
including tagging, social bookmarking, and friend recommendation [5,1,4]. One partic-
ular reason for the low popularity of Twitter Lists is that users are reluctant to invest
initial efforts in manually creating lists. Another reason is that users may have intrinsic
difficulty in such a fuzzy grouping process.

To tackle the low popularity of Twitter Lists and help achieve its full utility, we
propose to automatically recommend personalized lists to Twitter users. This study can
also shed light on solving similar problems in other leading social network services,
which have features similar to Twitter Lists (e.g., friend lists in Facebook, circles in
Google Plus).

Various definitions of the list recommendation problem may be worth studying. As
an initial step towards effective list recommendation, this paper focuses on a particular
problem definition— Given a Twitter user, recommend to the user new lists consisting
of only the user’s current followees. We consider the problem of recommending new
followees a separate issue. We also do not simply recommend lists subscribed by many
users, as such globally popular lists do not necessarily match a particular user’s personal
interests and social relationships.

Our Solution: iPLUG. We propose a solution that combines two approaches— a
structure-based method and a content-based method, which recommend lists based on
how users are co-listed in existing lists and how similar the contents of users’ tweets
are, respectively. After obtaining the initial list recommendations by the structure-based
method and the content-based method, we improve the accuracy of the recommenda-
tions by performing both inter-list optimization and intra-list optimization. For inter-
list optimization, we diversify top k recommended lists, to achieve a degree of overlap
among these lists similar to the overlap exhibited by existing lists. For intra-list opti-
mization, we study ways to prune unimportant members from the recommended lists.
We call the resulting solution integrated PLUG (iPLUG).

The effectiveness of the proposed techniques is demonstrated by extensive exper-
imental results. We evaluate iPLUG as well as various schemes that consist of only
subsets of the proposed techniques. In a nutshell, the similarity between lists recom-
mended by the proposed methods and those created by real users is as high as 73.6%
for the largest lists and 72.2% for the largest five lists.

2 http://moreinmedia.com/2011/12/why-make-use-twitter-lists

http://moreinmedia.com/2011/12/why-make-use-twitter-lists
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Fig. 1. Statistics of Twitter lists
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Fig. 2. Live coverage and list size

2 Characteristics of Twitter Lists Created by Real Users

To understand the characteristics of real lists created by Twitter users and to gain in-
sights towards our technical solution for personalized list recommendation, we col-
lected a large Twitter data set and conducted a comprehensive study on its various
statistics. Our data set contains 810, 769 Twitter users, 53, 922, 948 lists, and 324 mil-
lion tweets. The tweets were posted between December 27th, 2007 and March 21st,
2011. Details on the collection of the data set shall be described in the experiment sec-
tion. In the rest of this section, we introduce our observations from the data set and
provide analysis of the observations.

Observation 1. A Twitter user often follows a large number of other users, but rarely
creates lists.

Figure 1(a) and Figure 1(b) show the distribution of the number of followees of a user
and the distribution of the number of lists created by a user, respectively. From Fig-
ure 1(a), we observe that over 80% of Twitter users have 100 or more followees and
almost half of all users have between 100 and 1000 followees. However, Figure 1(b)
shows that 65% of users do not create any list. Only 16% of users have more than 3
lists, and nearly 93% have less than 10 lists. The sharp contrast between the large num-
ber of followees per user and the low popularity of Twitter Lists motivates our study of
mechanisms for automatic list recommendation.

Observation 2. For users who have created lists, their lists often cover only a small
fraction of their followees.

For those users that have lists, we measured the percentages of their followees in their
lists. The results are shown in Figure 2(a). We observe that the lists created by a user
often cover only a small fraction of the followees of the user. More specifically, 49.6%
of the lists contain only less than 5% of the corresponding list owners’ followees and
76% of the lists cover less than 10% of their followees. We also observe that lists are
typically small in size. Figure 2(b) shows the cumulative distribution of list sizes (by
increment of every 10 lists). The largest list has around 1200 members, while the most
typical list sizes are [1, 10) and [10, 20), accounting for 18.1% and 19.1% of all the
lists, respectively. 63.5% of the lists have less than 50 members. The observed small
coverage and small size of existing lists further motivate the need for an automatic list
recommendation approach.
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Fig. 3. The coverage of the largest 5 lists

User Set Top 2 Top 3 Top 4 Top 5
Created > 1 lists 13.2%
Created > 2 lists 13.7% 13.5%
Created > 3 lists 13.1% 12.6% 10.9%
Created > 4 lists 12.7% 11.8% 10.8% 10.0%

Fig. 4. Average redundancy in users’ largest k lists

Observation 3. For users who have created multiple lists, a small number of their
largest lists can cover most of their followees in their lists.

We further investigated the coverage of users’ largest lists. We focused on the users
who created at least 5 lists. For a user, we compute the coverage of her largest k lists
by dividing the number of her followees in her largest k lists by all the followees in her
lists. Figure 3 reports the average coverage across all these users while varying k from 1
to 5. As shown in Figure 3, the largest list of a user covers 34.5% of the followees in her
lists on average, and the largest 5 lists cover an average of 86% of all followees in her
lists. The statistics make it clear that a small number of lists cover most listed followees
for a user. Assuming that creating longer lists takes more efforts, we speculate that users
spend most efforts in creating largest 5 lists, which should be most important to them.

Observation 4. Although a user could put a followee into multiple lists, the number of
overlapped followees among the lists is small.

We measured the redundancy in a user’s largest k lists l1, . . . , lk as follows:

Redundancy =

∑k
j=1 |lj | − |⋃k

j=1 lj |
|⋃k

j=1 lj |
(1)

where |lj | is the size of list lj , i.e., the number of members in lj . The
⋃

denotes the set
union operation.

Note that we only considered the largest k lists because many lists in the long tail
only contain a few members and thus do not have much impact on the measured redun-
dancy. We investigated the redundancy for different k values, ranging from 2 to 5. For
each k value, we calculated the redundancy in the largest k lists, averaged across all
users that have at least k lists. The result is shown in Table 4. We see that overall the
average redundancy is small (10% to 13%) and slightly decreases while k increases.

Observation 3 and Observation 4 provide important characteristics of the lists cre-
ated by real users. Given these characteristics, we aim to develop methods that generate
lists exhibiting similar characteristics.

3 Personalized Twitter Lists Recommendation

Given a Twitter user u, let FEu and FRu denote the set of followees and the set of
followers of u, respectively. Hence, u1 ∈ FEu2 ⇔ u2 ∈ FRu1 . A list l created by
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Fig. 5. The PLUG for a user u

user u is a subset of u’s followees, i.e., l ⊆ FEu. We use Lu = {l1, l2, . . . , lm} to
denote the set of lists created by u. Since a followee can be placed into multiple lists
of u, it is possible that li ∩ lj �= ∅. A followee of a user can also be followed by other
users and included in their lists. The set of lists, to which a user u belongs, is denoted
L′
u = {l | u ∈ l}.

Problem Statement: Given a user u and her followees FEu, the problem of list rec-
ommendation is to generate k new lists l1, . . . , lk for u, where li ⊆ FEu and li /∈ Lu

for 1 ≤ i ≤ k.
Note that the problem focuses on recommending top-k lists. It is not necessary that

every followee of a user u is assigned to a new or existing list.

3.1 Solution Overview

We propose two methods to form and rank candidate lists. The structure-based method
exploits the personalized list-user graph (PLUG) of a user and recommends new lists
containing her followees that are often included together in existing lists. The content-
based method recommends lists based on content similarity of the tweets posted by
list members. The two methods are different on two aspects. First, the structure-based
method can only cover listed followees— a user u’s followees that are included in at
least one existing list created by any user, including u. The content-based method can
also cover non-listed followees. Second, the content-based method is explicitly geared
towards recommending interest-oriented lists, in which the list members share similar
interests on topics (e.g., music and sports) shown by their tweets. The structure-based
method can also recommend relation-oriented lists, in which the list members have
common real-world relations with their follower u (e.g., family, friends, colleagues).

To improve the accuracy of the initial recommendations from these two methods, an
inter-list optimization is applied to diversify recommended top-k lists, and an intra-list
optimization is applied to prune unimportant members from the recommended lists.

We also combine the results from both structure- and content-based methods. The
resulting method is termed integrated-PLUG (iPLUG for short). Suppose the top-k
ranked lists for user u by structure-based and content-based methods are Recs and
Recc, respectively. For each list l ∈ Recs ∪ Recc, its ranking scores in Recs and
Recc are Scoresl and Scorecl , respectively. (Note that Scoresl = 0 if l /∈ Recs and
Scorecl = 0 if l /∈ Recc.) The iPLUG method computes the new ranking score of l by
the following equation. The top-k lists with highest new scores are recommended to u.
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Scorel = ηScoresl + (1− η)Scorecl (2)

In Equation (2), η is a regulatory factor (i.e. 0 ≤ η ≤ 1) that controls the contributions
of the two methods to the final result. Larger η values prefer more contributions from
the structure-based method. In our implementation we tested an intuitive value for η,
which is the percentage of u’s listed followees, i.e., η = |{ui|ui ∈ FEu and L′

ui
�= ∅}|

/ |FEu|. The rationale is that, since the structure-based method can only cover listed
followees, the percentage is used to determine the extent of the method’s effect.

3.2 Structure-Based Method

Personalized List-User Graph (PLUG). The structure-based method takes advantage
of crowd intelligence of Twitter users to recommend new lists. We call two users u1

and u2 co-listed in list l, if both users are members of l, i.e., u1 ∈ l and u2 ∈ l. If an
existing list l co-lists u1 and u2, l’s creator indicates that u1 and u2 are related from her
perspective. Therefore, if u1 and u2 are frequently co-listed by existing lists, then many
existing users agree that u1 and u2 are related. The more frequent that two users are
co-listed, the stronger that they are considered related among Twitter users. We exploit
this intuition in the structure-based method.

Specifically, to recommend lists to a user u, we build a personalized list-user graph
(PLUG) for u. As illustrated in Figure 5, it is an undirected bipartite graph between the
followees of u, depicted as circles, and existing lists created by all users (including u),
depicted as rectangles. An edge between a followee node ui and a list node lj captures
the membership relation ui ∈ lj . Two followees are co-listed in a list if they are both
connected to the list node. The concept of PLUG is defined as follows.

Definition 1 (Personalized List-User Graph)
The personalized list-user graph of a user u, PLUGu = (FEu, L, E), is a bipartite
graph between two node sets FEu and L, where FEu is the set of u’s followees and L
is the set of lists containing u’s followees, i.e., L =

⋃
ui∈FEu

L′
ui

. In the edge set E,
each edge captures the membership of a followee ui in a list lj , i.e., E = {(ui, lj) |
ui ∈ FEu, lj ∈ L, ui ∈ lj}.

The algorithm exploits an iterative random walk model [3] to propagate scores on the
bipartite graph. It ranks the followees FEu and the lists L based on their connections
in PLUGu according to the following equations.

st+1
ui

=
∑

lj∈L′
ui

Weight(ui, lj)∑
uk∈FEu

Weight(uk, lj)
Scoretlj (3)

st+1
lj

=
∑

ui∈lj∩FEu

Weight(ui, lj)∑
lt∈L Weight(ui, lt)

Scoretui
(4)

Scoret+1
ui

=
st+1
ui∑

uk∈FEu
st+1
uk

(5)

Scoret+1
lj

=
st+1
lj

∑
lk∈L st+1

lk

(6)
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In Equations (3) and (4), the score of a followee ui is collected from all lists contain-
ing ui, where the score of such a list lj is distributed into its members. The score of ui

collected from lj is according to the transition probability, which captures the impor-
tance of lj to ui. Recursively, the score of a list is collected from all its members, where
the score of a member is distributed into its containing lists. The score of lj collected
from ui is according to the transition probability. Then the scores of followees and lists
are both normalized, by Equations (5) and (6), respectively. The initial score of a fol-
lowee is 1 normalized to the total number of followees. The initial score of a list is the
list size after removing unrelated members, |lj∩FEu|, normalized to the aggregate size
of the lists. With the initial scores of followees and lists, our method iteratively updates
their scores using the above equations. After the scores converge, the algorithm selects
and returns the top k lists with the highest scores as the recommended lists.

Tackling Sparsity of Co-listed Relation by List Clustering. For most users, we find
that their PLUGs are sparse bipartite graphs, since many of the followees are placed in
only a small number of existing lists because of the current low popularity of Twit-
ter Lists. To tackle this sparsity problem of the co-listed relation, we improve the
structured-based method by merging similar lists before the iterative computation of
scores by Equation (3) and (4).

A natural similarity measure between two lists would have been based on the tweet
contents of their members. However, such a similarity measure will only work for topic
interest-oriented lists (e.g., food, music) rather than relation-oriented lists (e.g., col-
leagues in an organization), since the members of a relation-oriented list may not share
the same interests and their tweets may not have similar contents. Such a similarity mea-
sure would increase the significance of interest-oriented lists, while relation-oriented
lists will become relatively less significant. As a result, our algorithm would tend to
recommend only interest-oriented lists, which is undesirable.

Instead, we merge lists according to the similarity of list names, thus making a bal-
anced improvement for both kinds of lists. We pre-process list names by applying word
stemming. Then we cluster the lists using the edit distance between stemmed list names
as the distance function. Since we do not know the resulting number of clusters, we
prefer hierarchical clustering to k-means. However, a regular hierarchical clustering
algorithm is compute-intensive. Therefore, we instead use a greedy algorithm which
aims to achieve the goal that the distance between any two final clusters is greater than
or equal to a specified threshold Tdist (Tdist = 0.4 in our implementation). The algo-
rithm randomly chooses a point (i.e., a list name) to form a single-point cluster, and
then iteratively grows the cluster by adding other points whose average distances to
the existing points in the cluster satisfy the threshold Tdist, until no more point can be
included into the current cluster. The algorithm repeats this process to form multiple
clusters. This greedy clustering algorithm computes the pair-wise distance between any
two points at most once, and therefore has worst-case time complexity of O(|L|2).

Finally, we merge the multiple lists in each cluster into one list. The new PLUG of
a user u is a bipartite graph between u’s followees and the merged lists. Each merged
list corresponds to a set of original lists. An edge exists between a followee ui and a
merged list l if ui was in at least one of the constituent lists of l. In our data set, we start
with 53, 922, 948 original lists. The total number of resulting merged lists (clusters) for
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all users is 240, 572, a nearly 99.5% reduction from the original lists. The new PLUG
of a user becomes more compact and the extended co-listed relation helps improve our
recommendation algorithm.

A new PLUG may not distinguish the importance of different followees in the merged
lists. It is possible that a followee was included in multiple original lists within a merged
list. For example, consider a musician u1 that is in many music-related lists created by
her fans. Such lists with similar names may be clustered into the same cluster and
merged into a single list. In contrast, another followee u2 may be in only one of the
original lists before merging. It is clear that these two followees u1 and u2 should bear
different importance in the resulting PLUG.

To distinguish the importance of different followees in the merged lists, we enhance
PLUG to edge-weighted PLUG. A weight on an edge between a followee ui and a
merged list lj represents the number of lj’s constituent lists that contain ui:

Weight(ui, lj) = |L0
lj ∩ L′

ui
| (7)

where L0
l is the set of constituent lists of l, i.e., the original lists that were merged

into l. As discussed in the previous section, the edge weights are used to compute the
transition probabilities for the iterative computation.

3.3 Content-Based Method

A limitation of the structure-based method is that it cannot cover non-listed followees—
a user’s followees that are not included into any existing list. This limitation is ampli-
fied by the low popularity of Twitter Lists. To tackle this problem, we also propose a
content-based method that recommends lists based on the semantic similarity between
the followees’ tweets. Hence, this method can cover a non-listed followee as long as the
followee has posted tweets.

To recommend k lists to a user, this method applies the k-means clustering algo-
rithm to cluster a user u’s followees into k clusters by the semantic similarity between
their tweets. A virtual document is generated for each followee ui, by concatenating the
tweets posted by ui. TF-IDF weighting is applied to represent each virtual document as
a vector. The similarity between two followees is the cosine similarity between the cor-
responding two vectors, following the standard vector space model [12]. The clusters,
i.e., new lists of followees, are ranked by the similarity between their centroids and the
vector representing u’s virtual document.

Since the content-based method is based on similarity of tweets, it is explicitly geared
towards recommending interest-oriented lists. It tends to include two followees into
the same list if their tweets exhibit similar topics. The structure-based method can im-
plicitly recommend both relation-oriented and interest-oriented lists, since it captures
the otherwise complex reasons for two followees to be included into the same list. A
relation-oriented list represents real-world relations between a user and her followees
(e.g., family, friends, colleagues), where the followees in the same list may not share
common interests.
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3.4 Inter-list Optimization: Reducing List Redundancy through Diversified
Ranking

Given the ranked lists by both structure- and content-based methods, we discovered that
many top-ranked lists share a large fraction of common members. One reason is that
popular users are likely to be placed into multiple popular lists which makes both popu-
lar users and lists ranked high by our methods. However, we have observed that real lists
created by users do not overlap much (Observation 4). To reduce the overlap among
recommended lists and improve their diversity, we employ a Maximum Marginal Rel-
evance algorithm [2]. It re-ranks lists by trading off between their original scores and
diversity.

Scoredl = Argmax
l∈S

[λScorel − (1− λ)max
li∈L

Sim(l, li)] (8)

The new score of a list, Scoredl , is calculated by Equation (8). Suppose L is the set of
selected lists so far. We are to select the next list among a set of candidate lists S. Scorel
is the score of a list l, by Equation (2). Sim(l, li) is the similarity between two lists.
(Specifically, we use Jaccard similarity, i.e., Sim(l, li) =

|l∩li|
|l∪li| .) λ is the parameter to

balance the original list score and list diversity. A proper λ value is selected through
experiments. According to Observation 4, the redundancy of the real lists created by
users is about 10–13%. In choosing a proper value of λ, we set the list redundancy
round 10%, because our goal is to make recommended lists exhibit similar statistics to
that of the lists created by real users. Our diversification method chooses the list with
the highest original score as the first recommended list, then iteratively applies Equation
(8) to recommend the next list, until k lists are selected.

3.5 Intra-list Optimization: Pruning Unrelated Members from Merged Lists

Both structure-based and content-based methods may produce long lists, especially due
to clustering and merging of original lists. The resulting merged lists may contain many
members that have little relevance to the lists. They might be included just because
they were co-listed with other members that are more relevant. For example, a followee
uf may be put into a list by another user u with whom she happened to play tennis
once. The followee uf in fact may not like tennis that much. However, since the list
also contains many other followees that are true tennis fans, uf may be included in a
merged list corresponding to the tennis interest of u. In another example, user u1f may
be listed by a user u1 in a list named “colleague”, while user u2f may be listed by a
user u2 in a list that happens to have the same name “colleague”. Our list clustering
algorithm will merge the two lists and u1f and u2f will be co-listed in the resulting
merged list although they are not quite related.

Given a result list produced by the structure-based or content-based method, we
compute a ranking score for each individual followee ui in the list. With regard to
the content-based method, the ranking score captures the relevance of an individual
followee to the list. We compute the score as the cosine similarity between the vec-
tors corresponding to the centroid of l and ui. Recall that the vectors model the tweets
posted by the users.

Scorec(ui, l) = Cosine(V ectorui , V ectorl) (9)
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With regard to the structure-based method, the ranking score is the sum of co-
occurrence counts for ui and all other members in l, given by the following equation:

Scores(ui, l) =
∑

uj∈l∧ui �=uj

|L′
ui

∩ L′
uj
| (10)

We sort the followees in a list l by their ranking scores according to the above def-
initions, and then find a threshold t to divide the sorted followees into two classes,
members (Cm = {u1, . . . , ut}) and non-members (Cn = {ut+1, . . . , u|l|}). We then
prune all non-members from the list. Instead of tuning a pruning threshold by experi-
ments and using the same threshold invariably for all lists, we apply the Otsu Threshold-
ing Method [10] to automatically select an optimum threshold. This method is widely
used for threshold selection from gray-level histograms in computer vision and image
processing. The idea is to exhaustively search for the threshold t that minimizes the
weighted intra-class variance for the two classes, defined as follows:

σ2
w(t) = ωCm(t)σ2

Cm
(t) + ωCn(t)σ

2
Cn

(t) (11)

where weights ωCm(t) and ωCn(t) are the probabilities of the two classes separated
by the threshold t, which are given by ωCm(t) = Pr(Cm) =

∑t
i=1 pi and ωCn(t) =

Pr(Cn) =
∑|l|

i=t+1 pi, where pi is a normalized probability based on the followee’s
score Score(ui, l). σ2

Cm
(t) and σ2

Cn
(t) are the variances of scores in the member class

and the non-member class, respectively. More details of this method can be found
in [10].

4 Evaluation

4.1 Experimental Design

Twitter Data Set. We collected a Twitter data set through the Twitter API. Our imple-
mentation is based on an open source Java library– twitter4j3.

We started with around 10 thousand randomly selected seed Twitter users. We call
them level-1 users. We retrieved all the followees of the level-1 users. We call these
followees level-2 users. We also retrieved all the followees of the level-2 users, which
we call level-3 users. The union set of all level-1, level-2, and level-3 users is our Twitter
user set. For each user in the set, we crawled the user’s Twitter Lists, her followees, her
followers, and her latest 3, 200 tweets4. The collected data set contains 810, 769 Twitter
users, 53, 922, 948 Twitter lists, and 324 million tweets. The earliest tweet was created
on December 27, 2007 and the latest one was dated March 21, 2011.

We studied the characteristics of Twitter lists on the full data set. To quantitatively
evaluate the effectiveness of the proposed methods, we construct an evaluation data set
based on the collected data. The evaluation set contains a focus group with 8, 614 users
and together they have 550, 793 followees. Our task is to recommend personalized lists
for each user in the focus group based on his or her followees. The real lists created by
these users are used as ground truth for our evaluation. The number of lists created by
these users is 20, 016. On average around 25% followees of a user in the focus group
have been included in the lists.

3 http://twitter4j.org/en/index.jsp
4 Due to Twitter API constraint, we can only retrieve at most 3200 tweets of a given user.

http://twitter4j.org/en/index.jsp
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Table 1. Overview of list recommendation methods to evaluate

Basic Model List Merging Diversification Member Pruning (Sec 3.5) Integration

Algorithm
Structure
(Sec 3.2)

Content
(Sec 3.3) (Sec 3.2) (Sec 3.4)

User
Co-occurrence

Tweet
Similarity Model (Sec 3.1)

Content
√

Content-Div
√ √

Content-LMP
√ √ √

PLUG-Basic
√

PLUG-Merge
√ √

PLUG-Div
√ √ √

PLUG-LMP
√ √ √ √

iPLUG
√ √ √ √ √ √ √

Methods To Be Evaluated. Several list recommendation methods are formed by com-
bining the proposed techniques. Table 1 summarizes the techniques included in these
methods which are compared in the evaluation.

Evaluation Methodology. When evaluating the above algorithms, we hide all the orig-
inal lists created by users from the focus group and generate recommended lists for each
of them. We then compare the recommended lists with the original ones. The reported
performance is computed by taking the average of the performance for all the users in
the focus group. Since we observed that the largest 5 lists of a user often cover 86% of
the followees, we focus on comparing the top 5 recommended lists with the largest 5
lists created by users. In order to better understand the performance of our algorithms,
we evaluate the results under two scenarios: (1) Member Set (M-Set): We recommend
lists based on the followees who were list members in the original lists. (2) Full Set
(F-Set): We recommend lists based on all the followees of a user.

We report the following measures in our evaluation:

• Redundancy: As defined in the previous section, it is a measure to quantify the
overlaps among a set of lists. The statistics in Observation 4 show that the redundancy
from the largest 2 to the largest 5 original lists are stably around 10%. Therefore, in our
experiments, we choose a proper λ setting to keep the redundancy around 10%.

• List Similarity: We measure the similarity between two lists by Jaccard coefficient,
i.e., Sim(li, lj) =

|li∩lj|
|li∪lj| . With this definition, the larger the similarity value is, the

more similar the two lists are. To calculate the similarity between two sets of lists, we
compute the average pairwise-similarity of all list pairs from the two sets.

4.2 Experiment Results

Top-1 List Recommendation Results. As shown in Observation 3, the largest list (top-
1) covers more than 1

3 followees of a user on average. Thus, it is the most representative
list of a user. We compare the members of this list with the members of the top-1
recommended list, in terms of precision, recall, F1-measure and list similarity. The
results on M-Set are shown in Table 2. We omit all results of Content-Div and PLUG-
Div because in our experiments the diversification algorithm always selects the top-1
list as the first candidate to recommend. We also omit the results on F-Set because they
exhibit similar trend.
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Table 2. Experimental results of the top-1 lists

Algorithm Precision Recall F1 Similarity

Content 0.321 0.276 0.297 0.295
Content-LMP 0.533 0.552 0.544 0.532
PLUG-Basic 0.051 0.065 0.095 0.048
PLUG-Merge 0.456 0.393 0.357 0.359
PLUG-LMP 0.694 0.757 0.724 0.727
iPLUG 0.718 0.742 0.731 0.736

Table 3. List similarity results on Member Set

Algorithm top-2 top-3 top-4 top-5

Content 0.354 0.372 0.319 0.273
Content-Div 0.457 0.482 0.441 0.424
Content-LMP 0.556 0.581 0.612 0.574
PLUG-Basic 0.043 0.034 0.036 0.026
PLUG-Merge 0.456 0.393 0.357 0.359
PLUG-Div 0.563 0.592 0.601 0.552
PLUG-LMP 0.731 0.729 0.705 0.690
iPLUG 0.735 0.746 0.733 0.722

Table 4. List similarity results on Full Set

Algorithm top-2 top-3 top-4 top-5

Content 0.143 0.153 0.139 0.086
Content-Div 0.238 0.253 0.261 0.251
Content-LMP 0.321 0.357 0.365 0.343
PLUG-Basic 0.012 0.009 0.009 0.008
PLUG-Merge 0.216 0.203 0.197 0.199
PLUG-Div 0.275 0.291 0.286 0.285
PLUG-LMP 0.436 0.462 0.476 0.426
iPLUG 0.452 0.508 0.542 0.524

Table 5. Redundancy of recommended lists

Algorithm top-2 top-3 top-4 top-5
Content 73.5% 71.4% 69.2% 67.4%
Content-Div 18.6% 17.5% 16.6% 15.9%
Content-LMP 14.5% 13.1% 12.4% 11.3%
PLUG-Merge 72.4% 70.6% 68.2% 67.3%
PLUG-Div 16.2% 15.8% 14.6% 13.3%
PLUG-LMP 13.1% 12.4% 11.6% 9.9%
iPLUG 11.2% 10.3% 9.6% 9.3%

Table 2 shows that the iPLUG algorithm outperforms other algorithms in terms of
precision, F1-measure, and list similarity. It achieves slightly worse recall compared to
PLUG-LMP, but is dramatically better than other algorithms. Overall, iPLUG achieves
73.6% in list similarity and 73.1% in F1-measure. We also see that the performance of
the PLUG-Basic model is poor due to the sparsity of the co-listed relation. List merging
can effectively improve the performance of PLUG-Basic by about 5 to 10 times. Then
list member pruning yields as much as 200% improvement in performance, indicating
that irrelevant members often exist in the initial recommended lists.

Top-2 to top-5 Recommended Lists. The list similarity for top-2 to top-5 recom-
mended lists for M-Set and F-Set are shown in Table 3 and Table 4. The two tables
exhibit result trends similar to those in Table 2. Overall, the iPLUG algorithm achieves
the best performance among all the methods. PLUG-LMP is quite close to iPLUG.
There is only a 4% performance difference between iPLUG and PLUG-LMP on M-Set.
This means that PLUG-LMP is good enough for most users in M-Set.

Comparing Table 3 with Table 4, we see that the performance of all algorithms de-
teriorates on F-Set. iPLUG is significantly better than all other methods, including the
second best PLUG-LMP. The improvement of iPLUG compared with PLUG-LMP on
F-Set is as much as 20%. It indicates that the content-based method has significant
effect on iPLUG’s performance when non-listed followees exist.

Diversification. To show the effectiveness of the technique of diversified list ranking,
we compare the redundancy of the recommended lists of our major algorithms and
show the results of top-2, 3, 4, 5 lists in Table 5. We find that the redundancy of PLUG-
Div and Content-Div decreases by more than 70%, compared with PLUG-Merge and
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Content, respectively. This demonstrates the effectiveness of our diversified list ranking
technique.

From results shown in Table 3 and Table 4, we see that the list similarity of both
PLUG-Div and Content-Div improves significantly compared to PLUG-Merge and Con-
tent. The performance gap increases as k increases. The reason is that the top-k recom-
mended lists are highly redundant before diversification. For example, the redundancy
is 67–73% in the lists recommended by PLUG-Merge and Content. With diversified
ranking, we are able to keep the redundancy to a relatively low level (around 10%),
which is near the level of the lists created by real users.

4.3 Parameter Sensitivity Analysis

Parameter Settings of λ. In our diversified list ranking algorithm, the parameter λ
plays the role of balancing list ranking from basic models (structure-based and content-
based) and list diversification. As discussed earlier, the redundancy of lists captures
list diversification. Two lists with less redundant members are considered more diverse.
Therefore, we vary λ from 0 to 1, and report the redundancy of the top-k (k = 3, 4, 5)
recommended lists, as shown in Figure 6(a). We see that λ has significant impact on
the redundancy of the results. According to the statistics discussed in Observation 4,
the redundancy of original lists in the real data is around 10%. From the results of
Figure 6(a), it is clear that when λ is around 0.3, the redundancy of our recommended
lists is close to 10%.

To understand the impact of the settings of λ on list similarity, we compute list simi-
larity between the largest 5 original lists and the top-5 recommended lists while varying
λ values for both M-Set and F-Set. The results of both structure-based and content-
based algorithms are shown in Figure 6(b). The results indicate that the PLUG-Div and
Content-Div algorithms achieve the best performance on M-Set when λ = 0.3. On F-
Set Content-Div achieves the best performance when λ = 0.4. That is to say, setting
λ to 0.3 (or 0.4) results in recommending lists most similar to the ones created by real
users. Therefore, we set λ = 0.3 in our experiments.
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Parameter Settings of η. We study the impact of different settings of η on the per-
formance of the integration algorithm (iPLUG). η is the factor that controls the contri-
butions of the structure-based model and the content-based model to iPLUG. A larger
η indicates that iPLUG sees higher contribution from the structure-based model, and
lower contribution from the content-based model. We vary η from 0 to 1 and report
the corresponding list similarity of iPLUG. Figure 7 shows the list similarity results of
top-1 and top-5 lists. When η = 0, iPLUG becomes the content-based model. On the
other hand, when η = 1, iPLUG uses only the structure-based model.

As we see in Figure 7, the performance monotonically increases from η = 0 to the
peak (η = 0.7 on M-Set and η = 0.6 on F-Set). Afterwards, it decreases and finally is
equal to the performance of PLUG-LMP algorithm (η = 1). That is, η has significant
impact on the performance of iPLUG. It also shows the trend that generally taking in
more contribution of the structure-based model results in better performance for iPLUG.
The best setting of η for both top-1 and top-5 cases on M-Set are 0.7 while on F-Set are
0.6, we therefore set η = 0.7 and 0.6 respectively in our experiments.

As mentioned before, an intuitive value for η is the proportional of the followees
who are listed, i.e., η = τ

|FEu| , where τ is the number of the followees that appear in at
least one list. This method prefers more contribution from the structure-based model if
a user has a larger fraction of listed followees. We set η separately for each individual
user using this method. The results are shown as the black dash line in Figure 7. We
see that in all four figures, the performance of this setting is between the performance
of the settings of η = 0.3 and η = 0.4. The reason is that in our data set only 24.52%
of followees of the focus group users have been listed. That is on average the iPLUG
model takes only 24.52% of contribution from the PLUG model, and the fine-grained
η settings for each user improves the performance more than a fixed setting of η = 0.3.
However, we observe that it is far from the best performance result in our data set.
Hence, η = τ

|FEu| is not an optimal setting for η.
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Fig. 7. Impact of η values on lists similarity

5 Related Work

Our goal is to help Twitter users automatically group their followees and put them into
different lists. The problem is similar to a recent study on classifying users accordingly
to their interests [11]. This study is limited to bifacial interests detection such as de-
tecting whether a user is democrat or republican or whether a user likes Starbucks or
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not in business affinity detection. Twitter List can be considered as a tag for each fol-
lowee. Tag and Tag-based entity (e.g. photos, music, videos, web pages) classification
or clustering [9,6,15] have been used to improve the performance of web page index-
ing, music categorization, news filtering and content recommendation. Compared with
these studies, the difference of our method is to take advantage of both structural and
content information for list recommendation.

Social recommendation is becoming prevalent in online services [1,14,7]. Social
tags help users better understand, interact with and propagate variety of content. How-
ever, user-generated tags with uncontrolled vocabulary can sometimes be ambiguous,
obscure, inadequate and redundant. To tackle this problem, [13] proposed a personal-
ization algorithm based on content-dependent variant of hierarchical tag clustering. We
observed the same drawback of list names as [13] discovered with user-generated tags.
Also, the topic selection algorithm in [8] helps to eliminate the redundancy between
topics and focus on the important ones. In our algorithm, instead of using the semantic
information from list name, we take advantage of the information of users and lists.

6 Conclusions and Future Work

In this paper, we propose the iPLUG algorithm for recommending lists for Twitter users,
which leverages both the structure of list-user graphs and the tweets of users. Experi-
ments over a Twitter dataset show that iPLUG is capable of recommending lists similar
to the ones created by real users. There are many interesting directions for future work.
First, it is interesting to study how to help users automatically discover and add new
followees to existing lists. Second, it would be interesting to study how list recommen-
dation changes user behavior on Twitter.

Acknowledgments. The work of Li is partially supported by NSF grants 1018865,
1117369, and 2011, 2012 HP Labs Innovation Research Award.
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The Irreducible Spine(s) of Undirected Networks

John L. Pfaltz

Dept. of Computer Science, University of Virginia

Abstract. Using closure and neighborhood concepts, we show that
within every undirected network, or graph, there is a unique irreducible
subgraph which we call its “spine”. The chordless cycles which comprise
this irreducible core effectively characterize the connectivity structure
of the network as a whole. In particular, it is shown that the center of
the network, whether defined by distance or betweenness centrality, is
effectively contained in this spine.

By counting the number of cycles of length 3 ≤ k ≤ max length,
we can also create a kind of signature that can be used to identify the
network.

Performance is analyzed, and the concepts we develop are illustrated
by means of a relatively small running sample network of 379 nodes,
although they have been applied to networks of 4,764 and 5,242 nodes
as well.

1 Introduction

It is hard to describe the structure of large networks. If the network has fewer
than 100 nodes, then we can hope to draw it as a graph and visually comprehend
it [6]. But, with more than 100 nodes this becomes increasingly difficult.

Simply counting the number n of nodes and number e of edges, or connec-
tions, provides essential basic information. Other combinatorial measures include
counting the number of triangles, the number of edges incident to a node v, or
degree d(v), and the total number of nodes such that d(v) = k. There exist
data representations that effectively keep these kinds of counts, even in rapidly
changing dynamic networks [12].

More sophisticated methods involve treating the defining adjacency matrix
as if it were a linear transformation and employing an eigen analysis [14]. All
these techniques convey information about a network. In this paper, we present
a rather different approach.

First in Section 2 we reduce the network to an irreducible core, or “spine”,
which is shown to be unique (upto isomorphism) for any network. Then in Section
3 we show that the irreducible spine is comprised exclusively of chordless cycles
of length k, or k-cycles. In Section 3.1 we show that the “center” of the network,
whether defined in terms of distance, or betweenness centrality [3], can always
be found in this spine. In addition, the distribution of these k-cycles, 3 ≤ k ≤
max length, can provide a “signature” for the network.

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 104–117, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Irreducible Networks

For this paper we regard a network N as an undirected graph on a set N of
n nodes with a set E of e edges, or connections. Many of these results can be
applied to directed networks as well, but we will not explore these possibilities
here. The neighborhood of a set Y of nodes are those nodes not in Y with
at least one edge connecting them to at least one node in Y . We denote such
a neighborhood by Y.η, that is Y.η = {z �∈ Y |∃y ∈ Y, (y, z) ∈ E}. We use this
somewhat unusual suffix notation because we regard η as a set-valued operator
acting on the set Y . By the region dominated by Y , denoted Y.ρ, we mean
Y.ρ = Y.η ∪ Y .

In our treatment of network structure, we will make use of the neighborhood
closure operator, denoted by ϕ [15]. For all Y ⊆ N , this is defined to be Y.ϕ =
{z ∈ Y.ρ : {z}.ρ ⊆ Y.ρ} which is computationally equivalent to Y.ϕ = Y ∪ {z ∈
Y.η : {z}.η ⊆ Y.ρ}. Readily Y ⊆ Y.ϕ ⊆ Y.ρ. Recall that a closure operator
ϕ is one that satisfies the 3 properties: (C1) Y ⊆ Y.ϕ, (C2) X ⊆ Y implies
X.ϕ ⊆ Y.ϕ, and (C3) Y.ϕ.ϕ = Y.ϕ.

Because the structure of large networks can be so difficult to comprehend, it
is natural to seek techniques for reducing their size, while still preserving certain
essential properties [1,7], often by selective sampling [11]. Our approach is some
what different. We view “structure” through the lens of neighborhood closure,
which we then use to find the unique irreducible sub-network I ⊆ N .

A graph, or network, is said to be irreducible if every singleton subset {y} is
closed. A node z is subsumed by a node y if {z}.ϕ ⊆ {y}.ϕ. Since in this case,
z contributes very little to our understanding of the closure structure of N , its
removal will result in little loss of information.

Proposition 1. Let y subsume z and let σ(x, y) denote a shortest path between
x and y. If z �= y,∈ σ(x, y), then there exists σ′(x, y) such that z �∈ σ′

Proof. If not, we may assume without loss of generality that z is adjacent to y
in σ. But, then σ(x, z), x �∈ {y}.η implies that {z}.ϕ �⊆ {y}.ϕ. (Also proven in
[16].) �


In other words, z can be removed from N with the certainty that if there was
a path from some node x to y through z, there will still exist a path of equal
length from x to y after z’s removal. Such subsumed nodes can be iteratively
removed from N without changing connectivity. This iterative reduction process
we denote by ω.

Operationally, it is easiest to search the neighborhood {y}.η of each node y,
and test whether {z}.η ⊆ {y}.ρ as shown in the code fragment of Figure 1.
This code is then iterated until there are no more subsumable nodes. Let y.β
denote the set of nodes subsumed directly, or indirectly, by y. In a sense these
subsumed nodes belong to y. Let τ(y) denote |y.β|. Since every node subsumes
itself, τ(y) ≥ 1. In our implementation of this code, we also increment τ(y)
by τ(z) every time node z is subsumed by y. So, τ(y) = |y.β|. Consequently,∑

y∈N .ω τ(y) = n = |N |.
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for_each y in N

{

for_each z in y.nbhd

{

if (z.nbhd contained_in y.region

{ // z is subsumed by y

for_each x in z.nbhd

remove edge (x, z)

remove z from network

}

}

}

Fig. 1. Key loop in reduction process, ω

Before considering the behavior of ω, we want to establish a few formal prop-
erties of the reduced network.

Proposition 2. Let N be a finite network and let I = N .ω be a reduced version,
then I is irreducible.

Proof. Suppose {y} in I is not closed. Then ∃z ∈ {y}.ϕη implying z.ρ ⊆ {y}.ρ
or that z is subsumed by y contradicting termination of the reduction code. �


Two graphs, or networks, N = (N,E) and N ′ = (N ′, E′) are said to be iso-
morphic, or N ∼= N ′, if there exists a bijection, i : N → N ′ such that for all
x, y ∈ N , (i(x), i(y)) ∈ E′ if and only if (x, y) ∈ E. That is, the mapping i pre-
cisely preserves the edge structure, or equivalently its neighborhood structure.
Thus, i(y) ∈ i(x).η′ if and only if y ∈ x.η.1

The order in which nodes, or more accurately the singleton subsets, of N
are encountered can alter which points are subsumed and subsequently deleted.
Nevertheless, we show below that the reduced graph I = N .ω will be unique,
upto isomorphism.

Proposition 3. Let I = N .ω and I ′ = N .ω′ be irreducible subsets of a finite
network N , then I ∼= I ′.

Proof. Let y0 ∈ I, y0 �∈ I ′. Then y0 is subsumed by some point y1 in I ′ and
y1 �∈ I else because y0.ρ ⊆ y1.ρ implies y0 ∈ {y1}.ϕ so I would not be irreducible.

Similarly, since y1 ∈ I ′ and y1 �∈ I, there exists y2 ∈ I such that y1 is
subsumed by y2. Now we have two possible cases; either y2 = y0, or not.

Suppose y2 = y0 (which is most often the case), then y0.ρ ⊆ y1.ρ and y1.ρ ⊆
y0.ρ or y0.η = y1.η. Hence i(y0) = y1 is part of the desired isometry, i.

1 Note that i : N → N ′ is a normal single-valued function on N , so we use traditional
prefix notation. We reserve suffix notation for set-valued operators/functions.
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Now suppose y2 �= y0. There exists y3 �= y1 ∈ I ′ such that y2.ρ ⊆ y3.ρ,
and so forth. Since I is finite this construction must halt with some yn. The
points {y0, y1, y2, . . . yn} constitute a complete graph Yn with {yi}.ρ = Yn.ρ, for
i ∈ [0, n]. In any reduction all yi ∈ Yn reduce to a single point. All possibilities
lead to mutually isomorphic maps. �


We call this unique subgraph, the irreducible spine ofN . In [12], Lin, Soulignac
and Szwarcfiter, speak of a ”dismantling of a graph G as a graph H obtained
by removing one dominated vertex of G, until no more dominated vertices re-
main”; and similarly conclude that “all dismantlings of G are isomorphic”. This
is precisely the process we have been describing.

For the remainder of this paper we will use a single example to illustrate
our approach to describing network structure. In [14] Mark Newman describes
a 379 node network in which each node corresponds to an individual engaged
in network research, with an edge between nodes if the two individuals have
co-authored a paper. The reader is encouraged to view an annotated version at
www.umich.edu/~ mejn/centrality.2

Fig. 2. 379 node collaboration network

As described in [16], we used the code of Figure 1 to reduce the 379 Newman
collaboration network to the 65 node irreducible spine shown in Figure 3. In our

2 Similar “collaboration” networks can be found in Stanford Large Network Database.
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Fig. 3. Reduced 65 node version of Newman’s 379 node co-authorship network

implementation, we keep a count of the number of nodes directly, or indirectly,
subsumed by an irreducible node y. (These counts are displayed in following
figures). In addition, we keep a list of the node identifiers of every subsumed
node, so we can reconstruct a close approximation of the original network. Thus,
this irreducible sub-network I ⊆ N can be regarded as a true surrogate of N
itself. For simplicity, we have replaced the actual author names with identifying
integers; for example the uppermost node, 1:23, denotes D. Stauffer. Here 1 is
the identifier, 23 = τ(1) denotes the number of individuals in the community
subsumed by 1.3 By indicating the numbers of individuals/nodes subsumed by a
node in the reduced version, we suggest the density of the original graph in this
neighborhood. To further help the reader orient this reduced network with the
original, we observe that 14:18 denotes M. Newman, 23:6 denotes H. Jeong, 25:41
denotes A.-L. Barabasi, 53:8 denotes Y. Moreno and 60:14 denotes J. Kurths.

We must emphasize that we are concerned strictly with the structure of a net-
work, not its content. We have chosen this collaboration network solely because
it is fairly familiar and well known. In no way do we want to suggest that the
irreducible sub-network of this section, or the chordless k-cycles described in the
following section necessarily contribute to an interpretation of the significance
of the collaboration. N should be regarded simply as an arbitrary, but relatively
complex, network.

What is the computational cost of reducing such a network to its irreducible
spine?

3 Because there is considerable randomness in the reduction process, several individ-
uals other than Stauffer could have been chosen to represent this community. Still,
the resulting graph would have been isomorphic to Figure 3.
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The dominant cost is the loop in Figure 1 over all n nodes of N . So, it is at
least O(n). Then we have the embedded loop for each z in y.nbhd. First, we
assume that the degree δ(y) of each node is bounded (typically the case in large
networks), thus its behavior will still be linear. In our implementation, all sets
are represented by bit strings, with each bit denoting an element; set operators
are thus logical bit operations. There is no need to loop over the elements of
a set. Consequently, set operations such as union, intersection, or containment
testing, are O(1). In this case, the entire loop will still be O(n).

However, the loop of Figure 1 must be iterated until no more nodes are sub-
sumed. It is not hard to create networks in which only one node is subsumed on
each iteration; Figure 4 is a simple example, if nodes are encountered in subscript
order. So worst case behavior is O(n2).

y

y

y

y y . . . y y0

1

2

3 4 n-1 n

Fig. 4. Reduction, ω, has O(n2) behavior

The analysis above assumed that the degree of all nodes was bounded. Suppose
not; suppose δ(y) → n = |N |. In this case the node y will subsume many nodes,
thereby bounding the number of necessary iterations. We have no formal proof
for this last assertion, but it appears to be true.

Using their H-graph structure, Lin, Soulignac and Szwarcfiter, show that the
cost to dismantle a network is O(n + αm) where α denotes the arboricity of N
[12]. Experimentally, our reduction, ω, of the Newman collaboration graph to its
irreducible spine shown in Figure 3 required 5 iterations, with the last over the
remaining 65 nodes to verify irreducibility. Reduction of a 4,764 node network
depicting Norwegian corporate directorships [17] and a 5,242 node networks from
the Stanford Large network database, to their 228, and 1,469, node irreducible
spines respectively took 5 and 6 iterations. In practice, network reduction ap-
pears to be nearly linear.

3 Chordless k-Cycles

A cycle is a closed, simple path [2,9]. A cycle C =< y1, y2, . . . , yk, y1 > has
length k. For each node yi ∈ C, |{yi}.η| ≥ 2. The irreducible spine of Figure 3
has an abundance of cycles and no nodes x with |{x}.η| = 1.

A chord in a cycle is an edge/connection (yi, yj) ∈ E where j �= i ± 1 (or
i = 1, j = k − 1). A cycle C is chordless if it has no chords.4

4 In [15,16], the author mistakenly used the term “fundamental cycle” for the chordless
cycles that will be explored in this section.
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It is the thesis of this paper that these chordless k-cycles provide a valuable
characterization of the structure of a network. As a small example, consider
Figure 5 from Granovetter’s 1973 article on ”weak ties” [8], which has been
redrawn so as to emphasize the chordless 14-cycle. The nodes X,Y, Z represent
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16:1
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17:118:3

19
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Y

X

24:1

22:223:1

Fig. 5. Granovetter’s network with counts of subsumed nodes

other portions of the network. Readily, describing this subset as a 14-cycle with
9 pendant nodes is an appropriate characterization. Our goal with this example
is simply to show that these kinds of chordless cycles arise naturally in the
literature and in real life.

The following proposition characterizes the structure of irreducible spines.

Proposition 4. Let N be a finite network with I = N .ω being an irreducible
version. If y ∈ I is not an isolated point then either

(1) there exists a chordless k-cycle C, k ≥ 4 such that y ∈ C, or
(2) there exist chordless k-cycles C1, C2 each of length ≥ 4 with x ∈ C1 z ∈ C2

and y lies on a path from x to z.

Proof. (1) Let y1 ∈ NI . Since y1 is not isolated, let y0 ∈ y1.η, so (y0, y1) ∈ E.
With out loss of generality, we may assume y0 ∈ C1 a cycle of length ≥ 4. Since
y1 is not subsumed by y0, ∃y2 ∈ y1.η, y2 �∈ y0.η, and since y2 is not subsumed by
y1, ∃y3 ∈ y2.η, y3 �∈ y1.η. Since y2 �∈ y0.η, y3 �= y0.

Suppose y3 ∈ y0.η, then < y0, y1, y2, y3, y0 > constitutes a k-cycle k ≥ 4, and
we are done.

Suppose y3 �∈ y0.η. We repeat the same path extension. y3.η �⊆ y2.η implies
∃y4 ∈ y3.η, y4 �∈ y2.η. If y4 ∈ y0.η or y4 ∈ y1.η, we have the desired cycle. If not
∃ y5, . . . and so forth. Because N is finite, this path extension must terminate
with yk ∈ yi.η, where 0 ≤ i ≤ n− 3, n = |N |. Let x = y0, z = yk.

(2) follows naturally. �


The points of those chordal subgraphs still remaining in Figure 5 such as the
triangle < 15, 16, 17 >, are all elements of other chordless cycles as predicted by
Proposition 4.
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3.1 Centers and Centrality

A central quest in the analysis of social networks is the identification of its “im-
portant” nodes. In social networks, “importance” may be defined with respect
to the path structure [5].

Let σ(s, t) denote a shortest path between s and t, and let d(s, t) denote
its length, or distance between s and t. Those nodes CC = {y ∈ N} for which
δ(y) =

∑
s�=y d(s, y) is minimal have traditionally been called the center of

N [9], they are “closest” to all other nodes. It is well known that this subset of
nodes must be edge connected. One may assume that these nodes in the “center”
of a network are “important” nodes.

Alternatively, one may consider those nodes which “connect” many other
nodes, or clusters of nodes, to be the “important” ones. Let σst(y) denote the
number of shortest paths σ(s, t) containing y; then those nodes y for which σst(y)
is maximal are those nodes that are involved in the most connections. Let CB =
{y ∈ N}, for which σst(y) is maximal. This is sometime called “betweenness
centrality” [3,5]. (Note: traditionally, centrality measures are normalized to range
between 0 and 1, but we will not need this for this paper.)

In the following sequence we want to show that nodes with minimal distance
and maximal betweenness measures will be found in the irreducible spine I. This
is non-trivial because it need not always be true. One problem is that, we may
have several isomorphic spines, I1, . . . , Ik, so we can only assert that CC∩Ij and
CB ∩ Ij are non-empty for all 1 ≤ j ≤ k. Second, there exist pathological cases
where the centers are disjoint from I. The network of Figure 4, in Section 2, is an
example. If n = 8 then CC = CB = y4 because 18 = δ(y4) < δ(y3) = δ(y5) = 19,
and 24 = σst(y4) > σst(y3) = σst(y5) = 23. But, y4 �∈ I. The conditions of
Proposition 7 will ensure this cannot happen. We can assume I is connected,
else we are considering one of its connected components.

Lemma 1. Let y ∈ I and let z “belong” to y, i.e. z ∈ y.β. There exists a
shortest path sequence < y0, . . . , yk > such that

(a) y0 = y,
(b) yk = z, and
(c) yi.η ⊆ y.ρ = yi.η ∪ yi, 1 ≤ i ≤ k.

Proof. This is a formal property of the subsumption process. �


This sequence need not correspond to the sequence in which nodes are actually
subsumed.

Lemma 2. Let y ∈ I, with z ∈ y.β and let σ(s, z) be a shortest path where
s �∈ y.β. Then there exists a shortest path σ(s, z) =< s, . . . , y0, . . . , yi, z >.

Proof. Suppose σ(s, z) =< s, . . . , v, z >. Since z ∈ y.β, ∃i, z.η ⊆ yi.η ∪ yi. Now
v ∈ yi.η ∪ yi hence σ(s, z) =< s, . . . , yi, z > is also a shortest path. Iterate
this construction for k = i − 1, . . . , 0. This is also a corollary statement to
Proposition 1. �
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Lemma 3. Let y ∈ I and let z ∈ y.β, z �∈ y.η. If s �∈ y.β then d(s, z) ≥
d(s, y) + 1.

Proof. By Lemma 2, ∃yk, k ≥ 1 such that z ∈ yk.η and σ(s, z) =<
s, . . . , y0, . . . , yi, z > is a shortest path. Readily d(s, z) = d(s, y)+ i ≥ d(s, y)+1.

�

Proposition 5. Let y ∈ I with z ∈ y.β. If z ∈ y.η then

(a) For all s, t, σst(y) ≥ σst(z)
(b) δ(y) ≤ δ(z)

Proof. (a) Since z ∈ y.η, and by Lemma 2, i = 0, for all shortest paths through
z, there exists a shortest path through y.
(b) Readily, z ∈ y.η and z.η ⊆ y.ρ implies d(s, y) ≤ d(s, z) for all s �= y, z. �

In this case, z may, or may not, also be in an alternate spine I ′. Hence equality
is possible in both (a) and (b).

Proposition 6. Let y ∈ I with z ∈ y.β. Let
∑

x∈I,x �=y τ(x) ≥ τ(y) and let∑
x∈I,x∈y.η τ(x) ≥ τ(y). If z �∈ y.η then

(a) For all s, t, σst(y) > σst(z)
(b) δ(y) < δ(z).

Proof. (a) If s ∈ y.β and t �∈ y.β, then Lemma 2 establishes that σst(y) ≥ σst(z).
Now suppose that t ∈ y.β, then σ(s, t) through z need not imply a shortest path
σ(s, t) through y. The maximal possible number of such shortest paths occurs
when y.β−y is a star graph, such as shown in Figure 3.1. Let k = τ(y) − 2.

y z
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z
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z
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∃ C(k, 2) = k · (k − 1)/2 shortest paths σ(s, t) through z with s, t �= z, and k
more with t = z.

Finally, assume s, t �∈ y.β. Let n =
∑

x∈I,x∈y.η τ(x) ≥ τ(y), a condition of this

proposition. This ensures that ∃ C(n, 2) + n shortest paths through y avoiding
z. Since n > k, σst(y) > σst(z).
(b) δ(y) =

∑
s∈y.β d(s, y) +

∑
t�∈y.β d(t, y) and similarly δ(z) =

∑
s∈y.β d(s, z) +∑

t�∈y.β d(t, z). Let k = d(y, z), k ≥ 2.
∑

s∈y.β d(s, y) <
∑

s∈y.β d(s, z) + k · τ(y).∑
t�∈y.β d(t, y) <

∑
t∈y.β d(t, z) − k · |t �∈ y.β|. So, provided

∑
x∈y.β,x �=y τ(x) =

|t �∈ y.β| > τ(y), we have δ(y) ≤ δ(z). �

Proposition 7. Let I be an irreducible spine of a network N with centers CC

and CB .
If for all y ∈ I,

∑
x∈I,x �=y τ(x) ≥ τ(y) and

∑
x∈I,x∈y.η τ(x) ≥ τ(y) then there

exist xi ∈ I and yj ∈ I such that xi ∩ CC and yj ∩ CB �= Ø.
Moreover, CC ⊆ ∪i(xi.η) and CB ⊆ ∪j(yj .η).
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Proof. We compare y ∈ I with any z ∈ y.β. The first assertion is just a corollary
of propositions 5, where z ∈ y.η, and 6, where z �∈ y.η.

The second assertion follows because the inequalities of Proposition 6 are all
strict. �


The conditions of Proposition 7 (and Proposition 6) are sufficient to eliminate
pathological situations such as Figure 4; but are by no means necesary. In prac-
tice, one really only needs that I be sufficiently large, and that its subsumed
sub-graphs not be too unbalanced.

3.2 Estimation of Other Network Properties

The performance of many important network analysis programs is of order
O(nk), where k > 1. They execute much faster on a small network such as
the irreducible spine rather than the network itself. Using I one can often ap-
proximate the value with considerable accuracy. We illustrate by calculating the
diameter using Figure 3. Recall that the diameter of a network is the maximal
shortest path between any two points. In [4], the cost to find a diameter using
the Floyd-Warshall algorithm is O(n3). This can be reduced to O(n2 log n) by
Johnson’s algorithm, but we know of no better exact solutions. In Figure 3 we
can do this by hand.5

Readily, node 65, in the lower right hand corner is an extreme node. Expanding
out by shortest paths, one finds that node 6 on the left edge is at distance 13,
that is d(6, 65) = 13, and this is maximal in this irreducible spine. The center
of this subgraph will be nodes at distance 6 or 7 from both extremes. These are
nodes 35, 48 and 51, which are necessarily connected in I. Using Proposition 7
we can assume that at least one of these is in the actual center of N , and that
CC is contained in its neighborhood.

We continue our estimation of the diameter by considering the subsumed
portions of the network. What is the nature of the suppressed portions of the
network?

Let y ∈ I, y.β is a chordal subgraph,where a subgraph is said to be chordal if it
has no chordless cycles of length≥ 4. Chordal graphs are mathematically quite in-
teresting and have been well studied [2,10,13]. Succinctly, they can be regarded
as tree-like assemblages of complete graphs; they can be generated by a simple
context-free graph-grammar. In effect, they are pendant tree-like structures that
are attached to the irreducible spine, I, at one (or two adjacent) nodes. Thus β is
a set-valued operator that associates a pendant tree of complete graphs with y.

Readily, the diameter, diamn of a chordal graph on n points satisfies 1 ≤
diamn ≤ n − 1, with the lower bound occurring if {y}.β = Kn, and upper
bound when {y}.β is linear. In lieu of a better expectation, we will estimate the
diameter of a pendant chordal graph {y}.β of n nodes to be n/2. (A much better
expectation could be made if both the number of nodes, and number of edges,
were recorded in the reduction process, ω. This would not be hard.)

5 This ability is an artifact of this graph structure and not generally feasible.
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With this expected value, we can estimate the length of a maximal shortest
path (u, v) in N through nodes 6 and 65 to be d(u, 6) + d(6, 65) + d(65, v) or
4/2 = 2 + 13 + 5 = 10/2, or d(u, v) = 20, where u ∈ {6}.β and v ∈ {65}.β.

However, this (u, v) path does not appear to actually be the longest path (i.e.
diameter). For the adjacent node 7, {7}.β = 15. So for u ∈ {7}.β we estimate
d(u, v) to be 7.5+ 12+5 = 24.5. In fact, the real diameter is d(u, 7)+ d(7, 65)+
d(65, v) = 5 + 12 + 5 = 22.

A similar process can be used to count triangles in the network [18].

3.3 Network Signatures

If we count the cycles in the reduced Newman collaboration graph of Figure 3, we
get the following enumeration. This distribution of chordless cycle lengths may
serve as a kind of spectral analysis, or “signature” of the network. Much more
research is needed to determine the value of these signatures for discriminating
between networks. For example, at SocInfo 2012 in Lausanne, Switzerland, it
was suggested that CC =

∑
k k × nk/|n|, where nk is the number of k cycles,

might serve as a measure of connective complexity.
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Fig. 6. Distribution of k-cycles in Figure 3

As we see, there are still 26 triangles in this reduction; such graphs are not
“triangle-free”. However, it is the 5 chordless cycles of maximum length that are
of most interest. We might call them “major cycles”. One of them is: < 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 41, 51, 49, 36, 37, 38, 39, 28, 29, 26, 21, 4 >. This one
has been emboldened in Figure 7 where we emphasize this 22-cycle of maximal
length, while suppressing other aspects of this network.

The reduction process, ω, retains only nodes on, or between, chordless k-
cycles, k ≥ 4 (Proposition 4). It eliminates the “chordal” subgraphs of N . It
can be argued that by removing the chordal portions of a network N , ω is only
deleting well understood sub-sections that can be reasonably well simulated and
“re-attached” to the irreducible spine. Just retaining the size of these subsumed
subgraphs permits calculation of certain global attributes, such as diameter and
centrality, as described earlier.

Looking at Figure 7 we see a similar process taking place. The entire subgraph
consisting of nodes {54, 55, . . . , 65} is another pendant portion which will be
ignored if one concentrates solely on the longest k-cycles. The edge/connection



The Irreducible Spine(s) of Undirected Networks 115

1:23

13:6

2:1

4:17

5:1

23:68:5

14:18

17:12

15:3

16:1

19:1

18:3

26:1

27:2

41:15

33:2
34:9

31:4

35:7

29:1

51:9

45:2

39:5

40:1

43:1

36:4

37:1
38:1 53:8 54:1

58:1

57:1

55:1

60:14

65:10

62:1

59:6

6:4

3:2

46:4

20:4

22:1

48:7

49:1

42:10
56:13

24:5

25:41

7:15

52:15

47:1

50:1
28:1

37:2

21:3

9:3

10:2

11:3

12:3

61:1

64:444:1

63:6

30:5

Fig. 7. A maximal chordless cycle in the reduced Newman graph of Figure 3
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Fig. 8. Another maximal chordless cycle in the reduced Newman graph of Figure 3

(56, 60) ∈ E is retained, solely because it connects the two 4-cycles among nodes
{60, . . . , 65} to the main body, as described in Proposition 4.

The 22-cycle shown in Figure 7 is only one of five longest chordless cycles; a
second is shown in Figure 8. As can be seen, it involves other paths.

If the five longest k-cycles are intersected, we discover that 10 nodes occur in
all. They are {4, 5, 6, 7, 14, 26, 29, 36, 39, 49 }. And, four connections appear
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in all longest cycles, they are { (4, 5), (5, 6), (6, 7), (26, 29) }. The implications
of this requires further study.

4 Summary

One should have many tools on hand to understand the nature of large graphs,
or networks. In this paper we have presented one that is rather unusual, yet also
rather powerful. Even so, it must be observed that the reduction, ω, of graphs
will always be of mixed value. Some graphs, for example chordal graphs, will
reduce to a single node. This in itself conveys considerable information, but in
this case other kinds of analysis are clearly more appropriate. Nevertheless, for
many of the kinds of networks one encounters in real situations, reducing the
network to its irreducible spine is a quick, easy first step.

Because the irreducible spine, I, is effectively unique, further analysis of it is
a valid way of getting information about the original network. It is a “reliable”
surrogate. It completely preserves the connectivity structure of the original net-
work, and embodies the essential path centrality concepts. Both distance and
betweeness centers are contained within it. Consequently, this kind of analysis
with respect to closed sets can provide valuable insights into the nature, and the
structure, of networks.
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Abstract. Although the extraction of facts and aggregated information from in-
dividual Online Social Networks (OSNs) has been extensively studied in the last
few years, cross–social media–content examination has received limited atten-
tion. Such content examination involving multiple OSNs gains significance as a
way to either help us verify unconfirmed-thus-far evidence or expand our un-
derstanding about occurring events. Driven by the emerging requirement that fu-
ture applications shall engage multiple sources, we present the architecture of a
distributed crawler which harnesses information from multiple OSNs. We
demonstrate that contemporary OSNs feature similar, if not identical, baseline
structures. To this end, we propose an extensible model termed SocWeb that artic-
ulates the essential structural elements of OSNs in wide use today. To accurately
capture features required for cross-social media analyses, SocWeb exploits intra-
connections and forms an “amalgamated” OSN. We introduce a flexible API that
enables applications to effectively communicate with designated OSN providers
and discuss key design choices for our distributed crawler. Our approach helps
attain diverse qualitative and quantitative performance criteria including fresh-
ness of facts, scalability, quality of fetched data and robustness. We report on a
cross-social media analysis compiled using our extensible SocWeb-based crawler
in the presence of Facebook and Youtube.

1 Introduction

The unprecedented growth rate of Online Social Networks (OSNs) both in terms of size
and quality poses multiple research challenges. As individuals flock, the respective OSN
volume is constantly increasing. Regarding quality, users often discuss about aspects of
their daily life, thus making OSNs a source of information that is valuable in many
different areas of interest. Among those, detection of events [4,24,11], identification
of trends [5,1,11], announcement of news, detection of communities [2,17], sentiment
analysis, and location tracking [23] have been in the epicenter of attention. All of the
above point into an ever–increasing need to better understand both the exhibited behav-
ior and its development by either individuals or groups of users. In doing so, numerous
forms of social awareness are being developed [19].
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The typical process to unveil and further analyze underlying patterns is that given a
single stream of social data, a Complex Event Processing (CEP) mechanism [12,10,26]
is deployed to identify trends and formations of interest in an on-line fashion. Although,
a number of studies have been conducted mining data streams emanating from a single
social source, there is great interest in attaining cross-social media analyses involving
multiple streams from different OSNs. Meaningful such aggregation of information can
certainly lead to improved fact verification and enhance trend establishment [4]. Con-
sequently, data originated from multiple OSNs should not be considered disjointly but
rather should be co-developed and co-referenced. In turn, CEP-engines should blend so-
cial streams from multiple OSNs to benefit from their inter-connections. For instance,
let an individual A be a user in 2 of the most widely-used OSNs: Facebook and Twit-
ter. A well-known challenge where social media content can assist a great deal is the
tracking of the movement and the identification of the current location of A. In [23],
it is argued that the current location of A can be inferred using information about her
friends. If we limit ourselves by extracting information from a a specific social net-
work say Twitter, we are unable to correlate data potentially available from both ac-
counts regarding the location of A. In this respect, we lose vital information for the
location tracking task. Furthermore, information about an event detected in an online
stream can be extended or cross-validated using other OSNs through query formulation
strategies [4]. In this context, there is a pressing need to re-consider and benefit from
intra-OSN relations and produce novel types of analysis and applications in numerous
fields including news, events, polls, ads, marketing, games, information tracking, and
intra-social awareness.

Obtaining meaningful data simultaneously from multiple OSNs is however not a triv-
ial path to follow. Conventional crawling approaches for the “open” Web proposed in
the last decade fall short in fetching effectively from multiple OSNs; such methods in-
clude (1) BFS crawling [18,16], (2) contiguous crawling, (3) focused crawling [22], and
(4) random walking [3,14]. Furthermore, content found on database systems rather than
on web servers, also known as “deep/hidden”, is often crawled (or searched) by filling
forms using appropriate keywords [20,15]. Given the steadily increasing volume of data
and the inherent physical-network limitations, the distribution and/or the parallelization
of crawling have been proposed as an effective means to realize crawling [25,9].

OSNs raise different crawling challenges that cannot be captured by state-of-the-art
web crawling techniques. By nature, traditional Web data have two salient features that
facilitate access: they are available freely via web-servers or supporting databases and
they can be fetched in a straightforward manner. Social network providers allow only
“subscribed” applications to fetch their data using exclusively provided APIs. However,
the fetched data is considered private with high sensitivity and heterogeneity. The popu-
lar Facebook and Twitter impose strict limitations and regulations on use of their data.1

Conventional web crawling techniques that strive to obtain data from OSNs are very
likely to deviate from the legal limitations and provider regulations imposed. Moreover,
using the APIs provided by individual OSNs comes at a high productivity cost. Such

1 See for example the discussion on rate limits here:
https://dev.twitter.com/docs/faq

https://dev.twitter.com/docs/faq
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API calls can be parameterized in a multitude of ways requiring so user sophistica-
tion. Matters are also inherently more complex when multiple social networks using
diverse structures and building elements are involved in the crawling as there is always
need to properly disambiguate the returned results. SN providers also frequently im-
pose constraints in terms of response time. Provider resources available for responding
to application queries remain limited making those applications prone to network and
processing bottlenecks. Indeed, several approaches have applied traditional crawling
techniques to fetch data from specific OSNs encountering some of the above prob-
lems [6,13,7]. For instance, [6] uses BFS and uniform sampling crawling to gather data
for Facebook’s analysis purposes; the study reports resource limitations, privacy restric-
tions and API misbehavior by both the provider and its users.

To alleviate the aforementioned problems and driven by the motivation to describe
and seamlessly access multiple OSNs in an amalgamated form, we propose an exten-
sible model SocWeb. SocWeb maps the structures of the underline OSNs, helps cap-
ture their relationships and ultimately offers the basis to develop a versatile distributed
crawler/fetcher. SocWeb leverages two fundamental concepts that we introduce: the
model and its requisite generic social network API or SNAPI. SocWeb’s program-
matic interfaces intend on addressing issues encountered by standard web crawling
techniques. The design choices of SNAPI adhere to the principle of appropriately ab-
stracting the procedure of connecting one or more applications to desired social network
providers by minimizing the effort required and complying with the norms and regula-
tions imposed by the providers.

The contributions of our work are:

– We present and describe an “amalgamated” OSN, based on the observation that the
underlying structures of OSNs remains similar, if not identical.

– We present the SNAPI that enables simultaneous connection to one or more generic
applications with specific social network providers.

– We outline the design choices of our distributed crawler for automated content ex-
traction from multiple OSNs.

– We evaluate qualitatively and quantitatively our system and provide characteristics
of the data retrieved as a proof of concept that our system can efficiently monitor
data from different OSNs.

2 Representing OSNs in SocWeb

At a high level, an OSN s is typically represented by a directed graph Gs(Vs, Es) where
vertices Vs correspond to objects (e.g. users, photos, comments) in the social network
and edges Es (which can be potentially labeled) correspond to relationships between
those objects (e.g. user A posted photo p1). Since our goal is to efficiently monitor a
variety of OSNs, we need to extend this definition to include a set of OSNs.

To this end, we employ the following definitions for the building blocks (vertices,
edges) of an OSN.

Object Types (OT). In our SocWeb Model we define two different basic types of objects
(vertices), primitive and composite. More specifically a vertex υ ∈ Vs of OSN s is:
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– Primitive, iff dout(υ) = 0 and din(υ) ≥ 1, or
– Composite, iff dout(υ) ≥ 1

where din(υ), dout(υ) are the in- and out-degree of υ respectively. Intuitively, the prim-
itive vertices define the boundary of a given OSN, while composite vertices may link to
either primitive or composite vertices thus playing the role of both forming and popu-
lating a social network.2

In some cases, a given OSN may specialize the types of its objects. For example,
Facebook has object types such as user, post, album and photo. Note that these types
correspond to composite vertices. Every social network has to also define types for
primitive nodes. Types that correspond to primitive nodes are, for example, integers,
strings and timestamps. Furthermore, each vertex has a unique object type. We denote
the object type of a vertex υ as VOT (υ).

Link Types (LT). Following the OT definition, we also define two kinds of basic link
types between two vertices υ1, υ2:

– P-link, iff (υ1, υ2) ∈ Es and Composite(υ1) and Primitive(υ2)
– C-link, iff (υ1, υ2) ∈ Es and Composite(υ1) and Composite(υ2)

Similar to the object types, some social networks may further specialize their link
types. For example, a Youtube user may be linked to a post using a ‘posted’, ‘liked’
or ‘disliked’ link. We denote the link type of an edge (υ1, υ2) as ELT (υ1, υ2). We
should note here that not all objects can be linked with any link type. For example,
it may not make sense to connect two users with a link denoted as ‘uploaded’.

– Collections and Colinks. One characteristic of OSNs is that an object can link to
collections of objects of the same object and association type. For instance, a Face-
book user can be associated with several photo albums using an ‘uploaded’ link
type. Instead of referring to each of the albums as a different connection we encap-
sulate the photo albums to form an album collection and use a single link from the
objects. In the SocWeb Model, we call such types of links Co-links and we formally
define them as: Colink(υ,v) = {v1, v2, . . . , vn}, where v = (v1, v2, . . . , vn) is
an object representing the collection of objects v1, . . . , vn with the same type, and
υ is the object linking to the collection. Note that we create collections of objects
based on the link type rather that the object type. An object may be connected to
objects of the same type but the connection between them has a different meaning.
For instance, a Facebook user can be connected to posts either because she liked or
posted or commented on them.

– Intra-OSN edges and S-links. By using the definitions above, we can describe a
graph that represents a single OSN s. Since our goal is to monitor a set of OSNs,
we need a way to represent the interconnections among them. One straightforward
approach would be to consider the union of the set of OSNs, assuming that their
graphs are disconnected. By following this approach, however, we are not able to
take advantage of the fact that a user may have accounts in different OSNs and

2 Note that if dout(υ) = 0 and din(υ) = 0 then υ is an isolated vertex. Such vertices are difficult
to discover as there are no links to them and are very unlikely to appear in a real OSN. For
simplicity, in our model, we assume that we do not have such nodes.
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attribute her objects and links to the same person. Being able to identify the same
person across OSNs is of great importance for several different scenarios such as
opinion mining, personalization and ad targeting.

To this end, we also define a special kind of cross-OSN links. More specifically,
for two different social networks s1, and s2, we consider the additional set of intra-
OSN edges Es1,s2 , which is the set of directed edges (υk, υl) where υk ∈ Vs1 and
υl ∈ Vs2 . For these intra-OSN edges, we define the following types:
• SP -link(υ1, υ2) iff (υ1, υ2) ∈ Es1,s2 ∧ Primitive(υ2) ∧ Composite(υ1)
• SC-link(υ1, υ2) iff (υ1, υ2) ∈ Es1,s2 ∧ Composite(υ2) ∧ Composite(υ1)
• SCo-link(υ1,v) iff υ1 ∈ Vs1 ∧ υ2 ∈ Vs2 ∧ s1 
= s2 ∧ Colink(υ1,v)

Fig. 1. Multi-social graph example with all possible basic object and link types of SocWeb Model.
Nodes in blue and green refer to primitive and composite objects respectively.

To illustrate the abstraction that SocWeb Model offers, we show 2 OSNs in Figure 1
with all the possible basic object and link types. These types can be further specialized
based on the description of each social network.

3 Accessing OSNs through a Generic API

Most of the social networks today provide an Application Programming Interface (API)
to their data in order to allow developers to build applications. In almost all cases, the
API provides a way for authorizing an application or a user to access data on the OSN.
There are typically two levels of authorization: (a) acquiring the minimum credentials
that each user/application needs to connect to the OSN, and (b) potentially selecting
additional credentials that are useful to a given application (e.g. to access the birth dates
of a user’s friends).

Since our goal is to access multiple OSNs at the same time, we need to be able to
create and maintain such multiple credentials and interact with a variety of APIs. This,
however, is a challenging problem for the following reasons:
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– Given the number of available OSNs there is also a large number of available APIs
with multiple versions available. For instance, Twitter supports a REST API and a
Streaming API and the REST API has multiple versions.

– Each API supports a large number of calls, parametrizable in a multitude of ways.
– Each OSN provides a diversity of encoding formats that can differ from one OSN to

another. For example, language encodings are typically one of UTF-8, IS0-8859-1
or 1-3byte Unicode sequences(e.g “\u00ed”).

– There is a large number of different ways to exchange information with an OSN,
for example JSON, XML, KML, RSS (2.0) or ATOM.

– Different OSNs use different authorization procedures. Most of them rely on the
standard OAuth protocol, which has a multitude of versions. Additionally, different
platforms (Web, desktop, mobile) require different authorization procedures within
the same OSN.

– Each OSN enforces its own limitations to the amount of requests that are allowed.
Such limitations can be enforced by IP, by application, by user or by authorized/non-
authorized calls within a given time period (typically per hour or per day). This
implies that we need to be aware that an application limit has been reached when
accessing information in an OSN and back off if necessary.

– Each OSN has its own set of error codes. Hence, we need to take appropriate action
which may be different per OSN.

To alleviate these problems we propose a generic Social Network API (SNAPI) for
arbitrary OSNs that is based on the SocWeb Model discussed in Section 2. We proceed
by introducing the socWebObject data structure that is central to our system and we
then define the SNAPI, whose purpose is to interact with arbitrary OSNs using the
corresponding APIs through the use of socWebObjects.

3.1 The socWebObject Data Structure

Based on our discussion in Section 2, each node of an OSN graph has a set of p-links,
c-links, co-links, sp-links, sc-links and sco-links associated with it. Additionally, each
node has a unique identifier, a unique object type and belongs to a single OSN and may
have one or more nodes pointing to it. To this end, in our system we use the following
data structure to represent a SocWebObject:

socWebObject(id, type, plinks, clinks, colinks, splinks, sclinks,

scolinks)

where p-links, c-links, sp-links, sc-links are maps to other socWebObjects based
on the association type and co-links and sco-links are maps to an array of
socWebObjects. For instance, let obj be a socWebObject representing a Face-
book user, then we can reference the user name as obj.plinks["username"], the
hometown as obj.clinks["hometown"] and the i-th post of the user as
obj.colinks["posts"][i]. Additionally, the hometown is another socWebObject
and we can reference its longitude as obj.clinks["hometown"].

plinks["longitude"].
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Table 1. SNAPI Calls. Def(s) is the definition of OSN s, i.e. the set of nodes and different types
of links of s. linktype[] represents a subset of the different kinds of links p-links, c-links,
etc.

Call
initialize(

⋃N
i=1 Def(si), app id[])

apply definition(Def(s))
apply credentials(user id, app id, credentials)

apply constraints(constraint[])
get object(object id, type, linktype[])
get links(object id, type, linktype[])

3.2 A Generic Social Network API (SNAPI)

In our system, we provide access to the different OSNs by implementing wrappers
for the different API requests together with the most popular parametrization options.
Overall, our generic API consists of the set of calls as shown in 1, which we discuss in
more detail.
SNAPI Initialization. SNAPI is initialized by providing the definition (i.e. set of nodes
and links with their types) of the OSNs that we are interested in following to the
initialize() call together with the application ids that are authorized to access in-
formation in the OSNs. In the cases where we discover a new OSN, or we decide to
change accessing data through a different application, we can do so on-the-fly through
the apply definition() call.
SNAPI Authorization. For authorization purposes SNAPI provides the
apply credentials() call which uses the login and password provided to
connect and acquire the necessary credentials. In most cases, the credentials are access
tokens returned by the OAuth protocol.
SNAPI Constraints. In order to make our system’s monitoring capabilities more
flexible, we have provided SNAPI with the capability to specify a set of con-
straints that can be enforced during the monitoring process. More specifically,
for each object type we can define rules for each one of its connected object
types (i.e. p-,c-,co-,sp-,sc-,sco-links). For instance, suppose we want to retrieve
the location of a tweet only if its longitude is within a specific range. We can ex-
press this rule as: tweet.clinks[‘‘location’’].plinks[‘‘longitude’’]

≥ minimum longitude && tweet.clinks[‘‘location’’].plinks

[‘‘longitude’’] ≤ maximum longitude Providing this capability allows us
to only monitor parts of an OSN that we are interested in thus saving resources. In
our current implementation, we only allow simple boolean constraints to be provided
as input to SNAPI. We plan to implement these constraints in the form of a full-scale
Complex Event Processing system [12,10,26] in the future.
SNAPI Fetching of Data. We provide two different calls for fetching within SocWeb,
fetching of objects and fetching of links, through the get object() and get links()

calls respectively. For both calls, we need to provide an object type together with its id
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which uniquely identifies an object within a given OSN. Such an id is typically created
by the OSN and found by following the different kinds of links during monitoring.3

We can also specify the kinds of links that we are interested in (c-links, p-links, etc.)
through the linktype[] parameter. In the case of get object(), the system proceeds
iteratively by fetching the object’s links and applying the provided constraints. If, when
retrieving an object, we cannot immediately decide whether it satisfies a constraint (e.g.
we have not discovered a property such as longitude that was specified in a constraint),
we place it in a queue which we periodically clean in order to keep only objects that
satisfy the given constraints.

Efficiently fetching the data from a set of OSNs is a challenging task which we
discuss next.

Fig. 2. SocWebFS Architecture

4 Efficient Monitoring of OSNs: The SocWeb Fetcher System

We have so far discussed how we represent a set of OSNs within SocWeb as well as its
generic API that enables us to access the OSNs. Given the enormous size and update
rates of information in the OSNs we need to find ways of monitoring this information in
an efficient way. Not all users post information at the same time, or at the same rate. If
we blindly start downloading everything our system comes across, we may end up with
redundant information. In addition, since most of the OSNs impose limitations to the
amount of objects that we can download within a given period of time, making smart
decisions of what to download and how often is of paramount importance.

In this section we discuss our design around a fetcher system (the SocWebFS) which
is built with these constraints in mind and can make decisions on-the-fly on what to
download at a given time. Our system consists of a central master server that coordi-
nates a set of fetchers. The server keeps track of statistics on previously downloaded
objects and makes estimations on what to download next. We present an overview of
the whole system in Figure 2 and we describe each of the components in the following
subsections.

3 Of course, there could be a conflict where a given object id may correspond to objects in more
than one OSNs. We handle this case internally in our system by having an additional OSN id
attached to the object id.
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4.1 SocWebFS Server

This is essentially the brain of the system which decides which object to fetch, when to
fetch and how often. The SocWebFS Server comprises seven modules: (a) the Request
Queue-Thread Pool, (b) the Frontier Queue, (c) the Scheduler, (d) the Fetcher Handlers,
(e) the ToDump Pool, (g) the Dumper Handlers. As is typical in these kinds of architec-
tures, these modules operate in a pipeline fashion, sharing global online data structures
in order to coordinate.

Online Structures. This module is responsible for maintaining statistics regarding the
online activity of the users. These statistics are useful in deciding which users to pri-
oritize when downloading objects. The intuition is that a user who has been posting
information at a high rate in the past will continue to do so in the future. To this end,
for each user we maintain her effective online interaction rate:

EIR(u) =
1

7
·#Requests(u) in the last 7 days

Request Queue-Thread Pool. To handle the requests for downloading within our sys-
tem we maintain a thread pool. Each request is handled by the first available thread,
while the number of threads is tuned dynamically based on the amount of incoming
requests. Depending on the incoming request, a thread, might change the online struc-
tures, update socWebObjects or statistics related to socWebObjects or spawn/delete
fetcher/dumper handlers.

Frontier Queue. This is the most important part in the system as it decides on the prior-
itization of which objects to download at any given moment. In its simplest form [9], the
first item from the queue is fetched and then it is placed back in queue to be refreshed
again later. This operation can be performed in a variety of ways in order to optimize
for freshness or age of the objects [8], optimize for bandwidth or cost [20], or adhere to
politeness policies.

In our implementation, the frontier module consists of 2 sub-modules: a set of F
front FIFO queues, that guarantee prioritization of SocWebObjects to download, and
a set of Q back queues that guarantee polite behavior of the fetcher (i.e. ensuring that
we are not downloading too fast from a given OSN) by monitoring download rates from
the OSNs. Within the front queues we prioritize the objects based on a set of metrics:

– User-based. In this case, we take into account the user’s interaction rates with the
OSN. The higher the EIR for a given user, the higher priority her objects are given
in the queue.

– Change-Rate-based. Since the objects change periodically, we need a way to keep
track of which ones are more likely to change in order to prioritize them first. We
consider an object to have changed if any of its c-linked objects has changed. To
this end, we use a change rate metric for each object:

CR(obj, link) =
#Changed c-links

tl − ts
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where tl, ts are the timestamps of the last and first changed c-link objects respec-
tively. This definition of average change rate works well in most cases, but our sys-
tem is flexible to employ different and more sophisticated change rate approaches
(e.g. fitting a probabilistic distribution to the changes to estimate the rate).

– Importance-based. Depending on the social network schema, it is sometimes the
case that some objects are more important than others. For example, when a user
updates their location may be more important than a new comment that she just
posted.

To capture this difference in importance among the objects, we employ an im-
portance metric I(obj) for each object. I(obj) can be static per object type (e.g.
location is 10 times more important than comment) or can be dynamically adjusted.
In our implementation, we followed a dynamic approach and we define the impor-
tance of each object as:

I(obj) =
1

n

∑
u∈Users

EIR(u) · App(obj, u)

This is essentially the average EIR of all the users associated with the given object
weighted by an application-specific weight App. For example, if we were using
SocWeb to implement a search engine App(obj, u) could be the number of times
that obj was returned as a result to the user u. In this case, the more times the user
sees obj the higher the weight.

Based on these metrics, all the objects of the frontier are given a priority and are
placed in a queue to be scheduled for fetching.
Scheduler. The goal of the scheduler component is distribute the prioritized objects
from the frontier across several fetcher handlers. The scheduler has three main goals:

– To balance the total fetching workload across the several SocWebFS Fetcher nodes
by deciding when and where to send an object for fetching. To this end, the Sched-
uler maintains histograms per machine to estimate the amount of time needed for
each machine to perform each request. Given a socWebObject and its change rate
per link as computed in the change rate level, we estimate the amount of requests
that have to be performed to fetch an object and we pick the machine with the
smallest load to handle the fetching.

– To ensure that fetching of an object will not exceed the limitations (e.g. IP, time,
API) posed by the OSNs. If the scheduler estimates that fetching of an object may
potentially exceed one or more limitations imposed by the OSN, it postpones its
fetching for later and periodically repeats this estimation.

– To ensure fault tolerance by guaranteeing that fetches that received an error or time
out will be considered for fetching again in the near future. To this end, each ob-
ject gets a unique session id (sid) that uniquely identifies the transaction. This sid
together with the initial request timestamp ts are used to detect whether we have
waited sufficient time before we consider the fetching of the given object as timed-
out. If the object request has timed out, we place the object back to the frontier to
be fetched again later. The process of resending an object back to the frontier is
performed only a fixed number of times per object (set to 3 in our system).
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Fetcher Handlers. The fetcher handlers are responsible for the communication of
SocWebFS Server with the SocWebFS Fetchers. Each SocWebFS Fetcher corresponds
to a single Fetcher Handler that serves as middleware for the communication of the
SocWebFS Fetcher with Server’s resources. Upon retrieving a set of requests the han-
dler serializes them and sends them to the fetchers for processing. The handler also
updates the initial request timestamps ts in the frontier.

SocWebFS Fetchers. The goal of a SocWebFS fetcher is to retrieve a single object
that is assigned to it by its corresponding handler. Each fetcher uses the SNAPI that we
described in Section 3 which is initialized at the startup of the system. After authenti-
cation, the fetchers operate in four states: (a) connect, which initializes the connection
to the OSN, (b) wait for requests to be assigned, where the fetcher blocks and awaits
yet-to-be-fetched objects from the server, (c) fetching, which requests objects from the
OSN, and (d) upload, which uploads the fetched objects in a bulk mode back to the
SocWebFS server. When a SocWebFS fetcher has finished fetching of objects it issues
an upload request that returns a subset or all of the fetched objects along with statis-
tics(amount of requests, time per request, limitations reached). Next, Fetcher handler
has to send the statistics to the Scheduler, check whether the fetching of each object
was valid or resulted in an error, and append the fetched object to the Dump Pool.

Dumper Handlers and Dump Pool. Each Fetcher Handler has a corresponding Dumper
Handler which takes on the task of saving the retrieved objects to disk and appending
newly found objects to the frontier. To enable the communication of those components,
we use a Dump Pool which is essentially implemented as a set of queues, with each queue
corresponding to a pair of Fetcher-Dumper Handlers. In this case, the Fetcher acts as a
producer and the Dumper as a consumer. We handle updates of objects by maintaining
multiple versions of objects, but keeping only those versions that are linked by other
objects.

4.2 Privacy Considerations

We have discussed the overall architecture of our SocWeb system which enables us to
download and store objects from a set of OSNs locally. Our system is flexible enough to
handle different OSNs with different APIs and limitations on the data that we can store.

However, given the sensitive nature of some of the data in the OSNs we may need to
enforce additional limitations in certain cases. For example, certain OSNs pose limita-
tions on whether the data collected can be at all stored on disk or can only be used on-
the-fly. To this end, SocWeb provides subscriptions of external applications and Dumper
Handlers instead of storing the data locally. The only indirect requirement that we have
for the external handlers is that they are capable of consuming the data at the rate that
the fetcher retrieves them from the OSNs. If the external rate is slower, SocWeb drops
some of the objects to match the external consuming rate.

In addition to storing the data, there are also challenges in enforcing access-level
constraints to the data. For example, consider the scenario when users A and B are
both friends with user C but user A can see C’s birthdate but B cannot because C
specified so. In this case, users A and B have different access permissions to user C’s
p-link objects. This scenario may happen for all different kinds of links that we defined
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in Section 2. To solve this problem, we additionally employ a per-user storage space
where we keep, for a given user, the conflicting parts of an object that are different from
the global version of the object in the system. In this way, we can enable applications
using the data that SocWeb collected to adhere to the privacy of the data because of the
different user access levels.

5 Evaluation

Our main objective in evaluating our architecture and the SNAPI interface is to establish
the utility of our approach in terms of a number of key characteristics.

– Robustness: to avoid traps, SNAPI can be parameterized with constraints for cycle
detection during the fetching process. Furthermore, Dumper Handlers determine
whether an object may be eligible for (re-)fetching. Application dependent traps
are also detected through parameterization of these handlers.

– Politeness: each OSN poses its own limitations in terms of calls per-application,
per-IP and/or per-user. Our Scheduler and SocWebFS-fetchers offer compliance
with imposed retrieval rates as designated by OSNs. The above can also dynam-
ically re-set limitations that change on the fly. SNAPI also determines whether
heavy workload crawling activities are in place and makes use the respective Face-
book/Youtube streaming API to better facilitate fetching of objects.

– Distributeness: our proposed architecture is based on the single-SocWebFS–server
and multiple-concurrent-clients model, all operating in star-like fashion. The de-
sign warrants for fault tolerance (Frontier), workload balance (Scheduler), elastic-
ity (Scheduler) and redundancy manipulation (Dumper Handlers). Even in the case
of a software crash, the SocWebFS–server loses no data as the crawlers will await
for the main server to become alive anew. The state of the server is maintained as
expressed by the Frontier and MetaQueue structures is maintained by the back-end
database.

– Quality: the relevance of retrieved data is of paramount importance to users and
their applications. Our policies that differentiate between data of “interest” and “no
interest” and so assist in achieving per-user extraction quality characteristics.

– Scalability and High Performance: SocWebFS is able to scale up (or down), in
the presence of more (less) machines and/or bandwidth changes. To examine the
scalability of our system we conducted corresponding experiments.

– Extensibility: The modularity introduced in the design of SocWebFS allows several
levels of extensibility. Application dependent policies are introduced in the form
of constraints to parameterize SocWebFS components (SNAPI, Scheduler, Dumper
Handlers). These policies help the proposed model to render a simple yet powerful
abstraction for multi-social networks description.

By and large, the above characteristics are those that have been used over time to
ascertain effectiveness in Web crawling [18,21,25]. We also treat carefully the trade-
off between performance and maintenance of up to date information (i.e., freshness).
As an object may receive repetitive requests for either edited or deleted distributed
content, this will inevitably lead to performance degradation. Scheduler’s design uses
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the object change-rate as an estimator for changes expected in the future and offers
accurate quantitative information regarding this issues helping attain a good balance in
the trade-off at hand.

We should also point out that we have designed our systems so as to be able to handle
diverse types of retrieved objects, fetching protocols, arbitrary social networks as well
as multiple data formats such as XML, JSON, UTF8-encoding, etc.

5.1 Evaluation Approach and Settings

We experimented with SocWebFS using 2 popular OSNs: Facebook and YouTube. Our
evaluation is weaved around 2 experimental use-cases that illustrate not only the use of
our system but also its compliance of our prototype with the aforementioned behavioral
and performance characteristics. In the first use-case, we exclusively use Facebook to
demonstrate the applicability and value of SocWebFS in the presence of a single OSN.
The second scenario uses both Facebook and YouTube networks and explores the inter-
connections formed as soon as users deposit videos on one and proceed with respective
posts on Facebook. We refer to the first use-case as Facebook Spider and to the second
as Aggregated Social World.

For both experiments, we employed a private laboratory cloud made up of physical
machines featuring Intel(R) Xeon(R) CPU X3220 processors at 2.40GHz, 8GB of RAM
all connected through a 1GBps Ethernet switch. We used 7 virtual machines (VMs) from
this cloud with each VM featuring a 2GB main memory running a client module (i.e.,
SocWebCrawler). One of these VM servers also undertook the role of the gateway as
all SocWebCrawlers would issue requests to OSNs through this gateway using the NAT
protocol.

5.2 Facebook Spider

In this use-case, we employ SocWeb to play the role of a social spider for Facebook:
given an initial number of objects-nodes in the OSN graph, we intend to retrieve objects
by exploiting adjacent links to already visited nodes. Social graphs are however inher-
ently dynamic. Thus, we will have to continually monitor already visited nodes for new,
deleted and/or updated adjacent links.

Before we start working with SocWeb, we are first required to formally define an
abstraction of the candidate OSN to be crawled as Section 2 outlines. Most of the def-
inition effort here is directed towards designating the specific objects and link type of
interest than the entire network. In this use-case, we create an abstraction of Facebook
that consists of users, albums and posts as our key-interest object types. Each user is
linked with her posts, albums and friends (co-links), his hometown, school, work (c-
links) as well as his first name, surname, birthday, last post’s and album’s creation time
(p-links). Each post and album is connected to the number of likes and comments re-
ceived (p-links). We also consider albums to be connected with their photos (co-link).

During the first time of crawling of a user we want to download the full list
of her posts, albums and friends and her c- and p-links. We decide to re-introduce
a user to the Frontier module, if and only if her amount of posts is more than
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a threshold 4; this threshold can be perceived as a constraint of significance (i.e.,
user[“posts”][“likes cnt”] > 1000). We also append to the Frontier her friends
and corresponding albums if they were uploaded during the last week with re-
spect to the time of the their crawling. For albums, we also require to be of sig-
nificant interest (i.e., user[“albums”][“comments cnt”]>1000). Once an object has
been fetched, its monitoring commences with regard to changes in her links (i.e.,
user[“posts”][“created time”] > user[“last post time”]). If we are required to crawl a
friend of a user, we follow the same procedure but we don’t further crawl the friends of
friends. If SocWeb determines to re-crawl some specific object we consider only content
created after the last time it was crawled.

The last action during SocWeb initiation is to acquire a set of nodes in or-
der to start crawling. Here, this initial set of nodes consists of users whose pro-
files are publicly available. A large database containing such names found at
drupal.org/project/namedb, contains 129,036 names listed in alphabetical order.
We then use Facebook–API to obtain user–ids with similar names. We were able to re-
trieve 25,556,963 user–ids from which we considered only 881,549 users who maintain
entirely public profiles.

We focused our crawling in the period of July 26th, 2011, to August 19th, 2011.
Our assumption was that a good number of crawled users in this period were on vaca-
tion. In this regard, they were presumably uploading live content of their daily activities
in a bursty manner throughout the day. Also, live content regarding vacation is invari-
ably deemed attractive for followers (i.e., friends, subscribers etc.) to either “like” or
comment on. Table 2 depicts the overall outcome of this specific crawling exercise that
yielded a sizeable dataset of 2,437 albums and 75,370,629 posts. Apart from the live
content, we also crawled their full history.

Table 2. Facebook Dataset

Names Ids Found Public Users Albums Posts

129,036 25,556,963 881,549 2,437 75,370,629

Figure 3 presents the distribution of the posts made by users in this use-case. This
distribution has a mean of 85.98, standard deviation of 182.48, skewness of 4.10, kyrto-
sis of 23.79 and follows a power-law. Evidently, the rates at which users generate new
content vary significantly. The overwhelming majority of users does not create much
content and they infrequently use Facebook; some may even have deactivated their ac-
counts. On the other hand, a small portion of users produce content at a high-rate. The
Frontier component of SocWeb in conjunction with the Scheduler can effectively mon-
itoring the change–rate metric in order quantify content differentiations. Responding
to such observations, users with high content creation rates are placed to high–priority
queues.

To further quantify the effectiveness of the change-rate metric, we measure its fit on
the retrieved dataset of Table 2. In our setup, we sort the retrieved posts in ascending
creation time. Then, for each user, we capture the change rate of his/her posts at any

4 Manually set to 1,000 for this experiment.

drupal.org/project/namedb


132 F. Psallidas, A. Ntoulas, and A. Delis

Fig. 3. Histogram of posts made by users

point in time while processing the sorted dataset in a streaming fashion. As soon as
a new user post shows up in the stream, we use the current change–rate to measure
whether it could accurately predict or not the creation time of the new post. This strategy
is reflected in the decision making process of our SocWebCrawlers. In this context,
we are only interested in establishing mis-predictions as yield of our under-estimation
of the creation times of posts. Over-estimating the creation time of posts, while it is
considered a misbehavior in general, in our setup is partially alleviated by deciding a
time window of maximum expected change (i.e. the Scheduler decides to re-crawl an
object if this time window has elapsed). In this use-case, we have empirically set this
time window to 1 month. In Figure 4a, we show the distribution of posts and the fraction
of mis-predictions yielded by the change-rate metric per month, beginning between
April 2005 and some time in August 2012. An interesting property of this distribution
is the growth of Facebook in terms of posts per month. Thus, the choice of the scaling
factor of the change-rate metric introduced in Section 4 can adequately fit this kind of
increasing OSN behavior. Finally, our analysis shows that the amount of mis-predictions
as a percentage of posts on a monthly basis remains significantly low as Figure 4b
indicates.

5.3 Aggregated Social World

Figure 5 shows how Facebook users create a post on which they upload content from
Youtube. The objective of this use-case is to demonstrate that SocWeb readily facilitates
fetching Youtube information pertinent to Facebook posts. Offering aggregate infor-
mation has been successfully employed in event processing before [4]. When more
multiple OSNs are present, information aggregation calls for communication across so-
cial networks, a function that SocWeb can readily offer. Here, we also report on SocWeb
performance as the number of SocWebCrawlers increases and discuss the quality of
retrieved data.

We initiate SocWeb by following the same steps as in the Facebook Spider case; ob-
ject and link types of interest are shown in Figure 5. By exploiting SocWeb Model’s
semantics, we formally define a Facebook post to be connected to Youtube video(s)
as sc-link(s). Further, we let SNAPI trigger requests via Youtube’s API depending on
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(a) Posts and mispredicted posts(#posts
that exceeded the estimated time of cre-
ation) per month

(b) Error rate percentage

Fig. 4. Facebook’s growth and SocWeb’s adaptivity

Fig. 5. An example of intra-social connections

the content of Facebook post by also applying constraints (i.e. post[‘‘type’’] =

‘‘video" && is youtube video(post[‘‘link’’])). As social networks inher-
ently display power-law distributions (i.e. Figure 1), we select 10,000 users from our
first experiment, whose posts follow the same skewed distribution, as node-seeds to
commence crawling.

Every object that undergoes crawling spends time passing through the various
SocWeb components including the fetcher handlers, clients, dump pool and finally the
dumpers. The expended time for such trips largely depends on the workload of SocWeb
and the available clients to perform the crawling step. The major overhead though
comes from the time required to fetch each object; in our experiments, we establish
that an average 84% of the time goes towards fetching objects when all VMs are in
use. Moreover, social network providers penalize the concurrent access of their graphs.
Thus, incrementing the number of SocWebCrawlers employed doesn’t necessarily re-
ciprocate in terms of the volume of data retrieved. In this regard, we report on the
scalability of SocWeb in terms of data returned to the SocWeb server from the SocWe-
bCrawlers in the unit of time (bytes per second-bps) as well as the average bps retrieved
from each social network provider as a function of the SocWebCrawlers employed.

Figure 6a shows the average bps rates obtained. Youtube’s response rate is uniformly
higher than that of Facebook although no major optimization (i.e., batch requests) was
included in our implementation to the Facebook’s API. Both providers show consistency
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(a) Facebook and Youtube response rate (b) SocWeb’s scalability

Fig. 6. Quantitative analysis of scale

to their response rates; however after 3 concurrent connections, throttling was encoun-
tered. Moreover, when the number of SocWebCrawlers increased, the OSN-provider
limitations became apparently severe.

Figure 6b shows the average bps-rate extracted by SocWebCrawlers as the number
of deployed SocWebCrawlers increases. The OSNs-imposed limitations for more than
3 concurrent connections affect the obtained bps-rates. In our experiment, no NAT-pipe
saturation occurred and contention was sufficiently low; as far as the degradation of the
stream rate (bps) achieved in the dumpers was only 2% of the average stream rate of
SocWebCrawlers.

It is also worth pointing out some limitations we encountered as OSNs apparently
impose constraints on (possibly) IPs, Application IDs and/or volume of data fetched. In
the early stages of our experimentation, SocWeb faced an outage of more than 1 day due
to the above limitations whose nature appeared to be dynamic. By taking into account
the history log, we were able to guide our Scheduler to a more productive fetching
cycle by following a more polite etiquette and building on our experience regarding the
specific times of the day in which we could launch more voluminous crawling activities.

6 Conclusions

In this paper we present SocWeb, a distributed crawling system that helps monitor mul-
tiple OSNs simultaneously. We introduced the SocWeb Model to formally define not
only every participating OSN bit also existing and developing intra-connections among
them. We discuss problems that emerge when applications communicate with with so-
cial network providers in the presence of multiple OSNs and suggest a generic API,
SNAPI, to alleviate them. Using the semantics of SocWeb Model and the SNAPI we
outline the key design choices for our monitoring system based on SocWebCrawlers.
We demonstrate the utility of SocWeb while experimenting with Facebook and Youtube
and working on two use-cases.
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Abstract. With the rapid development of more and more social media
applications, lots of users are connected with friends and their daily life
and opinions are recorded. Social media provides us an unprecedented
way to collect and analyze billions of users’ information. Proper user
attribute identification or profile inference becomes more and more at-
tractive and feasible. However, the flourishing social records also pose
great challenge in effective feature selection and integration for user pro-
file inference. This is mainly caused by the text sparsity and complex
community structures.

In this paper, we propose a comprehensive framework to infer user’s
occupation from his/her social activities recorded in micro-blog message
streams. A multi-source integrated classification model is set up with
some fine selected features. We first identify some beneficial basic content
features, and then we proceed to tailor a community discovery based
latent dimension solution to extract community features.

Extensive empirical studies are conducted on a large real micro-blog
dataset. Not only we demonstrate the integrated model shows advantages
over several baseline methods, but also we verify the effect of homophily
in users’ interaction records. The different effects of heterogeneous inter-
active networks are also revealed.

Keywords: User Profile Modeling, Occupation Inference, Feature
Selection, Heterogeneous Network, Micro-blog.

1 Introduction

In the recent fast availability of Web 2.0 and social network services, social media
has become more and more popular among the world and has already exerted
great influence on billions of users’ ordinary life. Based on recent statistics, Face-
book has more than one billion registered users and enjoys 660 million active
users every day. Twitter has around 500 millions registered users and several
hundreds of million messages are posted everyday1.

1 http://goo.gl/90KjQ,

http://blog.twitter.com/2013/03/celebrating-twitter7.html
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The explosive development of social media has brought great opportunities
to many fields. Billions of users’ life are recorded. Enterprise and research areas
face an unprecedent opportunity to extract and analyze users’ taste, interest and
other information. Since usually little information is explicitly provided by users
themselves due to privacy or other concerns, automatic user attribute inference
is required to infer the missing attributes of users like gender, age and interest.
Through accurate attribute inference, personalized and targeting services, such
as product and content recommendation, can be improved to each individual
user. Occupation inference can also be introduced to adjust the advertising and
user profile modeling.

Besides these great opportunities, challenges also exist. The main challenge is
caused by the complicated nature of social media: the extreme rich features of
data, low quality of social content and complex user interaction network within
them.

Recently, several works have focused on the task of user attribute inference.
For example, [16] implemented a classification method to infer three charac-
teristics of users: political affiliation, ethnicity identification and affiliation to
Starbucks. [12] used a community detection method to identify the department
and college affiliation of undergraduate students. Inference of gender, age, loca-
tion and other attributes were discussed in [18,10,15,1]. A common assumption
to infer user attribute is homophily [11]. Homophily indicates that similar users
tend to interact with each other. User attribute inference can be resolved through
the information of similar users.

However, there are still many unsolved challenges to infer user attribute on
social media. First, user representation is difficult because we need to extract
proper features from lots of noisy data, and different features should be used for
different inference tasks. A flexible way to integrate features is also valuable so
that user representation can quickly be achieved for different tasks.

Another challenge is information rich heterogeneous networks. Heterogeneous
networks are network systems consisting of multiple object types and multiple
link types. In social media sites, users can be connected through friendship, co-
discussion and mention activities. [8] discussed knowledge about such networks
is often hidden in massive links. [20] put forward a concept called meta-path
to encode the different relationships in heterogeneous networks to cluster ob-
jects under the limited guidance of users. However, many facets of heteroge-
neous networks, such as unstructured data and cyber-physical networks, are still
untouched.

In this paper, we propose a multi-source integration model to infer the oc-
cupation of users on social media sites. We carry out a comprehensive feature
analysis on a large real dataset, and identify language behaviors of users in
different occupation categories are very different. Besides, we propose a latent
network factor, i.e., latent social dimension to capture the community structure
of users. To integrate these features, we represent each user as a feature vec-
tor and utilize the supervised machine learning classification framework to infer
user’s occupation.
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Analyses and experiments are conducted on Sina Weibo2, the largest mi-
croblog platform in China. Comprehensive results demonstrate the significant
advantage of our proposed model. The contributions of this paper can be sum-
marized as follows:

1. We systematically analyze the feature representation of users and dive into
the network structure to capture users’ latent community affiliations.

2. We propose a multi-source supervised classification framework combined
with both content-based and community-based features.

3. We conduct several experiments and the results show the good performance
of both content and community features, and especially the community ones.
Besides, we validate homophily assumption in this user inference task.

The rest of this paper is organized as follows. In Section 2 we discuss related
work. Section 3 introduces the problem definition and approach framework. Sec-
tion 4 details the feature selection and engineering work in the inference model.
Section 5 presents experiments and evaluations on a real large dataset and finally
we conclude this work in Section 6.

2 Related Work

Research in this paper is related to several areas. Here we briefly review the
corresponding literature.

User Profiling: Works in this field focus on expertise modeling, influence infer-
ence, and interest extraction.[22] proposed a model to propagate interests of an
item among users via their friendships. [10] put forward an unified discriminative
influence probabilistic model to identify users’ locations. [3] measured user’s in-
fluence from in-degree, retweets, mentions, topics and time respectively. Another
common method to infer user profiling is collective classification [19]. The idea
of collective classification is to infer user attribute using neighbors’ information.
Normally a relational classifier is constructed based on the relational features
of labeled data, and then an iterative process is required to infer the unlabeled
data. However, the main drawback of collective inference is that it only consid-
ers the direct neighbors of users and the interactions between indirectly linked
users are ignored. Besides, collective classification fails to capture the presence
of underlying factors that actually influence user’s behaviors.

Community Detection: Community detection has been a trending topic for
a long time. Traditional community detection algorithm uses closeness metric,
by adding edges into an empty network one by one. However, to cut the hi-
erarchical tree and determine the final network community, manual division is
required. [6] put forward edge betweenness metric to divide community. This
method removes edges with larger betweenness from the original network, which
is opposite to closeness method. [14] proposed modularity metric to identify com-
munity. Larger modularity means that there is larger number of intra-community

2 http://weibo.com/

http://weibo.com/
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edges than inter-community edges. Many previous work used community metric
to infer user attribute. [12] used a greedy algorithm to maximize a new eval-
uation metric called normalized conductance, which measures the quality of a
single community, to detect communities, and then assigned an identical at-
tribute value to users in the same community. The disadvantage of this method
is that using labeled data in community to infer the unlabeled data involves too
much noise and can’t capture the interactions between communities.

3 Problem Formulation and Approach Framework

In this section, we first define the problem of user occupation inference and
then introduce our multi-source integration framework to infer users’ occupation
information.

Data Scenario: Dataset used in this work is based on one of largest micro-blog
platforms–Sina Weibo3. Users can post, re-tweet and comment messages. At the
same time, they can follow other users. Everyday, hundreds of millions messages
are posted and spread in this social media site4. Sina Weibo has already labeled
a small subset of its users and categorize them into 12 occupation classes, such as
entertainment, media and government5. We use the open API provided by Sina
Weibo to crawl these users’ data and get about ten thousand accounts. Profiles,
tweets, tags, friend and follower lists are collected. After removing some low
active users, we select 65828 accounts for later empirical study. Here, we can
not only identify the difference in users’ language behaviors from their posted
messages but also catch the strength variety of users’ interactions by utilizing
the community structure.

In Table 1, we provide the occupation distribution of this dataset. We find
that media accounts for the largest proportion(26%), followed by entertainment
class (18%). The percentage of public welfare is smallest, which is only 1%.

Table 1. Occupation Distribution of Verified Users on Sina Weibo

Transport Government Finance Electronic Public welfare Education

1.9% 14.4% 8.9% 2.8% 1.2% 10.0%

Estate Media Service Entertainment Others Medical

8.8% 26.1% 3.7% 17.9% 3.0% 1.3%

To make our problem clear and unambiguous, we give the formal definition
of it in the following.

Definition 1. There are K occupation labels κ = {c1, . . . , cK}. Given a social
network G = (V,E, Y ) where V is the set of user vertices, E is the set of con-
nection edges and Y is the set of users’ occupation labels. yi ∈ Y and yi ∈ κ

3 http://weibo.com
4 http://www.36kr.com/p/201443.html
5 Verified Account: http://verified.weibo.com/

http://weibo.com
http://www.36kr.com/p/201443.html
http://verified.weibo.com/
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represents the occupation label of user vertex i, and we have already labeled the
occupation labels Yknow of some vertices Vknow. The occupation inference task is
aiming to select the occupation labels Yunknow for the remaing vertices Vunknow.

Multi-source User Occupation Inference Model:To solve this problem, we
utilize both the content and network features, and then transform this problem
into a machine learning classification task. Figure 1 is the framework of our
multi-source inference model. We can divide this approach into two stages:

Content-based Feature 

Community-based Feature 

Known labels 

Unknown labels 

Training 

Feature 
integration 

Classifiers 

Inference 

Multi-source Feature selection 

Tag 

Profile Hashtag 

Tweet content 

Fig. 1. Multi-source User Occupation Inference Model

1. Feature Selection and Integration: We integrate features from two categories.
One is content feature, including tweet content, hashtag, tag and profile.
Actually, we also investigate some other possible features, like location, tem-
poral pattern of behaviors and linguistic characteristics, but these features
don’t perform well in our task. Another class of features is community, i.e.,
latent social dimension used in this work. We use it to capture the latent
community affiliations of users so that the global network information can
be utilized.

After this selection, we then represent each user as a feature vector, which
combines these two types of social media features. New features can be easily
added into our model .

2. Model Prediction: After feature extraction and user representation, we choose
a de facto supervised machine learning classifier to infer user’s occupation.
Common classifiers include naive bayes, decision tree, support vector machine
and logistic regression. Theoretically, any classifier is adaptive in this case.
However, the actual utility needs to be verified through experiments. As
to the latent social dimension, it is very important for classifier to choose
effective and significant community dimensions so that the inference can
be optimized. We also conduct comparisons between different classifiers in
section 5.
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4 Feature Selection

In this section, we introduce the features used in occupation inference work. Sina
Weibo is a rich social media platform, with a large variety of user generated
content and multiple types of user interactions.

4.1 Content Feature

Personal Profile: Personal profile refers to the information provided by users
themselves when they register Sina Weibo account, such as gender, location. Be-
cause the profile data returned by Sina Weibo API is in dictionary format, we
choose keys such as description, verified reason and screen name as user’s per-
sonal profile. Description is personal description given by users; verified reason
refers to the reasons why this user was verified by Sina Weibo; screen name
means the nickname of Sina Weibo users.

Personal Tag: Personal tags are key words provided by users themselves to
describe personal interest. For example, a programmer may use Technology, Mo-
bile Internet and Programming Language as his personal tags. Few research has
touched this feature before. After tentative analysis, we find that around 76%
users have personal tags. Based on the idea of homophily, we try to collect the
tags from their neighbors, which can be regarded as a complement of their own
tags. To utilize neighbors’ tags, we implement the following method. We combine
user’s own tags with tags of his top-k most similar neighbors based on similarity
measure. We use the Jaccard Similarity Coefficient6 to measure the similarity of
users. After joining neighbors’ tags, we find that nearly every user has at least
one tag and the average number of tags of users are between 10 and 20 based
on the choice of k.

It should be noted that neighbors here refer to bi-follower friends. Bi-follower
friends imply two users following each other. Friends or neighbors mentioned
in this paper refer to bi-follower friends by default. Bi-follower friends indicate
stronger relationship than one-directional relationship and thus can filter much
noise.

Hashtag: A hashtag is a word or phrase fixed between the symbol #. It serves
as a symbol to integrate similar tweets. The usage of hashtags is related to
the occupations of users. For example, users from public welfare may concern
hashtags like Beijing Rescue Team and Social Public Welfare while users of
IT companies may be interested in Iphone5 and Google I/O Conference. After
extracting hashtags from tweets, we implement word filtering strategy based on
word frequency and represent users as hashtag vectors.

Tweet Content: Sina Weibo allows users to post tweets within 140 words. It is
intuitive to observe that users of different occupations often post tweets which
are different in content. For example, a property developer may be accustomed to
use words like housing, bank, inflation, while a famous singer may like using words

6 http://en.wikipedia.org/wiki/Jaccard_index

http://en.wikipedia.org/wiki/Jaccard_index
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such as singing, composer, popularity. However, it is still difficult to represent
tweet content due to the following causes. First, the distribution of tweets is
unbalanced. The number of tweets posted by most users is comparatively small,
while only a small fraction of users post many tweets, which follows the Power-
Law distribution. Another challenge is noise, which is caused by user’s arbitrary
writing habits and ordinary user’s low quality background.

In order to solve the content representation problem, many methods have been
proposed. Probabilistic Latent Semantic Analysis (PLSA) was introduced in [9]
to project similar words into a latent dimension. Its disadvantage is the single
topic assumption of each document. Latent Dirichlet Allocation(LDA) [2] was
later proposed to solve the disadvantage of PLSA, and it allows multiple topics
in each document, which is considered as state-of-the-art method. In this paper,
we treat the tweets of a user as a document and use LDA to represent each user
as a probabilistic distribution among topics. This method could identify user’s
latent topic distribution from their posted content.

4.2 Community Feature

Here we continue to discuss extraction method of community feature. There are
a variety of heterogeneous networks on Sina Weibo, such as friendship, retweet
and mention network(using @). One important phenomenon in social network is
community structure. Here we set up a new community feature, i.e., latent social
dimension, based on community structure of users to infer their occupations.

Latent Social Dimension: [21] presented a new way to utilize community
structure, which is called latent social dimension. Actually, latent social dimen-
sion represents the affiliation of users to different communities. Figure 2 is a
toy example to illustrate latent social dimension. There are three communities
and five users in this graph. One user can affiliate to multiple communities and
the thickness of lines between users and communities indicates the strength of
affiliation. The mathematical format of latent social dimension is actually a vec-
tor, with each dimension corresponding to each community. Take User A as an
example. User A can be represented as a vector< 0.3, 0.2, 0.1 >. 0.3 means the
strength of affiliation between community 1 and user A is 0.3.

Fig. 2. A user and community interactive graph to illustrate latent social dimension
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The advantage of latent social dimension compared to collective classification
is that latent social dimension can capture the interactions between users from
the whole network while collective classification can only infer user attribute
with neighbors’ help.

It is intuitive to conclude that users of same occupation are more likely to
connect with each other in networks and thus are more likely to form community
structure. Users of different occupations tend to form different communities, and
thus their latent social dimensions are different. We will validate this assumption
in section 5.

Extraction of Latent Dimension: This task is based on community detec-
tion algorithm. Traditional graph partition-based algorithm [7] aims to minimize
the number of edges between communities. [13] points out that minimizing the
number of edges between communities is not a good metric because it tends to
divide most nodes into one community. A better metric to divide communities is
modularity. Modularity is defined as number of intra-edges in our target network
minus number of intra-edges in a comparable random network. Intra-edges means
edges inside communities, not between communities. Community detection task
is to maximize modularity function. The advantage of modularity-based algo-
rithm is that it can find the communities which naturally exist in the network,
without the need to pre-assign the number of communities to be detected.

To simplify our explanation, we make some definitions. We assume that the
number of users in the network is n and the number of edges is m. We first
define adjacent matrix A: Aij = 1 if there is an edge between node i and node j;
Aij = 0 otherwise. Here we ignore the direction of the graph, that is Aij = Aji

and we also don’t consider the weight of edge. Next, we define modularity:

Q =
1

2m

∑
ij

[Aij − Pij ]δ(gi, gj) (1)

where gi represents the community of node i. δ is a function. δ(r, s) = 1 if r = s
and δ(r, s) = 0 if r �= s. Pij represents probability that there is an edge between
node i and node j in a random network. For convenience, we choose Pij as:

Pij =
kikj
2m

(2)

where ki indicates the degree of node i and can be calculated as ki =
∑

j Aij .
Now we consider the problem of dividing the network into c communities. We

first define index matrix S: S = (s1|s2| . . . |sc). Every column of S is a index
vector of 0 or 1, which can be regarded as a latent community. 0 or 1 represents
the disaffiliation or affiliation to this community. The formal definition of S is:
Sij = 1 if node i belongs to community j; 0 otherwise. Then modularity can be
revised as:

Q =
1

2m
Tr(STBS) (3)

where B = A − P , which is called modularity matrix. Modularity matrix B
is a real symmetric matrix and its function is the same as that of Laplacian
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Matrix in standard spectral partitioning. We decompose B as B = UDUT ,
where U = (u1|u2| . . .) is a matrix made up of the eigenvectors of B and D is a
diagonal matrix made up of eigenvalues of B. Then we can revise modularity as:

Q =
1

2m

n∑
j=1

c∑
k=1

βj(u
T
j sk)

2 (4)

According to [17], when the column vectors of S are proportional to the leading
eigenvectors of B, modularity can be maximized. To avoid the problem of 0 or 1
in S, we relax S to be continuous. In this case, when S is made up of the top-c
eigenvectors of B, modularity can be maximized theoretically. We should note
that the number of communities, c, is uncertain. We need to choose proper c
to maximize modularity in practice. According to equation 4, only when βj is
positive can it have positive effect on modularity. As a result, the maximum of
c will not exceed the number of positive eigenvalues of B.

With the discussion of the above features, we can enrich the classification
framework introduced in Section 3. Empirical study will be presented in the
next Section.

5 Experiments

In this section, we report our evaluation experiments on Sina Weibo. We first
compare results of different inference models and different classifiers. Then we
validate our homophily assumption from two aspects and finally dive into the
heterogeneous networks characters.

5.1 Baseline and Evaluation Metrics

To demonstrate the improvement of the proposed model, we select the following
baselines:

– Weighted Random Model(WRand): This model ignores any content and net-
work information and simply classifies user to a random occupation with the
probability proportional to the percentage of that occupation.

– Majority Model(Majority): This model also ignores any content and net-
work information. Users are classified into the same occupation label which
accounts for the largest proportion of all the occupations.

– Content-based Model : This model considers the content-based feature. We
classify this model into 4 parts: tweet content model(LDA), hashtag model
(Hashtag), tag model(Tag) and profile model(Profile).

– Community-based Model(Cmty): This model only contains the latent social
dimension feature.

– Combined Model : This model contains both content and community features.
We divide this model into 4 parts: tweet content and community(LDA-
Cmty), hashtag and community(Hashtag-Cmty), tag and community(Tag-
Cmty) and finally profile and community(Profile-Cmty).

We choose common evaluation metrics to evaluate our model. They are Pre-
cision, Recall and F-measure respectively.
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5.2 Classifier Choice

Figure 3 shows the performance of different classifiers using community feature.
Here we take logistic regression and support vector machine(SVM) for example.
From the result, we can find that though the precisions of these two classifiers
are almost the same, SVM performs much worse than logistic regression in recall,
more than 10% lower, which finally results in the poor f-measure for SVM.

This study indicates that regarding the dimension selection for the community
feature, logistic regression performs much better than SVM.

Fig. 3. Comparison of Different Classifiers

5.3 Inference Performance

Figure 4 shows the results of different inference models. To let different models
comparable, we set the dimension of Hashtag, Tag, Profile, Cmty to all 500.
From the results, we observe that WRand and Majority perform very poor
because they do not consider any content and community information. For the
other four models based on content, we find that the performance of LDA, Tag
and Profile are almost the same, i.e., about 60% for all metrics while the per-
formance of Hahstag is comparably poor, with f-measure just 24%. For Cmty
model, it outperforms all the content-based models, with nearly 70% precision,
recall and f-measure. Thus we can conclude that the community feature, i.e.,
latent social dimension, performs better than content-based features in our oc-
cupation inference task. The benefit of this finding is that we can infer user’s oc-
cupation just based on network structure, without incorporating what he tweets
or what he re-tweets. This is especially important for users who seldom post any
tweets or make any comments.

5.4 Homophily Characters

In Section 4, we discuss the homophily hypothesis, i.e., users of same occupa-
tion are more likely to gather together and establish connections, thus forming
significant community structure. We verify this assumption in this section from
the following two aspects.
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Fig. 4. Comparison of Different Inference Models(Logistic Regression Classifier)

– Verification 1 : [4] points out that when the value of modularity in community
discovery is larger than 0.3, an obvious community structure can be observed
in the network. Based on this , we calculate the modularity of friend network
and we get 0.59 which is much larger than 0.3. Thus, we are sure to conclude
that a significant community structure exists in friend network.

– Verification 2 : After verifying significant community structure in friend net-
work, we analyze whether there is a dominant occupation in these commu-
nities. Figure 5 explains the occupation distribution of top-10 communities
detected from friend network. The red color indicates dominant occupation
in this community. We find that there is always a dominant occupation in
top-10 communities. This also indicates that users of the same occupation
are more likely to connect with each other and form community structure.

Community 
size

Education Service Estate
Entertai
nment

Media Medical
Governmen

t
Public 

welfare
Others Electronic Transport Finance

1823 0.095 0.049 0.012 0.252 0.188 0.023 0.017 0.015 0.052 0.042 0.010 0.245

1319 0.019 0.033 0.595 0.020 0.047 0.014 0.014 0.011 0.020 0.087 0.006 0.134

984 0.023 0.447 0.027 0.034 0.061 0.012 0.045 0.021 0.066 0.075 0.149 0.039

927 0.068 0.037 0.013 0.024 0.035 0.011 0.040 0.634 0.071 0.033 0.008 0.027

810 0.075 0.101 0.017 0.060 0.064 0.044 0.017 0.002 0.072 0.475 0.021 0.049

715 0.022 0.076 0.001 0.006 0.027 0.580 0.069 0.048 0.091 0.052 0.014 0.015

693 0.017 0.014 0.001 0.003 0.087 0.007 0.694 0.006 0.088 0.020 0.046 0.016

644 0.012 0.022 0.003 0.042 0.054 0.009 0.002 0.006 0.017 0.030 0.764 0.039

485 0.501 0.019 0.008 0.016 0.031 0.019 0.153 0.023 0.167 0.049 0.012 0.002

336 0.042 0.021 0.015 0.036 0.054 0.074 0.083 0.024 0.196 0.009 0.435 0.012

270 0.089 0.063 0.004 0.052 0.085 0.537 0.004 0.019 0.019 0.067 0.015 0.048

250 0.172 0.020 0.012 0.012 0.080 0.028 0.128 0.004 0.396 0.036 0.044 0.068

239 0.025 0.100 0.004 0.548 0.151 0.013 0.038 0.013 0.038 0.029 0.004 0.038

100 0.060 0.080 0.000 0.000 0.090 0.050 0.110 0.010 0.480 0.080 0.010 0.030

100 0.040 0.030 0.060 0.170 0.080 0.000 0.100 0.030 0.390 0.050 0.020 0.030

Fig. 5. The Occupation Distribution of top 10 Communities Detected(Friend Network)
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5.5 Heterogeneous Network Effects

Heterogeneous networks, refer to networks made up of different types of ob-
jects or different interaction patterns. Here, we mainly focus on three hetero-
geneous networks based on different interaction types: friend network, retweet
network and mention network. Friend network refers to networks made up of
bi-follower relationships. Retweet network forms due to the retweeting actions
between users. Mention network is created by users using @ to mention each
other. Figure 6 is the inference result of three networks using just community
feature. From the result, we can conclude that friend network performs best in
all three metrics and retweet network performs a little worse than friend net-
work while mention network performs worst. One interesting phenomenon is that
even though both retweet network and mention network are created due to user
interaction behaviors, the performances of them are quite different.

To investigate the reason, we conduct a tentative analysis of three networks.
From Table 2, we find that the statistical features of friend network and retweet
network are almost the same while mention network is much sparser, with more
than 10000 users of degree zero, which might be a reason for the poor perfor-
mance of mention network. [5] points out that in social network, the mention
function(@) often plays a role to connect users having different or even opposed
opinions and behaviors, which results in the poor homophily phenomenon in
mention network.

Fig. 6. Inference Performance of Different Heterogeneous Networks

Table 2. Statistical Characters of Heterogeneous Networks

Friend Network Retweet Network Mention Network

Links 2770378 2745765 776177

Average degree 42 41 12

Number of nodes
with degree of zero

618 3714 10811
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6 Conclusions

In this paper, we propose a multi-source model to infer users’ occupation cate-
gories on micro-blog platforms. We utilize both users’ posted content feature and
their interaction community features in this model. The content feature includes
tweet content, hashtag, personal tag and personal profile. For the network fea-
ture, we propose to use latent social dimension, in order to better identify user’s
latent affiliation. Then we model this inference task as a supervised classification
problem and introduce the manually labeled source to train a inference model.

We systemically analyze the data characters on a real large micro-blog(Sina
Weibo) dataset and demonstrate the advantage of proposed approach. At the
same time, we also reveal the patterns of different user interaction communities
and homophily phenomenon among users of the same occupation category.

With the continuous growth of social media services, effective user profile
extraction and user interest modeling become more and more important. Oc-
cupation inference model proposed in this paper has several promising future
direction. For example, we can extract users’ occupation evolution, profile vari-
ety and interest distribution among different groups.
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Abstract. In this paper, we aim to explore interesting landmark recommenda-
tions based on geo-tagged photos for each user. Meanwhile, we also try to an-
swer such a question, i.e., when we want to go sightseeing in a large city such as 
Beijing, where should we go? To achieve our goal, first, we present a data field 
clustering method (DFCM). By using DFCM, we can cluster a large-scale 
geo-tagged web photo collection into groups (or landmarks) by location. And 
then, we provide more friendly and comprehensive overviews for each landmark. 
Subsequently, we model the users’ dynamical behaviors using the fusion user 
similarity, which not only captures the overview semantic similarity, but also 
extract the trajectory similarity and the landmark trajectory similarity. Finally, 
we propose a personalized landmark recommendation algorithm based on the 
fusion user similarity. Experimental results show that our proposed approach can 
obtain a better performance than several state-of-the-art methods. 

1 Introduction 

In location recommendation, there have already been a reasonable amount of  
researches. In [12], authors proposed an approach to find like-minded users at different 
locations. To model the users’ similarity, in [8], authors proposed a novel approach  
for recommending potential friends based on users’ semantic trajectories. In [6], an 
approach which mines the similarity of people’s trajectories based on location histories 
was proposed. However, our presented users’ similarity measure not only considers the 
similarity of people’s trajectories but also fuses the semantic similarity of landmark 
overviews. In [10], they provided a novel collaborative filtering (CF) approach to train 
a location and activity recommender. The GM-FCF system [14] directly made location 
aware recommendations to users using a novel combination of social relations and 
geographic information. In [13], they put forward a framework that encompasses new 
techniques for extracting semantically meaningful geographical locations from the 
proliferation of GPS data. In [11], they provided a novel category-regularized matrix 
factorization approach (CRMF) to recommend landmarks to individual users based on 
both user-landmark preference information and category-based landmark similarity. 
Our work aim is similar to [11], which focus on personalized landmark recommenda-
tion based on geo-tagged photos. However, our recommendation method is different 
from [11]. In this work, we regard CRMF as one of the baselines. 
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In this paper, we face the three challenges: (1) How to organize a large collection of 
photos with all those kinds of information? (2) How to model the users’ dynamical 
behaviors based on geo-tagged photos? (3) How to generate personalized landmark 
recommendations based on geo-tagged photos for each user? In order to handle these 
challenges, we present different strategies, which are introduced in other sections. 

2 Detect Landmarks and Generate Landmark Overviews 

2.1 Detect Landmarks 

We intuit that interesting landmarks attract more visitors, so there are more geo-tagged 
photos taken in it. In order to detect landmarks of users' interests in the geographic 
space, we can cluster geo-tagged photos. But cluster results are influenced by granu-
larity of the location. For instance the larger the extent of a place, the longer the dis-
tance the activities occur in [1]. To accommodate variable granularity, we propose a 
data field clustering method, which is a density-based clustering method initially de-
veloped to cluster point objects. We consider the Mean Shift (MS) [2], which has been 
shown effective for spatial data clustering in previous work [3, 4], as a baseline method 
in order to verify the effectiveness of our proposed algorithm. We elaborate the notion 
of data field [7] prior to introducing the data field clustering method. 

Data Field. Inspired by the knowledge of physical fields, we introduce the interaction 
of particles and their field into the data space. Given a dataset containing n objects in 
space Ω ك ܴ௉, i.e., ܦ = ሼݔଵ, ,ଶݔ … ௜ݔ ௡ሽ, whereݔ = ,௜ଵݔ) ,௜ଶݔ . .  ௜௣), i =1,…n. Eachݔ
data object can be considered as a mass point or nucleon with a certain field around it 
and the interaction of all data objects will form a data field through space. 

Because Gaussian function has good mathematic properties, in this work we adopt 
Gaussian function to define the potential at any point x as, ߮(ݔ) = ∑ ߮௜(ݔ) = ∑ (݉௜ ൈ exp (െ(||௫ି௫೔||ఙ )ଶ))௡௜ୀଵ௡௜ୀଵ                  (1) 

where x is the GPS coordinates, ||ݔ െ  ௜, and σ is the influence factor that indicates the range ofݔ ௜ and x, ݉௜ is the mass of objectݔ ௜|| is the distance between objectݔ
interaction. In this work, we assume each data object x is supposed to be equal in mass 
and meet a normalization condition ∑ ݉௜ = 1௡௜ୀଵ .  

Given a data set in space, the distribution of the associated data field is primarily 
determined by the influence factor σ once the form of potential function is fixed. In 
order to optimize ߪ, Shannon entropy principle is used as Equation 2. ݉݅݊ ܪ = ݉݅݊ఙ(െ ∑ ఝ೔௓௡௜ୀଵ ݃݋݈ ቀఝ೔௓ ቁ)                   (2) 
where ܼ = ∑ ߮௜௡௜ୀଵ  is a normalized factor. 

Clustering Method Based on Data Field. According to the definition of the data field, 
we propose the data field clustering method (DFCM, in Algorithm 1) which clusters the 
points in the data space based on the strength of interaction of objects. 
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The idea of this clustering method is to optimally select the influence factor σ for 
generation of potential field distribution in the first step. Thereafter, the data objects 
contained in each equipotential line/surface are treated as a natural cluster, and the 
nested structures consisting of different equipotential lines/surface are treated as the 
cluster spectrum. Thus, the clustering at different hierarchies is realized. 

The local maximum points could be regarded as “virtual field sources”, and all the 
data objects are convergent by self-organization due to the attraction by their own 
“virtual field sources”. Thus, the local maximum points can be regarded as cluster 
centers, and the initial partition is formed. To obtain the clustering at different hierar-
chies, the initial clusters are combined based on regular saddle point iteration between 
two local maximum points. 

In order to find local maximum points and saddle points in the potential field dis-
tribution, the algorithm first searches all the critical points satisfying (ݔ)߮ߘ = 0. 
Thereafter, it classifies the critical points according to the eigenvalues of the Hessse 
matrix ߘଶ߮(ݔ). For a given critical point x, let ݈ଵ ൏ ݈ଶ … ൏ ݈ௗ be the d eigenvalues of 
the Hesse matrix, where d >=2 is the dimension of the space. If ݈ௗ ൏ 0, x is the local 
maximum point in the potential field distribution; if ݈ଵ > 0, x is a local minimum point 
in the potential field distribution; if ݈ଵ, ݈ଶ, … , ݈ௗ ് 0 and the number of positive ei-
genvalues and the number of negative eigenvalues are both bigger than 1, the point x is 
the saddle point in the potential field. 

 
Algorithm 1. DFCM 

Input: ܦ = ሼݔଵ, ,ଶݔ …  ߦ ௡ሽ, sample number ݊௦௔௠௣௟௘, noise thresholdݔ
Output: the hierarchical partition ሼߎଵ, ,ଶߎ …  ௞ሽߎ
Steps: Select ݊௦௔௠௣௟௘ samples randomly to construct the sample data set SampleSet. ߪ =  ߪ Optimization of the influence factor// (ݐ݈݁ܵ݁݌݉ܽܵ)ܽ݉݃݅ܵ_݈ܽ݉݅ݐ݌ܱ
Map = CreatMap(D, ߪ) //Apply grid partition on the space, construct an index tree 
CriticalPoints = Search_CriticalPoints(Map, ߪ) //Search in the topological critical points 
Set MaxP as the set of local maximum points and SadP as the set of saddle points. 
//Initially divide the data according to the set of local maximum points ߎଵ = Initialization_Partition(Map, D, MaxP, ߦ ,ߪ) 
//Combine the initial clusters iteratively according to the set of saddle points 
 ሾߎଵ, ,ଶߎ … ௞ሿߎ = ,݌ܽܯ)݁݃ݎ݁ܯ_݈݁݀݀ܽܵ ,ଵߎ ,ݏݐ݊݅݋ܲݔܽܯ ܵܽ݀ܲ, ,ߪ (ߦ

2.2 Generate Landmark Overviews  

Once the previous clustering work has been done, we regard each cluster as a landmark. 
Next, we will add an overview into each landmark. The work by Q. Hao et al. [5] 
proposed a landmark overview generation approach. They showed that the method was 
very effective, which provided an informative overview for a given location via mining 
location-representative tags. In this work, we adopt their approach to generate land-
mark overviews. As shown in the Table 1, it presents an example of a landmark 
(Tsinghua) overview. The first entity of each row represents a ranking topic of an 
overview, and the following entities represent ranking sub-topics. 



154 J. Chen et al. 

Table 1. An overview of Tsinghua, three topics and three sub-topics are selected for displaying 

Ranking 

Overview 
Topic 

Sub-topic 

1 2  3 

1 tsinghua university students classroom auditorium 

2 old summer palace qing dynasty lotus imperial gardens 

3 peking university weiming lake baya pagoda campus 

3 Recommending Interesting Landmarks 

3.1 Preliminary 

Definition 1 GPS Point (or GPS Coordinate): A GPS point p is a four-tuple:  
<x, y, t, m>, where x and y are Euclidean coordinates, t is the timestamp and m is the 
times a user visiting this GPS point (we can call it mass or score of the GPS point).  
 
Definition 2 Landmark (or Hot Spot): A landmark L consists of a group of consec-
utive GPS points ܲ = ሼ݌ଵ, ݌ଶ, … ,  ௡ሽ. Formally, we denote a virtual landmark center݌ 
as c = ,ݔ) ,ݕ ,ܽݐ ,݈ݐ ݈݉, .ܿ where ,(ݒ݋ ݔ =  ∑ ௡௜ ୀ ଵ|ܲ|/ݔ.௜݌  (3), ܿ. ݕ =  ∑ = ܽݐ ,௡௜ ୀ ଵ|ܲ| (4), respectively stands for the average latitude and longitude of the collection P/ݕ.௜݌ .ଵ݌  ݐ  and ݈ݐ = .௡݌  ݐ  represent user’s arrival and leaving time on L, ݈݉ = ∑ ௜.݉௡௜ ୀ ଵ݌  represents the times a user visiting this landmark (we can call it mass or 
score of the landmark) and ov represents overviews of this landmark L.  
 
Definition 3 Trajectory: A trajectory with a score Tr of a user is a sequence of GPS 
points based on a certain threshold ∆ܶ.  Here, ݎܶ = ଵ݌ ՜ ଶ݌ ՜ … ՜ ,௡݌  where ݌௜ א .௜ାଵ݌  ,ܲ < ݐ .௜݌   .௜ାଵ݌  ,ݐ ݐ െ .௜݌  ൏ ݐ  ∆ܶ (1 ൑ ݅ ൑ ݊) and the score is times a 
user passing this trajectory. In addition, we also introduce another two definitions 
associated with trajectory, namely, landmark trajectory and M-length trajectory. A 
landmark trajectory with a score Ltr of a user is a sequence of landmark based on a 
certain threshold ∆ܶ. If the node numbers in a trajectory is M, we call this trajectory 
M-length trajectory.  

3.2 User Similarity Exploration 

In this section, we detail the processes of user similarity exploration. 
 
Location History Extraction. We construct two location histories: users’ trajectories 
and user’s landmark trajectories. With users’ travel experiences and the interests  
of locations, we can calculate a classical score for each GPS point (or each landmark) 
and each trajectory (or each landmark trajectory) within the given geospatial region.  
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Fig. 1. Trajectory graph and landmark trajectory graph 

As shown in the Figure 1, we present two graphs: the graph of GPS points in the left 
part and the graph of landmarks in the right part. These two graphs contain all trajec-
tories and all landmark trajectories of a user respectively. For the graph of GPS points 
in the left part of the Figure 1, the graph nodes (p1, p2, p3, p4 and p5) stand for GPS 
points, and the graph edges denote users’ trajectories among them. Take 2-length 
trajectory (1݌ ՜  as an example, the number shown on the node (6 and 4) and the (2݌
edge (3) represents the score of the GPS point and the trajectory, respectively. For the 
graph of landmarks, we have the similar analysis. 

For similarity normalization (in next section), we construct user-GPS point matrix 
UP and user-landmark matrix UL. The row of UP (or UL) represents GPS-point (or 
landmark). The column of UP (or UL) represents user. Each entry in the UP (or UL) 
records how many times a user visit the GPS-point (or landmark). 
 
Overview Semantic Similarity. In section 2.2, we introduce an overview consisted of 
topics and sub-topics. For calculating the overview semantic similarity, we construct 
user-topic matrix UT and user-sub-topic matrix UST. Each entry in the UT or UST 
denotes whether a user add tags to pictures with this topic or sub-topics. Here, 1 denotes 
a user uses it, while 0 expresses a user does not use this topic or sub-topic. 

Based on these two matrixes, we can learn users’ profiles utilizing user similarities, 
which are reflected via considering whether users add the same tags (topics or sub- 
topics). In other words, if two users are more similar to each other, they are likely to add 
more similar tags. Here, we can obtain two user similarities: user-topic matrix simila- 
rity( ,௜ݑ)ܶ_݉݅ݏ (௝ݑ ) and user-sub-topic similarity ( ,௜ݑ)ܶܵ_݉݅ݏ (௝ݑ ). Note that, we  
use cosine similarity to compute ݑ)ܶ_݉݅ݏ௜, ,௜ݑ)ܶܵ_݉݅ݏ ௝) andݑ  ௝). The overviewݑ
semantic similarity is formalized as:  ݓ݁݅ݒି݉݅ݏ൫ݑ௜, ௝൯ݑ = ,௜ݑ)ܶ_݉݅ݏ ଵߚ (௝ݑ ൅ ,௜ݑ)ܶܵ_݉݅ݏ ଶߚ  ௝)                 (5)ݑ

where ߚଵ, ଶߚ > 0 , ଵߚ  ൅ ߚଶ = ,௜ݑ ,1 ௝ݑ א ܷ, ܷ = ሼݑଵ, ,ଶݑ … ,  .௡ሽ is a set of usersݑ

 
Trajectory Similarity. In section Location History Extraction, the trajectory graph and 
the matrix UP have been constructed. We adopt the similar sequence matching method 
proposed by Li Q.[6] in order to find the similar trajectories for each user-pair. The 
retrieved similar trajectories are used to calculate an overall similarity score for each 
user-pair. When computing the score, we take into account two factors: the length of a 
similar trajectory with weight (that is, M-length trajectory) and the mass of a node in 
this trajectory. So the score an M-length trajectory obtains can be formulated as: ݐ݈ܯ_݁ݎ݋ܿݏ = ܯ כ ∑ .ݎܶ ݁ݎ݋ܿݏ ெିଵ௝ୀଵכ ,௜ݑ)ݏݏܽ݉_݉݅ݏ  ௝)                 (6)ݑ
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where M (M > 1) is defined in Definition 3, ܶݎ.  is the summation of each score ݁ݎ݋ܿݏ
in the similar trajectory, and ݑ)ݏݏܽ݉_݉݅ݏ௜,  ௝) is regarded as cosine similarity basedݑ
on matrix UP. For similarity normalization, the equation (6) can be formulated as: ݐ݈ܯ_݁ݎ݋ܿݏ = ܯ כ ∑ .ݎܶ ݁ݎ݋ܿݏ ெିଵ௝ୀଵכ ,௜ݑ)ݏݏܽ݉_݉݅ݏ ∑)  /(௝ݑ .ݎܶ ݁ݎ݋ܿݏ ௎א௨೔כ ∑ .݌ ݉௨೔א௎ )      (7) 

where ∑ .ݎܶ ௎א௨೔݁ݎ݋ܿݏ  is the summation of scores given by all users for this similar 
trajectory, ∑ .݌ ݉௨೔א௎  is the summation of times given by all users for this GPS 
point. 

As shown in equation (8), the trajectory similarity of two users is measured based 
on all the M-length similar trajectories. Here, n is the number of similar trajectories of 
two users. ௜ݐ݈ܯ_݁ݎ݋ܿݏ   is the score of the i-th similar trajectory, which can be 
calculated according to equation (7). ଵܰ and ଶܰ denotes the number of the GPS 
points of two users, respectively.      

ܽݎܶି݉݅ݏ    =  ଵேభ ேమ ∑ ௜௡௜ୀଵݐ݈ܯ_݁ݎ݋ܿݏ                        (8) 

Landmark Trajectory Similarity. Like trajectory similarity in section Trajectory 

Similarity, the landmark trajectory similarity of two users can be formulated as: ܽݎܶܮି݉݅ݏ =  ଵேభ ேమ ∑ ௜௡௜ୀଵݐ݈݈ܯ_݁ݎ݋ܿݏ                      (9) 

Note that, the difference between equation (8) with equation (9) is that we need re-
place trajectory and GPS point with landmark trajectory and landmark respectively. 

3.3 Landmark Recommendation 

Incorporating the three similarity measures, we propose the user similarity fusion 
method, which is demonstrated in equation (10).  ݊݋݅ݏݑܨି݉݅ݏ൫ݑ௜, ௝൯ݑ = ,௜ݑ൫ݓ݁݅ݒି݉݅ݏଵߛ ௝൯ݑ ൅ ܽݎܶି݉݅ݏଶߛ ൅ ߛଷ(10)        ܽݎܶܮି݉݅ݏ 

where ߛଵ, ,ଶߛ  ଷߛ  > ଵߛ  ݀݊ܽ 0 ൅ ଷߛ ଶ ൅ߛ = 1.  

Based on the user similarity fusion, we propose a landmark-based CF strategy.  ݑ)݁ݎ݋ܿݏ, ෣(ܮ = ௨തതതതതതതതത݁ݎ݋ܿݏ  ൅ ∑ ௦௜௠షி௨௦௜௢௡൫௨೔,௨ೕ൯(௦௖௢௥௘(௩,௅)ି௦௖௢௥௘ೡതതതതതതതതതത )ೡאೈ ∑ ௦௜௠షி௨௦௜௢௡൫௨೔,௨ೕ൯ೡאೈ          (11) 

where ݁ݎ݋ܿݏ௨തതതതതതതതത and ݁ݎ݋ܿݏ௩തതതതതതതതത represents average times a user u and v visiting L respec-

tively, ݒ)݁ݎ݋ܿݏ,  represents times a user v visiting L and ܷ௞ is the k most-similar (ܮ

neighbors of ݑ. 

4 Experiments 

4.1 Data Set and Settings 

The photos for our experiments were collected from the datasets of geo-tagged photos 
available on Flickr using the site’s public API. These photos we crawled meet such 
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requirements: they were taken in Beijing and the upload time is between 4th, January, 
2005 and 10th, February, 2012.These photos collection contains 533,594 unique pho-
tos associated with 2,760,614 textual tags and taken by 16,196 unique users. 

The data set are split into training and test sets. Additionally, we have further split 
the training data to validation data to optimize the parameters ߚଵ, ,ଶߚ  ,ଵߛ  ,ଶߛ   ଷ andߛ 
k, the neighborhood size. We have varied k from 10-60 by an interval of 10 and the 
other five parameters from 0 to 1 by an interval of 0.1. Using the validation data, we 
have found the best ߚଵ, ,ଶߚ  ,ଵߛ  ,ଶߛ   .ଷ to be 0.8, 0.2, 0.2, 0.3, 0.5 and k to be 20ߛ 

Our algorithm computes a ranking score for each candidate landmark (i.e., one user 
has not visited) and returns the top-K highest ranked landmarks as recommendation to 
a targeted user. To evaluate the prediction accuracy, we focus on  how many 
locations previously removed in the preprocessing step re-appear in the recommended 
results. Therefore, we apply four popular performance metrics, namely, Mean 
Average Precision(MAP), Precision@K, Recall@K and nDCG (normalized Discou- 
nted Cumulative Gain) [9], to capture the performance of our proposed algorithm.  

4.2 Experimental Results 

In this work,we employ five baselines for comparison: MeanShift (MS) + sim_ Fusion (ߛ)ܨݏଵ = 0.2, ଶߛ  = 0.3, ଷߛ  = 0.5)), DFCM + sF(ߛଵ = 1)(or DFCM+sV), DFCM+ 
sF (ߛଶ = 1)(or DFCM+sT), DFCM+ sF(ߛଷ = 1) (or DFCM+sL) and CRMF. Here, 
sF represents the user similarity fusion, sim_Fusion. sV, sT and sL represents the 
overview semantic similarity (sim_View), the trajectory similarity (sim_Tra) and  
the landmark trajectory similarity (sim_LTra), respectively. In order to simplify the 
expression, sF(ߛଵ = 0.2, ଶߛ  = 0.3, ଷߛ  = 0.5) is expressed as sF. 
 
 

 

 

 

 

 

 
 

Fig. 2. Comparision of MAP and nDCG among different methods 

Figure 2 shows the comparision of MAP and nDCG between our approach 
(DFCM+sF) and baselines. Our proposed method (DFCM+sF) is slightly superior to 
(MS+sF) and significantly superior to other methods. Using nDCG, Figure 2 further 
differentiates our approach from baselines. Obviously, (DFCM+sF) leads the 
performance in both nDCG@10 and nDCG@20 among these methods. Moreover, 
(DFCM+sF) better improves the performance comparing with (MS+sF) and CRMF. 
The possible reason for these is: 1) CRMF only captures the similarity of 
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category-based and user-landmark preference (a.k.a trajectory similarity); 2) 
(DFCM+sF) not only captures the overview semantic similarity, but also extracts the 
trajectory similarity and the landmark trajectory similarity; 3) (DFCM+sV), 
(DFCM+sT) and (DFCM+sL) only consider one of the three similarities. 

In Figure 3, we can observe that, according to precision, our proposed method 
(DFCM+sF) slightly outperforms (MS+sF) and significantly outperforms other me-
thods. The explanation for this is similar to ones for Figure 2. Note that, when the 
number of the recommended landmarks reaches 10, the optimal value of precision is 
obtained. Because of the space limit, we have the similar analysis for recall. 

 
 

 

 

 

 

 

 

 

Fig. 3. Precision and Recall changing over the number of recommended landmarks 

5 Conclusion 

In this paper, we propose a personalized landmark recommendation algorithm based on 
the user similarity fusion method. Experimental results show that our method can 
provide reasonable and high quality personalized landmark recommendations. In the 
future, we intend to extend our work in the following two directions. First, we attempt 
to model users’ dynamical behaviors using more features, such as the landmark pop-
ularity etc. Second, we will spread our work to other domains, such as music, book etc. 
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Abstract. Social networks today have emerged as hotbeds of online user
conversations. Social microblog sites like Twitter have become favorite
portals for users to discuss and express opinions on events and topics.
Established event detection techniques on microblog streams today are
capable of detecting events early in their lifecycle, amidst the volumes
of user message exchanges. Techniques have been proposed in literature
to identify topical conversations on microblogging portals comprising of
unstructured data with no explicit discussion thread, distinguishing such
conversations from isolated expressions of topical interests. However, evo-
lutions of discussion topics have not been studied in a geographical con-
text before. In the current work, we identify and characterize topical
discussions at different geographical granularities, such as countries and
cities. We observe geographical localization of evolution of topical discus-
sions. Experimental results suggest that these discussion threads tend to
evolve more strongly over geographically finer granularities: they evolve
more at city levels compared to country levels, and more at country lev-
els compared to globally. Our algorithm to find geographical evolution of
discussion sequences and the derived insights can be used for information
spread analyses and related applications on microblogging networks.

1 Introduction

The online social networks and social media today have emerged as the hottest
hubs of user generated content. Social networks like Facebook and Google Plus,
microblogging platforms like Twitter and image and video sharing networks like
Pinterest, Flickr and Youtube are some of the largest repositories of content
generated by users of these online networks. These digital media networks today
serve as some of the leading message exchange platforms across users.

Detecting and analyzing user interests and opinions with respect to given
events on such online networks has emerged as a topic of research interest. Re-
search has shown that microblogging platforms like Twitter act as online news
media rather than only social message exchange platform ([12]). A Twitter mes-
sage reaches to followers of the person sending the tweet. A person receiving
a message can retweet it to spread the message further forward to her follow-
ers. [12] shows that a tweet can, on an average, be expected to reach around

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 160–173, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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1,000 people irrespective of the number of followers of the tweet originator. This
indicates, contemporary information diffuses significantly over Twitter.

Enormous content, generated by multiple millions of active users, makes Twit-
ter rich in information and immense in information entropy. Conversations on this
microblogging platform moves from one set of topics to another. Events detection
on Twitter has been addressed under different constraints and settings ([19], [21],
[22]). Discovering discussion threads, in absence of apriori corpus for contempo-
rary events, has been addressed in [16]. At the same time, it is interesting to note
that discussions on social media cross physical boundaries imposed by cities, coun-
tries and continents. While [10] attempts to explore the problem of modeling geo-
graphical topical patterns on Twitter using a sparse generative model, it does not
address the geographical granularity of evolution of geographical topical discus-
sions. In the online world, where location does not limit participation, geographi-
cally characterizing topical discussion threads onmicrobloggingplatformswithout
explicit discussion threads like Twitter is a challenging task. The different informa-
tion dimensions (such as spatial, temporal and topical), as well as the information
diffusion phenomenon seen in Twitter, makes such characterization an interesting
research problem with application potentials.

In this work, we attempt to discover and characterize the localization and
geographical evolution of discussion topics on microblogging platforms in form
of threads, using Twitter data for our experiments. We add knowledge from
the geographical data available on tweets and Twitter user profiles. We assign
locations to topic clusters with simple probabilistic measures, and establish cross-
cluster relationships by capturing the geographical overlaps of pairs of clusters.
We also establish extended semantic links using external data sources such as
contemporary online news media.

We use Brazil Flood (2010) and London Olympics (2012) Twitter datasets
for experimentation. In our experiments, we create topic clusters using tweets to
identify topics in which each tweet belongs to a topic. We connect the clusters in
three different ways to construct three different graphs - an extended semantic
graph ([16]) using externally available semantic data sources, a location graph
using geographical data as found on user profiles and tweet locations, and a
temporal graph using the timing of the tweets. We detect discussion topics and
find them to be geographically evolving. We characterize the temporal evolution
of these discussions. We use normalized mutual information based analyses to
assess the goodness of our insights.

We observe that discussion threads emerging and evolving on microblog plat-
forms tend to evolve more strongly on geographically finer granularities com-
pared to coarser ones. Specifically, we find that topical discussions evolve more
at city levels compared to country levels, and more at country levels compared
to globally, which is a novel observation based upon our study of existing liter-
ature. Since the datasets used for experiment, namely Brazil Flood (2010) and
London Olympics (2012), are matters of national an international interest for all
practical purposes, this observation is surprising.
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The discovered geographical characteristics of evolution of the discussions
can be applied for commercial applications such as marketing campaigns and
promotions. As a specific example of application of our work, marketing cam-
paigns that depend upon spread of information over discussions on microblog
networks would want to focus more on city levels compared to country levels.
Our work can be further used for geographically targeted information spread-
ing, collecting and analyses applications, and information diffusion studies, using
microblog networks as data source.

In summary, the contributions of our work are the following.

1. We propose a methodology to study geographical characteristics of evolution
of topical discussions on microblogging platforms at different granularities.

2. We empirically relate the evolution of discussion threads to geographical
locations.

3. We further show that the discussion threads on microblogging platforms tend
to evolve more strongly over geographically finer granularities compared to
coarser ones.

4. We demonstrate our findings on microblogging data for 2 real events.

The rest of the paper is organized as follows. In Section 2 we describe the
problem setting and our approach. We detail our experiments and observations
in Section 3. We investigate the related literature in Section 4. Finally, we
conclude in Section 5.

2 Algorithm

In this section, we describe the problem settings and propose the solution ap-
proach that we follow.

2.1 Problem Settings

Objective. The objective of our work is to identify and characterize topical
discussion sequences based upon geographical (locational) attributes, and de-
rive insights about the evolution of discussions from one topic to another over
geographical locations of different granularities.

In order to meet our objective, there are a number of technical challenges to
be overcome. We list the set of challenges below.

– First of all, detection of the topic-based clusters is required for the event.
This will identify the independent set of discussions happening around a
given event.

– We now need to establish different types of relationships across these clusters.
One can think of the clusters as graph vertices and relationships as graph
edges. In our setting, we need to identify geographical discussion threads,
which implies we need to establish three core relationships: namely, contex-
tual semantic, geographical and temporal relationships. Please note that the
temporal edges will help us identify the evolution of discussions.
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– Finally, we need to be able to characterize the geographical evolution of
microblog discussion threads, and provide a quantitative assessment and
a qualitative understanding of the localizations granularities of discussion
topics.

2.2 Overview of Relationships

We now provide an overview of the contextual semantic, geographical and tem-
poral relationships and their extraction algorithms. To make this article self
contained, we present an overview of these relationships.

Contextual Semantic Relationships. This relationship is extremely useful
but challenging to establish. We motivate the need for such relationship by a
simple example. Consider two events with associated keywords E1 = {damage,
flood, death, toll} and E2 = {flood, relief, shelter}. Now, lets pick one word from
each set damage and relief. One cannot establish any of the widely accepted re-
lationships like synonymns, antonymns, hypernymns, hyponyms etc. when the
words are taken in isolation. However, coupled with prior knowledge about the
larger event flood, the words can be semantically related. In essence (with abuse
of notation and terminology), damage and relief are independent variables with-
out extra information, however, they are related given flood. Therefore, we would
like to add the semantic edge between these events. Following the approach of
[16], we use external corpus, namely contemporary online news, to extract and
quantify such semantic relationships. In general, the corpus could be news sto-
ries, articles or books.

Geographical Relationships. This relationship associates an event cluster,
comprising of multiple tweets, with one or more geographical locations. Since
each event may comprise of users belonging to and tweets originating from mul-
tiple locations, we associate a belongingness value to each location that a cluster
is associated with. We propose two different measures to compute belongingness,
computed upon the number of users and the number of tweets belonging to a
given locaiton respectively. We subsequently relate the event clusters by combin-
ing these geographical belongingness values using a well-known fuzzy technique
([24]). We conduct our experiments with two different granularities of geograph-
ical locations: cities and countries.

Temporal Relationships. Allen [3] presents an exhaustive list of temporal
relationships which can exist given two time periods (events in our case). The
relationships include overlap: partof event A and event B co-occur, meets: event
A starts as soon as event B stops, disjoint: event A and event B share no common
time point.

2.3 Our Approach

As part of our overall solution, we generate an event topic graph G = {E , {R}},
in which E represents the event topics (topical clusters), and act as the vertices
of the graph. The set {R} represents the relationship edges between the clusters,
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and are formed from each of semantic, temporal and geographical perspectives.
These different types of edges, along with the structural patterns they form, are
analyzed experimentally to obtain insights and meet our objective.

Topic-Based Cluster Creation
An event topicEi is represented as {(Ki

1,K
i
2, . . . ,K

i
n), (L

i
1, L

i
2, . . . , L

i
m), [T i

s, T
i
e ]},

where Ki denotes the set of keywords extracted from the tweets which form the
event Ei, Li is set of locations in event cluster and T i is time period of the event.
We use existing established methods for computing K, L and T . K contains the
idf vector and proper nouns (extracted by PoS tagging) from the tweets. L is
generated using the location from tweet locations and user profiles, and uses
Standford’s NLP Toolkit and associated Named Entity Recognizer. T denotes
the time of first and last tweet in the event topic cluster. Since, event topic
extraction is not the focus of our work, we use a well-known online clustering
algorithm ([22]) to generate event topics from streaming Tweet data, thereby
creating clusters of tweets forming event topics.

Extracting the Relationships
We now extract the three core relationships, namely semantic, geographical and
temporal relationships, across the event topic cluster vertices.

Contextual Semantic Relationship Extraction. We establish contextual
semantic relationships across event clusters following the extended semantic edge
detection algorithm proposed by [16]. We generate |Ki|× |Kj| pairs of keywords
per cluster pair which need to be evaluated for contextual semantic relationship.
To avoid similar keywords that would skew the results, we prune pairs which are
related semantically (synonyms, antonyms, hypernymns and hyponynms). Since
POS tagging is done on the tweets in the event, we also remove pairs where
one of the words is a Proper Noun or Active Verb. We use the well-established
Lin’s method ([14]) to compute similarity scores of Ki and Kj, using the feature
vector built into the Wordnet lexical database. We retain a pair of words if the
similarity score Sij is lesser than a desirable similarity threshold S, and prune
the pair otherwise.

For sake of completeness, please note that Lin’s measure of similarity between

a pair of words w1 and w2 is defined as: sim(w1, w2) = 2I(F (w1)∩F (w2))
I(F (w1))+I(F (w2)) , where

F (w) is the set of features of a word w, and I(S) is the amount of information
contained in a set of features S. Assuming that features are independent of one
another, I(S) = −

∑
f∈S log(P (f)), where P (f) is the probability of feature f .

Now, all the concept pairs from Ki and Kj, after the above pruning, are cho-
sen from the concepts present in clusters i and j. Using external contemporary
relevant corpus such as Google News, pairwise coupling scores of these concepts
are now measured as (C(Ki

l , Dt), C(Kj
m, Dt)), where Dt denotes the set of docu-

ments in which the concepts Ki and Kj co-occur, and C(Ki
l , Dt) gives the tf-idf

score of word Ki in document Dt. Finally, these scores are combined across all

pairs of concepts from all the clusters, computed as
∑

Ki,Kj Coupling

(|Ki|×|Kj|−wij)
, where for
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a given pair of event clusters Ei and Ej , wij pairs of keywords were pruned and
the rest were retained. The final scores are ranked in descending order and top
N% are selected based on user preference or can be pruned based on threshold.

Geographical Relationship Extraction. We extract geographical relation-
ships at two different granularities, countries and cities. Given a location Li and
an event topic cluster Ei, Li ∈ Ei iff (∃M), a microblog post, made from a lo-
cation in Li, such that M ∈ Ei. Please note that with this definition, a location
could simultaneously be a part of multiple clusters.

As noted earlier, every event topic cluster has a vector Li = (Li
1, L

i
2, . . . , L

i
m)

associated. In the first step of our two-step process of extracting geographical
relationships, we assign a belongingness value to each location that a cluster
is associated with, thereby forming a belongingness value vector. In the next
step, we quantify the strength of geographical relationships across each pair of
clusters, by combining the belongingness value vectors of each cluster to the
geographies, using a well-known fuzzy technique.

Step 1: Computing belongingness - In the first step, we augment the Li

vector to the L̂i vector, in which each element L̂i
c belonging to L̂i is assigned its

belongingness value B̂i
c, in which c denotes the index of an individual location

(such as a city or country) within the location vectors Li and L̂i, and 1 ≤ c ≤ m.
We use two different measures, namely the number of distinct people belonging
to each location and the number of tweets originating from each location, to

assign belongingness values to each belongingness vector B̂i.

If there are a total of |Ŝi
p| distinct people from location L̂i

p in event cluster
Ei comprising of tweets from |Si

p| distinct people in total in the cluster, then the

belongingness value of L̂i
c to Ei, by the measure of number of distinct people, is

calculated as: B̂i
c =

| ˆSi
p|

|Si
p| . The belongingness value of L̂

i
c to Ei, by the measure

of number of tweets (instead of number of people) from this location, namely

|Ŝi
t|, and the total number of tweets, namely |Si

t|, is calculated similarly as

B̂i
c =

|Ŝi
t|

|Si
t| .

Step 2: Establishing geographical relationships - We subsequently at-
tempt to establish geographical relationships across event topic clusters. Since
a cluster belongs to multiple geographical locations with a certain probability
(belongingness), we use a well-known fuzzy technique to determine the strength
of their relationships ([24]). The similarity-based weight Wij of a given pair of

event topic clusters, namely Ei and Ej , having belongingness value vectors B̂i

and B̂j respectively, is given by measuring similarity between fuzzy sets ([24]):

Wij =
B̂i

c.B̂j
d

max(B̂i
c.B̂i

c, B̂j
d.B̂j

d)
(1)

Please note that, we consider all 1 ≤ c ≤ m and 1 ≤ d ≤ m. Also, B̂i
c.B̂j

d �= 0 iff
c �= d, which ensures that the set similarity formula can be applied on our vectors.
For our experiments, we treat the operator dot (.) as the multiplication operator.



166 S. Nagar et al.

Temporal Relationship Extraction. The third kind of relationship we at-
tempt to extract is temporal relationship. We look at two kinds of temporal
relationships. (a) We draw a temporal edge from event Ei to event Ej if Ei

ended within a threshold time gap before Ej started. For experimentation, we
restrict the maximum time gap limit to a realistic 2 days. This follows from
the assumption that on microblogging services like Twitter, a discussion thread
will not last longer than this. This thresholding also prevents the occurrence of
spurious edges across different clusters. It captures the meets and disjoint rela-
tionships described by [3]. We call this a follows temporal relationship. (b) We
draw a temporal edge from event Ei to event Ej if Ei started before Ej started,
and ended after the start but before the end of Ej . This captures the overlaps
relationship described by [3]. Please note that unlike the undirected semantic
and social relationship edges, a temporal relationship edge is directed but un-
weighted. The direction is from the event with the earlier starting time to the
one with the later starting time.

Identifying and Characterizing Discussions
Finally, after establishing the relationships, we attempt to identify discussions
and characterize those geographically.

Identifying Discussion Sequences. A discussion sequence graph is defined
as, a directed acyclic graph (DAG) of topics that are related using the semantic
edges obtained by our earlier semantic relationship extraction process, where
the relationships are established over time. Intuitively, a discussion sequence
captures the topical evolution of discussions over time. We identify discussion
sequences using the logical intersection (AND) of the relationship set of the
undirected semantic and the directed temporal graphs, with the directions of
the latter preserved in the output. So, the discussion sequence DAG GDS is
formed as: GDS = {E , {{RT} ∩ {RS}}}, where the set {RT } represents the edge
set of the directed temporal graph and the set {RS} represents the edge set of
the undirected semantic graph.

Identifying Geographical Discussion Threads. A geographical discussion
thread is defined as a DAG of discussion sequences that are further connected
by geographical similarity of participation strengths. The similarity is computed
in terms of people or tweets, as constructed by the process of extracting geo-
graphical relationships. Thus, a geographical discussion thread is identified by
performing a logical intersection (AND) of the relationship set of the DAG GDS

with the undirected geographical relationship graph, resulting in a DAG. The
retained discussion sequences capture the geographical evolution of discussion
topics around events on microblogs over time, and hence, are identified as geo-
graphical discussion threads. The corresponding graph GGDS is formed as:
GGDS = {E , {{RDS}∩{RG}}}, where the set {RDS} represents the geographical
relationship set.

Measuring the Goodness of our Approach. We quantify the evolution
of topically evolving discussions along the geographical axis by measuring mu-
tual information found by inspecting link structures. We discover BGLL ([4])
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communities that maximizes modularity ([5], [8]) independently on the seman-
tic and geographical relationships, and compute the normalized mutual infor-
mation (NMI: [6]) across these two sets of communities. We independently
discover BGLL communities on the discussion sequences and geographical dis-
cussion threads, and compute the NMI across these two. A favorable comparative
value of these two sets of NMI measures, observed in our experiments, indicates
the goodness of our method.

For sake of completeness, please note that, the mutual information of X and

Y, namely I(X,Y ), is given by: I(X,Y ) =
∑

y∈Y

∑
x∈X p(x, y)log( p(x,y)

p(x)p(y)). If

H(X) and H(Y) denote the marginal entropies of X and Y respectively, then the

NMI measures are given by CXY = I(X,Y )
H(Y ) and CYX = I(X,Y )

H(X) respectively.

In our experiments, we observe lower NMI values in the first case, and much
higher NMI values in the second. The improved NMI qualitatively indicates the
characteristic of discussion sequences to tend to evolve geographically, in spite
of low structural overlap of the base semantic and geographical graphs. The
number and strength of geographical discussion threads observed experimentally,
indicates the soundness of our approach.

3 Experiments

We now conduct our experiments, using Twitter data, following the approach
illustrated in Section 2.

3.1 Constructing the Baseline Graphs

For our experiments, we collected the Twitter data for Brazil Flood (2010) and
London Olympics (2012), two high-trending events that had received significant
user traction on Twitter. For Brazil Flood, we used (Brazil OR flood) as the
target keyword for data collection, implying that any tweet collected will have
at least one of these terms in it. For London Olympics, we used (London OR
Olympics). While collecting the tweet data from Twitter, we also collected the
profile location of each user tweeting at least once around any of these events.
Given the sparse nature of the location attribute in the Twitter posts, we use
the profile locations to assign a user, and the tweets made by the user in absence
of tweet location attribute, to a corresponding geographical location. Table 1
shows the basic statistics of the datasets.

Table 1. The columns in the table show a) keywords used to search Twitter to collect
the dataset, b) dates for which the data was collected, c) number of tweets collected, d)
number of clusters and e) number of contemporary external news documents collected

Dataset Keywords Timespan Tweets Clusters News Docs

Flood Brazil, Flood 14 Jan - 28 Jan’10 335,704 196 149
Olympics London, Olympic 27 Jun - 13 Aug’12 2,319,519 299 1,186
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Event topic cluster detection not being the focus of our work, we used an
existing online clustering algorithm to form the clusters from the tweets. As out-
lined earlier, we now establish semantic, geographical and temporal relationships
across the clusters. We use Google News (http://news.google.com), a news text
data source, to establish semantic links, selecting news documents contempo-
rary to the event using appropriate date ranges. The search results had 1,186
and 149 unique news documents for London Olympics and Brazil Flood respec-
tively. These documents served as the external contemporary relevant corpus for
our experiments. As described in Section 2, we deduplicate concepts to avoid
repetitions using WordNet and use the tf-idf sum of all pairs of selected words
across the given pair of clusters as edge weights, using the method of [16]. We
use Lin’s ([14]) method of computing WordNet similarity, and use 0.4 as the
threshold value in our experiments.

We form geographical links based upon the similarities of each given pair of
clusters, as described in Section 2, at country and city levels. The weight of the
link is determined by Equation 1. We further form two kinds of temporal links
- namely follows (set union of meets and disjoint), and overlaps. This completes
the process of construction of the baseline graphs.

3.2 Identifying Structural Overlap of Baseline Graphs

We now look at the inherent structural overlap of the basic semantic and ge-
ographical graphs. We use the well-known NMI ([6]) measure to investigate
structural similarities of these two graphs. Table 2 shows low NMI values for
each comparison of the semantic and geographical graphs, implying significant
structural differences between the two, and showing that these two graphs are
inherently different. This inherent difference makes the existence and evolution
of geographical discussion threads (that we find subsequently) surprising.

Table 2. NMI across top 10%, 20%, 30%, 40% and 50% of edges retained in semantic
and geographical graphs in the Brazil Flood and London Olympics data sets

Geo-gra- Measurement NMI (Brazil Flood) NMI (London Olympics)
nularity method 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%

Country People 0.032 0.025 0.069 0.074 0.070 0 0.033 0.056 0.071 0.061
level Tweet 0.009 0.010 0.074 0.064 0.057 0 0.062 0.054 0.064 0.057

City People 0 0.018 0.007 0.033 0.021 0 0.011 0.014 0.022 0.027
level Tweet 0 0.001 0.030 0.023 0.008 0 0.011 0.026 0.026 0.026

3.3 Identifying Discussion Sequences

We find discussion sequences from extended semantic graphs and temporal
graphs, as described in Section 2, using the method of [16] and Lin’s Word-
Net similarity measure. We perform edge set intersection (logical AND) of the
semantic and temporal graphs, retaining the directions observed in the tempo-
ral graphs. For manual inspection, we pick the induced subgraph formed by 30
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event topic clusters at random from the the semantic graph, and build the discus-
sion sequence graph around it by taking a logical intersection with the temporal
graph. We then visually inspect the resulting discussion sequence graph (showing
vertices with at least one connecting edge within this set), as shown in Figure 1.
Clearly, many discussion sequences prominently appear in the visualization.

Fig. 1. Discussion sequences created from Lin’s semantic and temporal overlaps rela-
tionships for Brazil Flood: vertices of the same color belong to one community (thicker
edges have higher weights)

3.4 Identifying and Characterizing Geographical Discussion
Threads

We now attempt to identify geographical correlations of the discussion sequences,
and characterize the identified geographical discussion threads. We identify the
geographical discussion threads by taking edge set intersection (logical AND) of
the geographical relationships and discussion sequence edges.

In order to determine whether the geographical discussion thread graphs thus
found is quantitatively substantial and qualitatively meaningful, we look at some
of the basic attributes of these graphs. The Brazil Flood geographical discussion
thread graph comprises of 169 vertices and 3, 013 edges, and the corresponding
London Olympics graph comprises of 254 vertices and 6, 183 edges. Retaining
the top 50% edges of these graphs result in retaining 162 and 229 vertices re-
spectively, while dropping the remaining vertices.

Considering all the paths across each of the geographical discussion threads
with the overlaps temporal relationship, we find an average path length, indi-
cating the average number of clusters participating in a geographical discussion
thread, to be 7.16, for the Brazil Flood data set for the people-based input geo-
graphical relationship graph. The maximum path length we observe in this graph
is 13. These are significant for a 15-day timespan (ref: Table 1). The tweet-based
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graph for Brazil Flood has an average path length of 9.53 and maximum path
length of 18, which is even higher. For London Olympics, the average and max-
imum path lengths are 9.58 and 17 for the people-measure graph and 9.6 and
17 respectively. All these values indicate substantial presence of geographical
discussion threads among these events.

We characterize the geographical discussion threads by observing the struc-
tural patterns of the graph, and compare this graph with the patterns observed
in the discussion sequence graph. We investigate the NMI values found by com-
paring the structures of these two. The NMI values observed are shown in Table 3
for each method. While we show the values only for the overlaps temporal re-
lationship because of space constraints, but the other relationships also yield
similar NMI values.

Comparing Table 2 with Table 3, we clearly find that the NMI values is always
higher between geographical discussion threads and discussion sequences, com-
pared to between the semantic and geographical graphs. A comparison across
the two tables makes it evident that these high NMI ratios and the geographi-
cal granularity is also prominent with only some stray exceptions in the Brazil
Flood dataset, and is 21.75 times higher in the best case, which is extremely
high. Figure 2 captures the ratio of the NMI values of discussion sequences and
geographical discussion threads, to the NMI values of the independent seman-
tic and geographical edges. It is interesting to observe that this ratio is always
higher than unity for London Olympics, and more than 3 times higher in many
of the cases, the highest being as much as 7.0769.

These high ratios of NMI, observed across Table 2 with Table 3, affirm that
our observations are not accidental, but consistent across data sets over multiple
events and geographies.

One can qualitatively think of the low NMI between geographical and semantic
graphs to indicate isolated discussions to be happening randomly over different
geographies. However, the (often much) higher NMI observed between discussion
sequences and geographical discussion threads affirms our belief that discussions
on microblogging platforms like Twitter evolve strongly along geographical re-
gions. Further, the ratios of NMI at the city-level geographical granularity are
much higher than country-level granularity, and as high as 21.75 in the best case.
This indicates a stronger topical similarity for tightly bound geographical loca-
tions. Figure 3 shows some randomly picked geographical discussion sequences
at a country level for visual inspection. The figure makes it evident that, most
of the discussion sequences that emerge, evolve over well-bounded geographical
axes.

4 Related Work

Significant research has been conducted on content analysis of information dis-
cussed on social media sites [12]. Grinev et al. [9] demonstrate TweetSieve, a
system that obtains news on any given subject by sifting through the Twitter
stream. Along similar lines, Twinner by Abrol et al. Abrol and Khan [1] iden-
tify news content of a query by taking into account the geographic location and
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Table 3. NMI across top 10%, 20%, 30%, 40% and 50% of discussion sequences and
geographical discussion threads in Brazil Flood and London Olympics data sets

Geo-gra- Measurement NMI (Brazil Flood) NMI (London Olympics)
nularity method 10% 20% 30% 40% 50% 10% 20% 30% 40% 50%

Country People 0.071 0.035 0.069 0.019 0.078 0.148 0.092 0.161 0.102 0.143
level Tweet 0.069 0.020 0.065 0.062 0.109 0.157 0.150 0.171 0.075 0.162

City People 0.102 0.052 0.072 0.120 0.151 0.055 0.072 0.047 0.036 0.070
level Tweet 0.026 0.017 0.187 0.291 0.175 0.066 0.051 0.084 0.078 0.184

Fig. 2. Ratio of NMI of geographical discussion threads and discussion sequences, to
NMI of independent semantic and geographical graphs, for London Olympics data set:
all ratios are well over unity, and the highest is 7.0769

the time of query. Nagar et al. [15] demonstrate how content flow occurs during
natural disasters.

Several ways to cluster social content have been studied. There has been work
on clustering based on links between the users by doing agglomerative cluster-
ing, min-cut based graph partitioning, centrality based and Clique percolation
methods ([7], [18]). Other approaches consider only the semantic content of the
social interactions for the clustering [23]. More recently there has been work on
combining both the links and the content for doing the clustering ([17], [20]).
In [16] relationships between clusters are determined based on semantic, linkage
and temporal information.

Doing location analysis on Twitter text has been studied in the past [1]. The
location of a particular news event is determined by extracting the location in-
formation from the tweet messages [2]. Geo-social event detection [13] has been
used to contrast crowd behavior in different geographies. [10] models geographi-
cal topics in Twitter stream, but does not attempt to study topical discussions at
different geographical granularities. The impact of location on spreading hash-
tags has been studied recently by [11]. In this paper we use topical semantics,
location and time as the dimensions to find relationships between Tweet clus-
ters, and study the formation, evolution and granularity of propagation of topical
discussions from a geographical perspective.
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Fig. 3. Geographical discussion threads at country level for Brazil Flood dataset: ver-
tices having same color belong to one community (thicker edges have higher weights)

5 Conclusions

In this paper, we geographically characterize the evolution of topical discussions
on Twitter, an unstructured microblog platform, which is a novel attempt of
its kind. We provide a methodology to discover geographical discussion threads
from microblogs. We show that on microblogging platforms like Twitter, topical
discussion threads evolve over well-defined geographical boundaries. Experimen-
tally, we use 2 real event microblogging datasets, over two different granularities
(country and city levels), to confirm our findings. We observe that discussion
threads evolve within well-defined geographical boundaries, the most prominent
granularity of development being at city levels, followed by country levels.

Using microblogs are the data sources, this work can be used for settings such
as geographically fine-tuned information spreading and diffusion studies, and
geographical information gathering and analyses applications. Further, our work
is relevant for commercial applications such as geographically focused campaigns
and marketing promotions.

Since discussions on Twitter also evolve socially ([16]), hence, as future re-
search work, it will be interesting to investigate the combined impact of social
relationships and geographical characteristics on information spreading and top-
ical discussions. A comparative study of the impact of social and geographical
relationships will also be of significant academic interest.
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Abstract. Most textual documents contain references to real-word en-
tities such as people, locations and organizations. The understanding of
their correlations is behind many applications including social relation-
ship construction platform and major search engines, etc. This paper
aims to discover entity correlations from news archives by means of the
proposed hierarchical Entity Topic Model (hETM). hETM is a semantic-
based analysis model which follows the gist of probabilistic topic models
and in which a directed acyclic graph (DAG) is leveraged to capture
arbitrary topic correlations. Entity extraction is taken as a preprocess-
ing step of our model and we then employ different generative processes
for ordinary words and entities. The discovering of entity correlations is
achieved via the analysis of the dependencies between entities and their
associated topics as well as topic correlations. We evaluate the approach
upon BBC news dataset and results demonstrate the higher quality of
discovered entity correlations compared with existing methods.

Keywords: Entity, Correlation, Topic Model, News.

1 Introduction

A large percentage of the textual documents published on the Internet are associ-
ated with entities: news articles often mention people’s names and organizations,
scientific papers usually contain authors and technical terms, and advertisements
are generally associated with company names. To discover the correlations of
these entities is of interest on account of its importance in plenty of applications
including intelligent search engines and social relationship construction platform.
For example, Google1 returns a list of “Related Searches” when a user inputs
an entity as the query to the search engine. Renlifang2 extracts People Names
from millions of web pages on the Internet and calculates correlations between
these people to form a people relationship network.

1 http://www.google.com/
2 http://renlifang.msra.cn/

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 174–187, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://www.google.com/
http://renlifang.msra.cn/


Discovering Correlated Entities from News Archives 175

A direct way to measure entity correlations is based on their co-occurrence in
a document. For entities that often co-occur, we think they are closely correlated
and for those seldom co-occur, their correlation is relatively weak. A big shortage
of this method is that for those never co-appeared entities, we can only treat them
as uncorrelated but as a matter of fact, they may have potential relationships
as was implicated by “Six Degrees of Separation” [1,2]. Another drawback is
that this method only leverages entity frequencies without taking their semantic
relations into consideration.

Probabilistic topic models [3,4] have made it possible for mining entity corre-
lations upon their semantics and also could relieve the aforementioned obstacle
that unable to mine correlations between entities never co-appear. The marrow
of these models lies in the power of clustering semantically similar terms into
a topic. Hence, closely related entities are prone to be assigned to the same
topic and their correlations could be measured by probabilities they belong to
associated topics. [5] proposed several statistical entity-topic models which in-
tersect topic modeling and entity modeling to get dependencies between entities
and topics to measure entity correlations. [6] used a multi-type topic model to
directly capture correlations between an arbitrary number of who-entities and
where-entities mentioned in each document. Although these models could cap-
ture entity correlations in consideration of their semantic relations, they still
have some limitations. We may notice that in spite of the low probability to
be associated with same topics, some entities may still have correlations with
each other: Oxford and Ballet West, the former is a famous university in Eng-
land and the latter is an American ballet company and hence the two entities
are prone to be associated with different topics. But both of their associated
topics are probable to be related with topic children education, therefore Oxford
and Ballet West could be treated as correlated to some extent. Existing entity-
correlation discovering methods based on topic models fail to capture this kind
of correlation because they treat all discovered topics as irrelevant.

In this paper, we propose a novel topic model based approach for discovering
correlated entities. Our intuition is that if two topics are highly related, entities
assigned to them are possibly to be correlated with each other. So we present
a hierarchical Entity Topic Model (hETM) to acquire dependencies between
entities and topics as well as topic correlations. Then the correlation between a
pair of entities could be measured by not only their probabilities in the same
topic but also topic correlations if they are associated with different topics.
Evaluation of the effectiveness of our proposed approach focuses mainly on two
aspects: missing entity prediction and entity co-participance prediction. The
former is to predict missing entities based on obtained entity correlations and
the latter is to predict whether two entities will co-participate in a future event.
We did experiments on BBC news dataset and compared our approach with
some existing models. The results demonstrate the advantage of the proposed
approach.

The remainder of this paper is organized as follows. Section 2 introduces the
background and related works. In Section 3 we present our proposed approach
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in details. In Section 4, we show experimental results on real world dataset. We
have the concluding remarks in Section 5.

2 Related Work

In this section, we briefly introduce some related works with respect to entity
mining with topic models as well as researches about correlated topic models.

The recent years have witnessed a surge of interests in entity mining with topic
models. The first branch to be mentioned is entity resolution. [7] developed an
unsupervised model inspired by LDA and exploited collaborative group structure
for making resolution decisions. [8] proposed a LDA-dual model that involved
both author names and words and emphasized the use of the global information
of the corpus obtained after learning of the model. [9] used Wikipedia’s cate-
gory hierarchy as the topic hierarchy to disambiguate entities with hierarchical
topic models and [10] tackled the problem of identity resolution with a hierar-
chal generative nonparametric model which integrated both topic and co-author
information.

Another entity mining technique via topic models is entity recognition. [11]
and [12] proposed approaches to recognize entities in web search queries. [11]
addressed the problem by employing a weakly supervised learning which consid-
ered contexts of a named entity as words of a document and classes of the named
entity as topics and [12] solved the limitation that lack of context information
in short queries by utilizing the search session information before the query as
its context. [13] conducted entity mining by using click-through data collected
on search engine and then employed a topic model which was learned by weak
supervision. These topic model based entity mining approaches demonstrated
promising results and showed great potential of topic models in this area.

Correlated topic models are related to our approach and some models have
been presented in past years. [14] applied a logistic normal distribution to capture
pair-wise topic correlations and [15] used a Dirichlet-Tree prior over the topic
proportions to simulate the intimacy between topics. PAM, which was proposed
in [16], is able to capture arbitrary topic correlations with a pre-defined DAG
where each internal node represents a multinomial distribution over their chil-
dren. Furthermore, [17] introduced hLDA which uses a nested Chinese Restau-
rant Process (nCRP) to form the prior of a topic tree and each document could
choose only one path from the tree while hPAM [18], which is a combination
of both PAM and hLDA, allows all words to choose any path and level from a
pre-defined DAG.

Our proposed hETM is inspired by hPAM to learn topics and topic corre-
lations. The main advantage of hETM over all the aforementioned correlated
topic models is that it models entities explicitly after we extract them from a
text corpus by employing different generative processes for entities and words.
This facilitates the discovery of entity correlations and it also can make predic-
tions about missing entities and entity co-participance in future event.



Discovering Correlated Entities from News Archives 177

3 Entity Relationship Modeling

In this section, we present our proposed model for discovering correlated enti-
ties. We start with the introduction of hPAM, based on which our approach is
inspired. We then turn to the details of our proposed hETM, as well as how to
utilize it to derive entity correlations.

3.1 Hierarchical Pachinko Allocation Model

hPAM is a flexible framework for hierarchical topic modeling. By manually de-
signing a DAG beforehand and allowing each node be associated with a distri-
bution over vocabulary, this model is able to learn a hierarchical topic structure
exactly as the defined DAG, with upper nodes representing more general topics
(super-topics) and lower nodes representing specific topics (sub-topics). Each
super-topic is associated with a dirichlet distribution over sub-topics. Topic cor-
relations are indicated by probabilities that super-topics generate sub-topics. For
example, super-topic London Olympic has high probabilities to generate sub-
topics Torch Relay and Ticket Sales, then we think London Olympic is highly
correlated with both Torch Relay and Ticket Sales.

A fully connected four-level structure (see Fig.1(a)) is frequently adopted in
previous researches. This structure consists of one root topic at the top, T super-
topics at the second level, t sub-topics at the third level and words at the bottom
where the root is connected to all super-topics, super-topics are fully connected
to sub-topics and sub-topics are fully connected to words. Circles in Fig.1(a)
represent topics and solid black boxes are the word distributions associated with
each topic. The graphic model of this four-level hPAM is shown in Fig.1(b) and
the generative process is as follows:

– For each of the 1 + T + t topics k
Draw word distribution of the topic φk ∼ Dirichlet(β)

– For each of the M documents m
1. Draw a distribution over super-topics θrm ∼ Dirichlet(αr)
2. For each of the T super-topics, draw distributions over sub-topics θsm ∼

Dirichlet(αs)
– For each of the Nm words wmn in document m

1. Draw a super-topic zrmn ∼ Multinomial(θrm)
2. Draw a sub-topic zsmn ∼ Multinomial(θzrmnm)
3. Draw a level lmn ∼ Multinomial(τzrmnzsmn)

If lmn = 0, draw word wmn ∼ φ0

If lmn = 1, draw word wmn ∼ φzrmn

If lmn = 2, draw word wmn ∼ φzsmn

As we have noticed in the generative process, the generation of a word needs
to choose a path from root to bottom first and then choose a level to determine
which topic the word will be generated from. Correlations among super-topics
and sub-topics are captured by the dirichlet distribution parameters associated
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(a) Topic Structure (b) Graphic Representation

Fig. 1. Four-level hPAM

with each super-topic hence the updating of these parameters is extremely im-
portant. Assuming αxy represents the parameter of super-topic x to generate
sub-topic y, it is updated in each Gibbs Sampling iteration according to the
following rules proposed by [16]:
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where Nx is the total number of documents with non-zero counts of super-topic

x, n
(d)
x is the number of occurrences of super-topic x in document d, n

(d)
xy is

the number of times that sub-topic y is sampled from its parent x in document
d. Note that smoothing is important to estimate these parameters. Even when
sub-topic y does not generated from super-topic x in one iteration, it still gets
some probability in subsequent iterations.

3.2 Hierarchical Entity Topic Model

As the objective of this paper is to model entity correlations, we made a modifi-
cation for the aforementioned hPAM so that we can model entities explicitly. For
ordinary words, the generative process follows the instructions of hPAM, which
is to say, to choose a path from the pre-defined DAG first and then choose a level
to determine which topic the word is generated from. For the generation of enti-
ties, we assume a multinomial distribution over paths and levels that are chosen
by words in the same document. This assumption is based on the observation
that words and entities are often focused on similar topics in a document. In
another way, if more words in a document are focused on a topic, more entities
in the same document will also focus on the same topic. In this way, although
the modeling of words and entities are separate, there’s strong coupling between



Discovering Correlated Entities from News Archives 179

them. Since both words and entities have probabilities to be assigned to any
topic at any level, it is obvious that each topic is consisted of a distribution over
words and a distribution over entities.

As the same as we have mentioned in hPAM, our model also has the ability to
acquire topic hierarchies and their correlations which are extremely valuable in
calculating entity correlations later. Our model also adopts the fully-connected
four-level tree structure to model topic hierarchy and correlations. The graphic
model is shown in Fig.2 and the generative process is as follows:

– For each of the 1 + T + t topics k:
1. Draw word distribution φk ∼ Dirichlet(β)

2. Draw entity distribution φ̃k ∼ Dirichlet(β̃)
– For each of the M documents m

1. Draw a distribution over super-topics θrm ∼ Dirichlet(αr)
2. For each of the T super-topics, draw distributions over sub-topics θsm ∼

Dirichlet(αs)
– For each of the Nm words wmn in document m

1. Draw a super-topic zrmn ∼ Multinomial(θrm)
2. Draw a sub-topic zsmn ∼ Multinomial(θzrmnm)
3. Draw a level lmn ∼ Multinomial(τzrmnzsmn)

If lmn = 0, draw word wmn ∼ φ0

If lmn = 1, draw word wmn ∼ φzrmn

If lmn = 2, draw word wmn ∼ φzsmn

– For each of the Em entities emn in document m
Draw path and level < z̃rmn, z̃smn, l̃mn >∼ Multinomial(Czrmzsmlm)

If l̃mn = 0, draw entity emn ∼ φ̃0

If l̃mn = 1, draw entity emn ∼ φ̃z̃rmn

If l̃mn = 2, draw entity emn ∼ φ̃z̃smn

where Czrmzsmlm is number of words in document m assigned to super-topic zr,
sub-topic zs and level l.

The Gibbs Sampling approach is applied to perform the parameter estimation.
In our model, the super-topic zrw, sub-topic zsw and level lw are needed to be
sampled for every word w. The sampling process follows the formula (2):

p(zrw = x, zsw = y, lw = l|•) ∝ N
(d)
x + αx

N (d) +
∑T

x=1 αx

N
(d)
xy + αxy∑t

y=1 N
(d)
xy +

∑t
y=1 αxy

(2)

N l
xy + γ∑3

l=1 N
l
xy + 3γ

Nkw + β∑
w Nkw + V β

where Nkw is the times word w assigned to topic k, N l
xy is the number of times

super-topic x and sub-topic y lead to level l, N (d) is the number of total words
in document d and other parameters are the same as mentioned before.

For entities, the super topic z̃re, sub topic z̃se and level l̃e also need to be
sampled. A multinomial distribution parameterized by the fraction of choices
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Fig. 2. Graphic Representation of hETM

of words in the same document is applied and the sampling process for entities
follows the formula (3):

p(z̃re = x, z̃se = y,l̃e = l|•) ∝
N

(d)
xyl

N (d)

Nke + β̃∑
e Nke + Eβ̃

(3)

where Nke is the times entity e assigned to topic k, N
(d)
xyl is the number of words

assigned to super-topic x, sub-topic y and level l in document d, E is the total
number of entities in the text corpus.

Dirichlet parameters associated with super-topics are calculated similar to (1).
It is important to note that when counting the number of occurrences of super-
topics and sub-topics, we have to include the entity part. Yet those dirichlet pa-
rameters could only indicate correlations between super-topics and sub-topics.
What we need is correlations between any topic pairs to model entity correla-
tions. Suppose that x represents the super-topic and y represents the sub-topic,
we have

p(y|x) = αxy∑
yi
αxyi

, p(x|y) = αxy∑
xi
αxiy

(4)

p(x2|x1) =
∑
yi

p(x2|yi)p(yi|x1), p(y2|y1) =
∑
xi

p(y2|xi)p(xi|y1)

where x1 and x2 are instances of the super-topic and y1 and y2 are instances
of the sub-topic. After we get the correlations between any topic pairs, we can
obtain correlations between any pair of entities by formula (5) and (6):

Affinity(ei, ej) =
p(ei|ej) + p(ej|ei)

2
(5)

p(ei|ej) ∝
∑
t

[p(ei|t)p(t|ej)+
∑
t′

p(ei|t
′
)p(t

′
|t)p(t|ej)] (6)
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where t
′
represents set of topics that strongly correlated with topic t. From (6),

we are aware that correlations between a pair of entities are contributed by two
aspects: the first part is how likely they both appear in the same topic and the
second part is how likely they appear in two different but correlated topics. We
select the strongly correlated topics t

′
according to the conditional probability

p(t
′ |t) and we’ll show in Section 4 that the choice of different number of t

′
will

have some impact on experimental results.

4 Experiments and Analysis

In this section, we conduct experiments on real-word dataset to demonstrate the
effectiveness of our proposed model. We took CI-LDA, corrLDA and corrLDA2
used in [5] as well as LDA to be our base line models. We treated entities as the
same as ordinary words in LDA because this model doesn’t distinguish entities
and words. For hETM, we applied a fully connected four-level DAG structure
with 30 super-topics and 60 sub-topics and initialized hyper-parameters as αr =
αs = γ = 0.1, β = 0.02. For the base line models, we set their topic numbers
to be 91(the same as total topic numbers of hETM) and empirical values of
α = 50/K, β = 0.01 were determined as their hyper-parameters. We ran 500
Gibbs Sampling iterations to fit those models as we found 500 iterations to be
sufficient for convergence by monitoring the perplexity every 50 iterations.

The time complexity of hETM inGibbs Sampling procedure isO(T tlNI), where
T , t and l are the number of super-topics, sub-topics and levels in hETM.N is num-
ber of words in the corpus and I represent for number of Gibbs Sampling iterations.
Compared to LDA, whose time complexity is O(NKI), whereK = T + t+ 1 ,we
notice hETM takes more time to fit due to the hierarchy of learned topics.

4.1 Dataset

News of BBC for different countries, e.g, United Kingdom (UK), United States
(US) and China (CN) from January 1st, 2012 to May 17th, 2012 were collected
in advance. After preprocessing, we got 3000 documents altogether. We extracted
entities in this corpus by making use of an open source tool Zemanta3 , which is a
high performance content analyzer capable of extracting entities and linking them
toWikipedia entries. We removed stop words as well as words that occur less than
3 times in the corpus and we also removed entities that appear in less than 5 doc-
uments. Statistics of BBC dataset after preprocessing is shown in Table 1.

4.2 Topic and Entity Correlation Learning

To investigate the quality of topics discovered by hETM, we show 4 topics in
Table 2 with the most likely 10 words and their probabilities above as well as
6 entities and their probabilities below. The titles of topics were labeled by

3 http://www.zemanta.com/

http://www.zemanta.com/
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Table 1. Statistics of BBC Dateset

Document Count 3000

Unique Words 17742

Unique Entities 2439

Total Words 558656

Total Entities 172934

ourselves. As we can see, for each topic, the entity probabilities seem to be
higher than ordinary word probabilities, which accords with what we observe
in Table 1 that each entity appears at an average of 70.9 times in the corpus
while each word appears only 31.5 times on average. Besides, we can notice the
entity distribution contains profound meanings which could give great help for
the understanding of topics. This informs us the separate modeling for entities
and words is senseful for topic modeling.

For all of the discovered topics, we calculated correlations between any two
topics according to Equation (4) and the correlations between entity pairs ac-
cording to Formula (5) and (6). For the strongly correlated entity pairs, we con-
nected them with a line and the length of the line indicates the degree of their
correlation. Shorter lines represent for more closely relatedness while longer lines
mean not so closely related. We show entities related with Afghanistan, Econ-
omy, Hacking and Health in Fig. 3. For the entity Afghanistan, the highly related
entities include places of Afghanistan (LAshkar Gah, Helmand, etc), military
base (Camp Bastion) and the Secretary of State for Defence (Philip Hammond).
For the entity Hacking, the strongly correlated entities are people related to News
of the World phone-hacking scandal, including victim (Milly Dowler), barrister
(Tom Crone) and so on. We did a thorough observation for all the correlated enti-
ties in this figure by means of finding entities’ corresponding entries in Wikipedia
and confirmed the rationality of the connection.

4.3 Missing Entity Prediction

The task of missing entity prediction is that given a news article with one entity
missing, we are trying to predict what the missing entity is. An example of
this task is shown in Table 3. The first row is a fragment excerpted from a news
article with one missing entity filled with “***” instead. The second row contains
other entities contained in this news fragment and the third row contains top
9 possible entities we predicted. We mark the hit entity with a “*” at the top
right.

In this task, four base models were fitted to be compared with our approach.
We carried out the experiment in two ways: (1) Use only other entities and the
obtained entity correlations. (2) Use other entities and all words in the article
as context information without leverage the entity correlations.

We denote the missing entity as ex and other entities as ei, if we only use other
entities and their correlations to predict the missing entity, the probability of



Discovering Correlated Entities from News Archives 183

Table 2. Examples of topics discovered by hETM

Titanic Olympic Business Traffic

cruise 0.016632 athlete 0.015753 deal 0.012193 transport 0.016259
board 0.011929 event 0.014559 based 0.011531 train 0.012441
coast 0.011257 team 0.014321 overseas 0.010471 route 0.012318
april 0.009073 part 0.012968 international 0.010338 network 0.011702
sank 0.006889 organiser 0.007877 group 0.010338 line 0.010101
survived 0.006889 day 0.006365 share 0.007555 lane 0.008254
hit 0.006721 world 0.006365 largest 0.006760 journey 0.007884
class 0.006385 start 0.006047 operation 0.006363 project 0.007761
night 0.006050 venue 0.005490 brand 0.006098 miles 0.006653
lifeboat 0.005714 race 0.005490 buy 0.006098 speed 0.006529

Ship 0.032254 Game 0.046540 Company 0.024915 London 0.025866
The Titanic 0.019488 Olympic 0.030152 Business 0.014049 Road 0.012688
Passengers 0.015120 London 0.025617 Firm 0.014049 Traffic 0.010963
Crew 0.011425 Sport 0.011298 Market 0.009676 HS2 0.009855
Boat 0.008401 Stadium 0.007161 Chinese 0.007820 Travel 0.008500
Atlantic 0.007225 Football 0.005729 Investment 0.006628 Passengers 0.007884
* Upper part of each topic shows the most likely words with their probabilities and
lower part shows the most likely entities with their probabilities. The title of each
topic is label by ourselves.

Table 3. Missing Entity Prediction Example

“there will be a need for more planes to come from the developing economies but
the government should be looking at the number of short-haul flights in the south
east, particularly ***,” he said. “if passengers could be persuaded to use high-
speed rail there would not be so many of those short-haul flights and those slots
could be made available.”

Contained Entities: Economies, Government, Passengers, High-speed rail

Predicted Entities: UK, Heathrow*, Government, Passengers, Security, Green,
EU, BAA, London

ex appears in this news article could be estimated as p(ex) ∝
∑

i p(ex|ei) where
p(ex|ei) in our model is estimated by Formula (6) and we set the number of t

′

to be 2. In other base models, it is estimated as p(ex|ei) =
∑

t p(ex|t)p(t|ei). If
we use other entities and all words as context information to predict the missing
entity without taking entity correlations into consideration, the probability of
entity ex could be estimated as p(ex|d) =

∑
t p(ex|t)p(t|d) where the p(t|d) of

test articles is obtained by resampling using learned word distribution p(w|t)
and entity distribution p(e|t) from the training set.

In this experiment, we randomly chose 200 articles to be our test set and
learned topics and topic correlations from other 2800 articles. For each of these
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(a) Afghanistan (b) Economy

(c) Hacking (d) Health

Fig. 3. Entities related with (a)Afghanistan (b) Economy (c) Hacking (d) Health.
Shorter lines represent for more closely relatedness while longer lines mean not so
closely related.

test articles, we removed an entity randomly and then made the predicted entity
list according to p(ex). The rank of each hit entity was recorded to calculate
metrics to evaluate the performance. The metrics include Mean Reciprocal Rank
(MRR) and Average Rank (AveRank) of the 200 hit entities for the test news
articles. The results are shown in Table 4.

From the results, we can see missing entity prediction using entity correlations
could achieve better results than using other entities and words as contexts
with respect to both the MRR and Average Rank metrics in all of the five
models with only one exception: the corrLDA model about the Average Rank
metric. It indicates that the entity correlations extracted by the topic model
based approaches are effective. Furthermore, as we can see in Table 4, although
the LDA model performs well with regard to MRR metric, it’s not satisfactory
at the Average Rank metric and corrLDA model could perform the best with
regard to Average Rank metric yet not good at the MRR metric. Instead, our
proposed model hETM does not perform the best using neither the MRR nor the
Average Rank metric, it is only a little worse than the optimum. Most important
of all, it achieves preferable results with regard to both of these two metrics. We
ran the experiment again by choosing another 200 articles randomly as test set
and it demonstrated similar results. It proves that our approach is superior and
stable at missing entity predictions.
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Table 4. Missing Entity Prediction

Only Entity Words+Entity
MRR AveRank MRR AveRank

LDA 0.138 151.06 0.122 182.95

hETM 0.128 148.17 0.116 156.67

CI-LDA 0.117 199.88 0.092 209.69

corrLDA 0.115 146.70 0.109 145.53

corrLDA2 0.107 167.51 0.111 180.0

Table 5. Entity Co-participance Prediction

Accuracy(%)

LDA 57.12

hETM 65.26

CI-LDA 58.19

corrLDA 59.95

corrLDA2 64.86

4.4 Entity Co-participance Prediction

We further carried out experiments on entity co-participance prediction. The
objective of this experiment is to predict whether two entities would co-appear
in the future event based on their correlations acquired in the learning step. We
divided our BBC news dataset into two parts: news from January to April was
treated as training set and that of May as test set. Entity pairs did not co-appear
in training set but co-appeared in the test set were first selected as “true pairs”.
“false pairs” are those never co-appeared in neither training set nor test set. In
order to control the quantity, we randomly permutated the second entity of each
true pair to generate a false pair and as a result, we got 15824 true pairs in total
and the same number of false pairs.

In this experiment, LDA, CI-LDA, corrLDA and corrLDA2 were still the base
models to be compared with. We shuffled the 31648 entity pairs and calculated
the entity correlations for each pair. For our model, the correlation calculation
followed (5) and (6) and we set the number of t

′
to be 4. For other models, the

entity correlations were calculated as Affinity(ei, ej) = (p(ei|ej) + p(ej |ei))/2
and p(ei|ej) =

∑
t p(ei|t)p(t|ej). We saved the median of the affinity value of

all these pairs and predicted pairs whose affinity above the median as true and
below the median as false. The prediction accuracy is shown in Table 5.

In table 5, we notice that our model could gain the highest accuracy by 14.1%
improvement over LDA and 8.9% improvement over corrLDA. Compared with
Table 4, we find although LDA and corrLDA perform well at missing entity pre-
diction, they are not good at entity co-participance prediction while corrLDA2 is
weak at missing entity prediction but shows good ability at entity co-participance
prediction. However, our proposed hETM proves to be outstanding in both ex-
periments.

4.5 Impact of Number of Correlated Topics

As we can see in Formula (6), when we calculate the correlations of entity pairs,
there exists a parameter t

′
indicating strong correlated topic set used to calculate

entity correlations. In the experiment of missing entity prediction, we set number
of correlated topics to be 2 and in entity co-participance prediction, we set it as
4. We evaluated its impact under different settings of topic structures using the
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Fig. 4. Entity co-participance prediction accuracy with different choices of number of
correlated topics under different topic settings

entity co-participance prediction experiment. The prediction accuracy is shown
in Fig.4. We set the number of t

′
from 2 two 16 and T represents for the number

of super-topics and t is the number of sub-topics in this experiment.
In Fig.4, we can see the prediction accuracy tends to increase when number

of t
′
becomes larger in almost all the topic settings because bigger value means

to bound more topics and thus will strengthen the relatedness between corre-
lated entity pairs. Besides, we noticed that topic numbers and structures plays
a significant role in this experiment as we can see that when T = 30 t = 60 and
T = 20 t = 40 achieve high accuracy than other circumstances. These results
show that setting the appropriate topic structures as well as a good choice of
number of t

′
can yield better performance.

5 Conclusion

In this paper we present a novel statistical topic model based approach to model
the entity correlations by not only considering entity-topic dependencies but also
cooperating with topic-topic correlations. We propose the hETM model inspired
by Hierarchical Pachinko Allocation Model (hPAM) to acquire topic correlations
and at the same time, the generative processes of entities and words are set to
be separated. To evaluate the impact of considering the topic correlations when
measuring entity correlation, we have done a series of experiments including
missing entity prediction and entity co-participance prediction and the results
demonstrate its effectiveness.

Our future work will make use of the more detailed information of entities we
can get from hETM (for example, a generalized entity or a specific entity) to
acquire more rational entity correlations. We are also interested in investigating
more intensive nonparametric approaches instead of defining the DAG structure
manually to learn more suitable topic correlations for different datasets.
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Abstract. Online social media exhibits massive social event relevant
messages. Some of them contain useful and meaningful information, while
others might not worth reading. In this paper, for a given social event, we
focus on extracting high quality information from massive social media
messages, since the extracted information has valuable textual content,
and is widely propagated and posted by authority. We propose an extrac-
tion framework to get high quality information by considering different
features globally in social media. Specially, in order to reduce comput-
ing time and improve extraction precision, some important social media
features are employed and transformed into wavelet domain and fused
further, to get a weighted ensemble value. A large scale of Sina microblog
dataset is used to evaluate the framework’s performance. Experimental
results show that the proposed framework is effective to extract high
quality information.

Keywords: Information Extraction, Feature Fusion, K-Dimensions
Feature, Wavelet Coefficient, EM Algorithm.

1 Introduction

With Web 2.0 technologies prevailing, more and more people like to share news
and express opinions on various social events through social media platforms
such as Twitter, Facebook and Blogger. According to statistics, over 200 million
tweets are generated on Twitter per day [17]. Social media has developed into a
platform for sharing and collecting real-world event information.

Social media information always relate to certain social events, so they can be
classified into kinds of topic sets. For a topic set, qualities of messages posted by
different users are quite different. Some describe a detailed process of the event
or express poster’s opinion clearly, while others contain incomprehensible text,
Internet catchphrase or even nonsense advertisements. The former have more
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valuable information, while the latter may not. From the other point of view,
people like to copy similar content from authority users and post it on their
own homepages. That means, for a social event, the topic set exists massively
redundant messages. However, in many situations, end users want to catch a
rough sketch of an event in a short time via a few of selected and prioritized
information. In this paper, we address this problem by extracting high quality
information from a topic set which contains massive event-relevant information.

Here, high quality information in a topic set is defined as a small subset of
messages, which contains five characteristics, i.e., 1) Relates to the topic, 2)
Describes the event or expresses the opinion very clearly, 3) Generates widely
attention among users, 4) Posted by influential people and 5) With lower re-
dundant contents. For a certain topic, high quality information extracting is a
significant application in emergency response, viral marketing, disease outbreaks,
social management, social event predicting, etc.

However, there are some challenges for extracting the high quality information
from an event set. We list some as follows:

• How to effective extract high quality information with lower redundant con-
tent and more abundant information?

• How to measure the composite impacts of content, user authority and infor-
mation propagation (such as comment or forward messages) when extracting
high quality information?

• How to extract high quality information efficiently when topic set is very
large?

In this study, to meet the above challenges, we build a high quality information
extraction framework for microblog data. Specifically, based on statistics analysis
(section 3), microblog information is verified to have high content redundancy,
while the redundant contents have significant differences in other features such
as comment number and forward number. Hence, in this paper, the proposed
framework will consider multiple features such as comment number, forward
number, URL, textual content and follower number. We address this task with
three steps. First, construct a K -dimensions feature matrix as an extraction basis
matrix. Second, transform the K -dimensions feature into time-frequency domain
to reduce computing time and improve extraction quality. Third, estimate each
feature’s contribution to the information quality based on EM algorithm.

The main contributions of this paper are: First, define a high quality social
media information extraction problem and detail the task. Then, reveal the
internal relationships among different features through statistic analysis. At last,
propose a novel extraction framework to reduce the content redundancy among
high quality information.

Since there is no existing dataset directly fitting for the evaluation of the pro-
posed method here, the framework is evaluated by downloading dataset (300,000
micrioblogs comprised with eight hot events) from Sina Microblog, which is the
most popular microblogging website in China. There are several key insights in
our experimental results. (1) The proposed framework could extract high quality
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information with lower content redundancy. (2) Based on time-frequency trans-
formation, time consuming reduces to almost an half. (3) Based on performance
evaluation, the experimental result based on our framework is better than several
classic and traditional methods.

2 Related Work

During the last couple of years, many research in the field of social media focused
on studying information extraction [3, 8] and summarization [11, 21] or otherwise
presentation of Twitter event content [4]. Traditional approaches mainly consider
textual content of information. These methods extract topic relevant information
based on LDA model [5], TFIDF model [11] or other topic models [12, 18]. Most
of the above mentioned works only refer to one or two social media feature, such
as poster influence [5, 9].

However, social media information contains not only media content such as
texts, pictures and videos, but also additional social attributions such as com-
ment number and forward number, as well as authority attributions such as
influence of poster. It may get totally different results between two messages
with same content. Therefore, besides content features, other variety features,
such as poster influence, tags, URL and posting time also have significant values
for improving extraction precision. For example, [13] identified events by com-
bining a variety of social media features based on a few domain-specific similarity
metrics and a weighted ensemble clustering. [2, 10] proposed a sampling method
with compress sampling idea by considering some features.

Many existing social media information extraction and sampling approaches
haven’t considered time consuming of the extracting processes, others haven’t
analyze some of the features which were really important for information ex-
traction. In this paper, we try to model the relationships among more relevant
and necessary features (Section 4). Besides, to reduce the time consumption and
the complexity of the computing, we transform the features into time-frequency
domain (Section 5). Through spaces transformation, we utilize EM algorithm to
get a weight ensemble score to produce high quality information.

3 Problem Definition

In this section, we formally define the problem and propose a framework of K -
dimensions feature fusion based on time-frequency transformation (KD-FF TF).

We start by assuming that there is a set of social media messages Γ that
relates to a certain event. These messages can be from Twitter, Facebook or
other platforms which concludes social structure, textual content and poster
authority or other features. Now we want to extract a subset of high quality
information for representing a rough sketch of this event, which makes people
have a concise knowledge on the entire process of the event and people’s opinions.
Therefore, the task of high quality microblog extracting can be defined on the
basis of different features.
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For the event messages set Γ , each item (e.g.,message) di ∈ Γ (i = 1, 2, ..., N)
has K feature scores of the form Fk={fi1,fi2,...,fiK}. For the N items, we con-
struct a K -dimensions feature matrix F={fij}, (i = 1, 2, ..., N ; j = 1, 2, ...,K).
Our goal is to extract high quality information by fusing all these features with
matching weights and get the top-M items. This task involves four steps: (1)
features analysis and K -dimensions feature matrix F quantification, (2) time-
frequency domain transformation of each feature vector Fk (k = 1, 2, ...,K),
(3)time-frequency domain coefficients fusion based on EM algorithm, (4) new
signal recomposing and high quality microblog information producing.

4 Analysis and Measure of K -Dimensions Feature Matrix

In this section, we analyze some relevant features to detect the internal relation-
ships among them and then quantize them to generate a K -dimensions feature
matrix.

4.1 Feature Analysis

First, the mutual effects of features are explained from some statistical proper-
ties.

In this paper, three types of attributions are regarded as important features.
These attributions are important in many kinds of social media analysis tasks,
such as user influence analysis [6], predication based on content [14] or event
information extractions [8, 10]. These attributions are listed in Table 1.

Table 1. Five most relevant features

Attribution Feature

Social Attribution Comment / Forward / URL number

Content Attribution Topic relevance

Authority Attribution Follower number

Via several statistical analyzing over eight experimental datasets (detail de-
scribed in 6.1), we get the following observations.

1. There are thousands of URLs in an event based microblog set. Per URL’s
occurrence frequency is no more than 5%. 20% of items own at least one
URL. Besides, per URL’s occurrence times satisfies power-law distribution.
Detail statics results are shown in Fig. 1.

2. 10% to 25% items contain the most high frequency words or phrases (e.g.,
topic words or phrases).

3. Based on content calculation with TFIDF, 30% to 60% of items are highly
similar to others.
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Fig. 1. (a) Percentage of items own at least one URL over eight sets; (b) Power-law
distribution of per URL occurrence times over Topic #8

4. Large comment number usually correlates to large forward number. Large
comment or forward number usually correlates to large follower number.
The rate of comment number/ forward number of more than 99% items is
less than 5. And, the rate of follower number/(comment+forwar) number of
more than 50% items is less than 5.

5. There is a big difference among comment or forward number of different
items with same content score. The largest comment number may be up to
thousands while the smallest is 0. So as to the follower number.

From the above observations, we draw the following conclusions.

• URL is an important feature in social media information and satisfies power-
law distribution (see observation (1)).Descriptions of an event or user’s opin-
ions are expressed as short texts in social media, detailed information usually
is linked by URLs to videos or news websites.

• Event oriented information set has massive redundant textual content (see
observations (2, 3)). Therefore, it is hard to extract high quality information
effectively only based on content feature.

• Other features could be treated as supporting parts in content-based high
quality information extracting (see observation 5). That means, when redun-
dant information cannot be identified via content feature, other features are
useful indicators for extracting.

• There are intricate relationships among all features. Each one is mutually
affected by others (see observations (4, 5)). That is to say, the high quality
information extraction task can’t be well accomplished only based on content
extraction method [3, 15].

Therefore, in the task of high quality information extraction defined in this
paper, we construct a K -dimensions feature Matrix F by considering all of these
features.

4.2 Measure of Matrix F

Next, three methods are developed to quantize the item score in the occurrence
of each feature.
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Method 1: score(fik)=logNik, where Nik is the ith item’s number of kth

feature, k = {comment, forward, follower}
Method 2: score(fik)=log(

∑
URLj∈di

wj), where wj is the jth URL’s fre-

quency, k = {URL}.
Method 3: score (fik) =

∑
(termj∈di)

tij , where tij is the tf ∗ log(idf + 1)

value of jth term when occurring in ith item.
Based on the three methods, a quantized score of item i in the occurrence of

feature k is generated. By normalization the scores into a uniform interval, we
generate a K -dimensions feature matrix F ∈ RN×K . Each element in matrix F
denotes an observed value of ith item in the occurrence of the kth feature.

5 K -Dimensions Feature Fusion Based on
Time-Frequency Domain

This section introduces the K -dimensions feature fusion framework based on
time-frequency domain transformation.

Fig. 2. K -dimensions feature fusion framework: Time-frequency transformation and
fusion of K -dimensions feature

Set K -dimensions feature matrix as F ∈ RN×K , each dimension vector Fk ∈
RN×1(k = 1, 2, ...,K) is regarded as a one-dimension signal (items in F is or-
dered by posted time). In order to effective fuse these features, each feature is
transformed into wavelet domain to get wavelet trees Tk(k = 1, 2, ..,K), the
transformation process is described in Section 5.1. Section 5.2 discusses the K -
dimension feature fusion algorithm based on wavelet domain. Entire process is
shown in Fig. 2.

5.1 Wavelet Transformation

In this paper, the K -dimensions feature are transformed into time-frequency
domain via wavelet transformation [1]. Wavelet is mathematical function that is
very useful in representing data due to various properties like compact support,
vanishing moments, dilating relations, etc. [1]. Suppose wavelet basis function
is h, fast wavelet transformation of each dimension k results in a wavelet tree
Tk with L coefficient vector nodes. Each node tkl(l = 1, 2, ..., L) has a value

vector Wkl(∈ Rnl×1) to denote a set of corresponding coefficients (nl denotes
the number of coefficients in lth node of Tk, the lth nodes in all the Tk have a
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same nl). Here, the basis function h could be Haar wavelet, DaubechiesN wavelet
or other orthogonal wavelet [1].

All these trees Tk(k = 1, 2, ..,K) have a homogeneous structure. Thus, we get
a coefficient set T = {Wkl|k = 1, ...,K; l = 1, 2, ..., L}. To facilitate the following
discussion, all the coefficients Wkl in set Γ are also expressed as C = {Cl|l =
1, 2, ..L}, where Cl ∈ Rnl×K and Clk = Wkl.

5.2 Feature Fusion in Wavelet Domain

As each feature vector is transformed into wavelet domain within L nodes, we
need to fuse K -dimension features through fusing each group of K coefficient
vectors of lth nodes in all Tree Tk(k = 1, 2, ...,K) respectively. Then, with L fused
coefficient vectors C∗

l (l = 1, 2, ..., L), we reconstruct a new signal S(∈ RN×1),
where each element in S is a comprehensive value of each item.

First, we analyze K -dimensions feature fusion with K coefficient vectors
Clk(k = 1, 2, ...,K) of lth nodes in Tree Tk. Here, EM algorithm is employed
to estimate contribution degree of each coefficient vector Clk. EM algorithm is
a classical method in parameter evaluation when its distribution contains latent
variables [7]. The detail process is presented as follows.

For each node set Nl = {tkl|k = 1, 2, ...,K}, our goal is to determine the
contribution degrees αlk of various dimensions Kl in the occurrence of coefficient

matrix Cl. Suppose the observed coefficient distribution Cl(∈ Rnl×K) could be
described as K components mixture Gaussian distribution.

Thus, based on K components mixture model, probability of occurrence of a
fused coefficient cli can be written as:

f(cli) =

K∑
k=1

αlkflk(clki) (1)

where αlk ≥ 0,
∑K

k=1 αlk = 1. flk(clki) denotes a probability density function of
the kth component distribution N(μlk, σ

2
lk). αlk denotes a contribution degree of

the kth(k = 1, 2, ...,K) component in the lth node set Nl.
Set Φl = {Θl;Λl} = {αl1, ..., αlK ;μl1, ..., μlK , σ2

l1, ..., σ
2
lK} as the parameters

vector of mixture distribution. Λl denotes a vector of the mixture model’s dis-
tributions parameters of the lth node set.

Then, formula (1) could be expressed with parameters Φl as follows (formula
(2))

f(cli|Φl) =

K∑
k=1

αlkflk(clki, μlk, σ
2
lk) =

K∑
k=1

αlk
1√
2πσ2

lk

e
− (clki−μlk)2

2σ2
lk (2)

Hence, the likelihood function over the entire lth node set Nl is given as:

L(Φl) =

nl∏
i=1

f(cli|ΦlK) =

nl∏
i=1

K∑
k=1

αlk
1√
2πσ2

lk

e
− (clki−μlk)2

2σ2
lk (3)
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In order to employ maximum likelihood method to estimate the parameter
vector Φl, formula (3) is therefore given by:

l(Φl) = ln(L(Φl)) =
nl∑
i=1

ln(
K∑

k=1

αlk
1√
2πσ2

lk

e
− (clki−μlk)2

2σ2
lk ) (4)

In this paper, EM algorithm [7] is used as an iterative procedure for maximizing
l(Φl). The EM algorithm of estimating vector Φl is presented as Algorithm 1.

Data: Node set Nl, coefficient matrix Cl = {Clk, k = 1, 2, ..., K}
1 Initialize: assign a group of initial vaules to parameter vector Φl

Φ
(0)
l = {α(0)

l1 , ..., α
(0)
lK ;μ

(0)
l1 , ..., μ

(0)
lK , σ

2(0)
l1 , ..., σ

2(0)
lK };

2 repeat
3 Calculate posterior probability wlki of each element in Cl with formula (5);

w
(s)
lki =

α
(s−1)
lk flk(clki, μlk, σ

2
lk)

∑K
t=1 α

(s−1)
lt flt(clti, μlt,

∑2
lt)

(5)

Estimate new values for vector Φ
(s)
l by taking partial derivatives of

formula (4) for each parameter in Φl;

4 until |l(s)Φl − l(s−1)Φl| ≤ ε;
5 Return mutual concentrations Θl = {αl1, ..., αlK}.

Algorithm 1. EM estimation of parameter vector Φl

Based on Algorithm 1, a group of optimum parameters Θl = {αl1, ..., αlK} is
produced to fuse K -dimension coefficients matrix Cl into 1-dimension coefficient
vector C∗

l by linearly weighting with Θl as follows:

c∗li =
K∑

k=1

αlkclki (6)

Each node set Nl(l = 1, 2, ..., L) gets its 1 -dimension coefficient vector C∗
l =

{c∗li|i = 1, 2, ..., nl}.
Then, a new signal S is reconstructed with coefficient set C∗ = {C∗

l |l =
1, 2, ..., L} via wavelet inverse transformation. Each element si in S denotes a
finial comprehensive value of item i. Entire process of K -dimensions feature
fusion based on wavelet transformation is presented as Algorithm 2.

Since the information items N is usually quite large and goes into ten thou-
sands, scalability of KD-FF TF algorithm is important. Computing wavelet
transform takes O(N ∗ j) for each dimension, where j is the wavelet decomposi-
tion level. Besides, estimating parameter vector Θl takes O(sl ∗K3 ∗nl) for each
node set Nl, where sl is iteration times. As each Θl is estimated independently,
the EM estimation process could be parallel executed for all node sets Nl(l =
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Data: K-dimensions feature matrix F ∈ RN×K

1 for k=1 to K do do
2 Tk = wavelet transformation h(Fk);
3 end
4 for l=1 to L do do
5 Estimate fusion parameter Θl of the lth coefficient Cl with Algorithm 1;
6 Calculate the fused coefficient C∗

l with formula (6);

7 end
8 S=Inverse wavelet transformation h(C∗) ;
9 return items new signal S

Algorithm 2. K -dimensions feature fusion based on time-frequency do-
main (KD-FF TF)

1, 2, ..., L). So the EM estimation process takes only max(O(sl ∗K3∗nl)). There-
fore, the overall complexity of KD-FF TF algorithm is O(N ∗ j)+ max(O(sl ∗
K3 ∗ nl)). However, max (nl) ≈ N

2 , the decomposition level j ∈ [2, 8], while
sl ∈ [30, 50], so O(N ∗ j) is much smaller than max(O(sl ∗K3 ∗ nl)). Therefore
the complexity of KD-FF TF algorithm approximates to max(O(sl ∗K3 ∗ nl)).

We address two problems in wavelet transformation adopting. First, Mallat al-
gorithm [16] is used to carry out wavelet transformation. In addition,two-solution
property of the Discrete Daubechies7 Wavelet (DW) and Haar Wavelet (HW)
[1] is adopted as basis function with 5 levels decomposition respectively. Hence,
based on the two wavelet basis functions, we get two methods: KD-FF DW and
KD-FF HW.

6 Experimental Evaluation

6.1 Dataset and Setup

To evaluate the proposed high-quality information extraction framework, we
utilized microblogs about social event posted in Sina Microblog. Via a crawler
program, we collected mocroblogging data from January to May in 2013. The
data is consisted of eight hot social events happened among those months and is
classified into eight datasets. Each event dataset contains 10,000 to 100,000 rele-
vant original microblogs and a similar number of involved users. The description
of the datasets is shown in Table 2.

Table 2. Microblogs number and involved users number

Topic #1 #2 #3 #4 #5 #6 #7 #8 Average

Microblog 73,337 9,603 26,519 78,814 101,978 32,613 19,282 20,421 45,320

User 59,257 8,571 20,072 68,760 87,577 30,201 17,176 18,670 38,785
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Keywords of Topic #1 to Topic #8 are: Two Sessions, Chinese First Lady
Liyuan Peng, New Real Estate Policy, H7N9 Bird Flu, Ya’an Earthquake, Bei-
jing Mist, Dead Pig and Funeral of Mrs. Thatcher.

In this paper, several classic or basic techniques are employed to compare and
evaluate the proposed extraction methods (as KD-FF DW and KD-FF HW in
the rest of the paper). First of all, we use two current state-of-art microblog
extraction methods, which were also used in [2] as baselines. One is Most Recent
Tweets [2, 4] (as MR) method, and the other is the Most Tweeted URL [2]
based (as MTU) method. Then, we use TFIDF method, which is often used
as microblog summarization and extraction [3, 4, 9] baseline method. At last,
we use a variant of our method: EM estimation only based on K -dimensions
(as KD) feature matrix F. That is to say, the matrix F isn’t transformed into
time-frequency domain.

6.2 Experimental Results

Effect of Reducing Content Redundancy. We collected information re-
dundancy statistics of top-M items results from different methods. As the most
important feature of high quality information is textual content, we calculate
variance (variance = avg(

∑
(si − avg(si)

2))) of top-M items, where si is the
content score of the ith item. Higher variance denotes lower content redundancy.
Take Topic #1, Topic #2, Topic #5 and Topic #8 as the examples, the results
are shown in Fig. 3 (the higher is better).

From Fig.3, the best performance comes from our proposed methods. Their
variance are higher than others. That means, our framework is effective in re-
ducing redundant content. Especially, high quality information set produced

Fig. 3. Comparison of proposed methods against baselines. Results are shown for vari-
ance of top-M items with M ranging from 10 to 200 over four topics.
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by KD-FF DW method always has the least redundancy, namely, this set has
the most abundance information. In addition, KD method also has well per-
formance, because EM algorithm can estimate each features contribution degree
reasonablely. Furthermore, when M = 30, our methods always have much higher
variance value than KD method. The performances of the other three methods
are bad and instable. Especially, the MTU results are always very poor when
M < 30, because many highly similar microblogs are linked with a same high-
occurrence URL. These microblogs are usually forwarded from an authority user.

Comparison of Time Consumption. In the second set of experiments, we
compare time consumption of our method against KD method. As analyzed in
section 5, computing complexity of an iteration of KD method is O(K3 ∗ N).
Table 3 presents the running time for the two methods respectively.

Table 3. Running time(sec.) of our framework and KD method over eight topic sets

Topic #1 #2 #3 #4 #5 #6 #7 #8

KD-FF TF 0.868 0.123 0.261 0.917 3.128 0.410 0.235 0.251

KD 1.940 0.225 0.679 2.00 5.317 0.826 0.484 0.562

It is easy to see that time consumption of our framework (e.g., KD-FF DW
and KD-FF HD, their time consumption of an iteration have very slight dif-
ference.) is about half of the KD method. It is consistent with our theoretical
analysis. As time consumption is a big deal in processing big data, our method
shows its advantage in massive scale of data extraction.

Subjective Evaluation. To evaluate the quality of the extracted information
of our methods against baselines, we evaluated the quality of the extracted in-
formation along two metric: subjective evaluation based on content quality and
comprehensive quality.

For each topic, top-30 information messages are extracted by different meth-
ods for evaluation by teams of human assessors. Each item contains posters
nickname, comment number, forward number, follower number, URL and tex-
tual content. Six results generated by six methods (two from our methods and
four from baselines) are presented to five participants for evaluation. Grade from
content quality view, participants need to labeled each item on a scale of 1-5,
where a score of 5 signifies textual content strong relevant to its topic and worth
reading while a score of 1 signifies weak relevant to topic and nonsense. Grade
from comprehensive quality view, participants need to consider all the features.

Table 4 and Table 5 show the subjective evaluation results of all methods.
In general, both content quality and comprehensive quality generated by our
two methods and KD method are much better than the rest. It indicates the
necessity of considering multiple features in extracting salient information.
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Table 4. Content quality evaluation of different methods over eight event sets

Topic #1 #2 #3 #4 #5 #6 #7 #8

KD-FF DW 3.12 3.53 3.37 3.43 2.73 3.41 4.02 3.55

KD-FF HW 3.43 3.42 3.22 3.50 2.93 3.47 4.33 3.17

KD 3.76 3.50 2.96 3.66 2.97 3.6 3.87 3.20

MTU 2.57 2.13 2.58 3.46 2.33 3.55 2.69 3.17

MR 2.59 2.28 2.51 2.72 2.70 2.74 3.29 2.47

TFIDF 2.51 2.52 2.55 3.74 2.32 3.13 3.17 3.35

Table 5. Comprehensive quality evaluation of different methods over eight event sets

Topic #1 #2 #3 #4 #5 #6 #7 #8

KD-FF DW 3.41 3.59 3.30 4.03 3.19 3.50 4.00 3.50

KD-FF HW 3.93 3.58 3.38 3.92 3.68 3.75 3.93 3.40

KD 4.02 3.62 3.07 3.99 3.35 3.86 3.76 3.32

MTU 2.08 1.91 1.83 3.36 1.80 3.26 2.24 2.63

MR 2.13 2.10 1.93 2.59 2.08 2.42 2.64 1.90

TFIDF 2.40 2.19 2.01 3.65 1.73 2.92 2.45 2.69

Note that KD method and our methods have the mostly similar results, and
it’s hard to judge which is better directly. Therefore, mean and variance of eight
scores over two kinds of metrics are calculated and presented in Table 6.

Table 6. Statics of scores comparison with different methods

Content quality Comprehensive quality
Mean Variance Mean Variance

KD-FF DW 3.395 0.136 3.565 0.081

KD-FF HW 3.434 0.168 3.696 0.052

KD 3.44 0.124 3.624 0.119

As for the statics of scores, KD method performance is slightly better at
content quality metric while KD-FF HW method is better at comprehensive
quality metric. Again note the mean of content quality for KD-FF HW (3.434)
is very close to KD (3.44). In a word, our framework doesn’t have a significant
advantage over KD method.

Here, we list several possible interpretations of why the subjective evaluation
results are not very satisfactory. First, items with high content quality could
acquire high score. But in terms of the whole high quality information set, the
result set generated by KD method has more redundancy items with high content
quality (testified by Fig. 3). So its whole content quality evaluation is better
than ours. But these items have significantly difference on other feature such
as comment/forward/follower number. So the comprehensive evaluation scores
of them are amended. Second, in terms of content quality evaluation, there are
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only subtle differences between two methods. It may relate to some randomness
of participant grading. Take Topic #6 for example, when set M as 15, we find
result produced from KD-FF HW has the maxima comprehensive score (3.92)
while from KD method has a second score (3.64).

In a word, from the human evaluation, we can conclude that multiple fea-
tures fusion is important to extract high quality information, and time-frequency
transformation can improve the comprehensive quality of extracted information.

7 Discussion and Conclusion

In this paper, we proposed a high quality information extraction framework
based on the idea of multiple features fusion. First, we formulated a high quality
information extraction problem and analyze the internal relationships among
different features. Then, we developed a framework of K -dimensions feature
fusion based on time-frequency transformation (KD-FF TF). Finally, along with
a host of baselines, we evaluated the information generated by our framework
on the basis of Sina Microblog datasets.

With sets of eight hot events containing 36,000 microblog messages and 31,000
involved users, we evaluated the proposed framework through content redun-
dancy, time consuming and subjective evaluation. The proposed KD-FF TF
(both KD-FF DW and KD-FF HW) achieves better performance in reducing
redundant content and cutting down almost half of the computing time com-
pared with KD method. In addition, subjective evaluation through scored by
human assessors, the proposed methods (e.g., KD-FF DW and KD-FF HW) get
an improvement over some of the state-of-art methods.

Above all, our work provides the means to study salient content selection and
presentation by extracting high quality information from microblogging data.
There are still a number of additional interesting directions for future work on
high quality information extraction. For example, how do other inexplicit fea-
tures such as comment content and user tags impact on high quality extraction?
Other future direction includes high quality extraction based on both multiple
topics and multiple features.
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Abstract. In this paper, we propose a novel technique to reduce depen-
dency on knowledge base for ONDUX, the current state-of-art method
for information extraction by text segmentation. While the existing ap-
proach mainly relies on high overlapping between pre-existing data and
input lists to build an extraction model, our approach exploits struc-
tural similarity of text segments in the sequences of a list to align them
into groups to achieve effectiveness with low dependency on pre-existing
data. Firstly, a structural similarity measure between text segments is
proposed and combined with content similarity to assess how likely two
text segments in a list should be aligned in the same group. Then we
devise a data shifting-alignment technique in which positional informa-
tion and the similarity scores are employed to cluster text segments into
groups before their labels are revised by an HMM-based graphical model.
The experimental results on different datasets demonstrate the ability of
our method to extract information from lists with high performance and
less dependence on knowledge base than the current state-of-art method.

1 Introduction

A large number of web pages contain information about entities in the form of
lists in which data values are organised in textual sources, e.g. postal addresses,
advertisings, references. Nevertheless, how to extract information of the data
values from such lists is still a challenge and an important research problem
which has been addressed in recent studies ([18], [16], [5]).

In the literature, the problem of information extraction from a list of field
values is addressed as information extraction by text segmentation (IETS) in
which information of entities is organised in implicit semi-structured records
([16]). Since field values are listed in a textual representation in the implicit semi-
structured forms, traditional wrapper-based methods ([6], [3]) which depend
on HTML tags cannot be applied for the textual inputs which are formatted
differently in HTML. A dominant approach for this problem is the deployment of
statistical methods, such as Hidden Markov Model (HMM) ([4]) and Conditional
Random Fields (CRFs) ([10]) to extract information. However, obtaining a large
amount of training data, which includes the associations between text segments
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with their corresponding labels, to build an extraction model requires a lot of
laborious work and may be very expensive or even unfeasible in some situations.

Later, some studies proposed the usage of pre-existing datasets to alleviate the
need for manually labeled training data ([2], [12], [18]). However, as the training
dataset is directly built from a database, those methods made an assumption
about the overlapping of format-related features between field values in knowl-
edge base and input texts. Moreover, those methods have low performance in
running time because they execute inference step and training step for each time
they perform a new extraction ([18], [5]).

Recently, authors in [5] have proposed ONDUX, an on-demand unsupervised
method, to overcome those drawbacks. The authors exploited high overlapping
between a knowledge base and an input list to label text segments and use the
labels to build an HMM-based graphical model to revise the results. An implicit
assumption in their work is that the majority of labels which are correctly as-
signed in matching step can help to build a graphical model to rectify incorrect
and mismatched ones.

Our work is an improvement of ONDUX when we keep its good features but
we reduce the dependency on the overlapping between a knowledge base and
input lists in building its extraction model. Our idea is to exploit the struc-
tural similarity between field values in different sequences within an input list
to align them into groups or columns before we revise their labels by using a
graphical model. To realise the idea, we firstly propose a novel structural sim-
ilarity measure to evaluate how likely two segments should be aligned into the
same group. Different from traditional similarity measures which focus on the
contents of input strings, our proposed structural similarity measure is defined
by exploiting robust features on structures of two text segments within a list.
Moreover, we devise a data shifting-alignment technique to group similar text
segments into clusters or groups by using our proposed structural similarity. Our
proposed technique exploits positional information of text segments to combine
with structural similarity to discover the repeated patterns among portions of
strings within a list to group text segments in alignment process. The labels of
text segments in the groups are then exploited to build a graphical model and
revise the results for extracting information. We conduct an extensive exper-
imental study with real datasets on the web. The experiments show that our
extraction method is robust and performs well with high precision and recall
and less dependent on knowledge base than existing study ([5]).

The remaining sections of this paper are organised as follows. Section 2 dis-
cusses related studies in the literature. Next, we present the phases of our method
in section 3. Our proposed structural similarity as well as data shifting-alignment
technique will be described in detail in this section. Then experimental results
are analysed in section 4. Eventually, section 5 concludes the paper and suggests
some future work.
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2 Related Work

IETS is the process of converting an unstructured document which contains
implicit records into structured form by splitting the document or a list into
substrings which contain data values ([16]). The dominant approach to segment
texts in an input list to extract field values in the literature is the application
of machine learning with two different techniques for generating training data.
The first technique, which is called supervised approach, builds a training data
set manually by human ([17], [8], [4], [10], [14], [12]). Meanwhile, the second
technique exploits existing data in a knowledge base or reference tables to build
extraction models automatically ([2], [12], [18], [5]).

The studies of [17] and [8] can be considered as the first studies addressing
this problem in the literature. In their work, an HMM for recognising the field
values in an input text was constructed from a provided training dataset. Later,
this approach was extended in the system DATAMOLD ([4]), in which each state
of an external HMM contains an internal HMM for recognising the value of each
attribute. Later, CRFs ([10]) was proposed as an alternative model for HMM to
solve the task of labelling texts. CRFs-based methods are proven to outperform
all previous learning-based methods in both theory and experimental evaluations
for the problem of sequence labelling ([14], [12], [16]). Although the quality of
extraction results of HMM and CRFs are good, those supervised methods require
to have a large amount of manually training data to build an extraction model.

Meanwhile, the general idea of unsupervised approach is to exploit a pre-
existing data source to build a statistical extraction model. The study of [2]
followed this idea and proposed an unsupervised method with HMM. Authors
in [18] proposed a similar technique but adapted the idea to CRFs. In both
methods, training data is built automatically by directly concatenating field
values in a reference table. They assume that the field values in an input text
are in single order and their features of field values in a reference tables and input
texts are similar. According to the experiments of [5], performance of [18] is low
when testing data and referent table come from different sources. Moreover, each
time those methods perform a new extraction, they need to infer the oder of field
values to build training data and construct a new extraction model.

Recently, authors in [5] have proposed ONDUX, an on-demand unsupervised
approach for the problem of IETS. In their method, a knowledge base is employed
to label text segments via some attribute matching functions of common terms
between text segments in an input text and field values in the knowledge base.
The labels are then used by a reinforcement phase to build a graphical model
to verify and potentially correct the labels which were generated by matching
phase. Therefore, the high overlapping between knowledge base and the source
list must be maintained in their work so that a graphical model can be generated
correctly.

We argue that building such a good knowledge base is a formidable task
when the method is applied to extract information from any arbitrary target
list in any domain on the web. In this paper, we propose a novel technique to
reduce the dependency on knowledge base. The text segments are firstly aligned
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into groups by using their structural similarity before we revise their labels
for information extraction by using a graphical model. In next section, we will
present our proposed method in detail.

3 Proposed Method

3.1 Similarity Measures for Text Segments

In order to measure how likely two text segments should be put in the same
group, we propose the structural similarity between field values in different se-
quences of an input list. We identify common features sharing in field values
belonging to the same group in a list and use them to define the measure of our
proposed structural similarity as the follows.

Structural Similarity. This similarity describes the way field values or text
segments display in a textual list. We firstly consider the features which provide
general information of the strings which form two text segments v1 and v2. Those
features include: (1) number of letters, (2) percentage of lower case letters, (3)
percentage of upper case letters, and (4) percentage of digits in a value. For each
feature fi, we compute a numeric value for the feature and the similarity of v1
and v2 on a feature is defined as in equation 1.

simfi(v1, v2) = 1− |ai − bi|
max(ai, bi)

(1)

where ai and bi are numeric values for a particular feature of values v1 and v2.
Beside the general characteristics of strings as above, we also consider the

similarity on the organisation of tokens in a string. We observe that two field
values or text segments belonging to the same group in an input list often share
similar format or representation style. For an instance, person names (e.g “D
T Huynh”) often start with some abbreviations, which include capital letters,
followed by a word which represents a family name. Based on the observation, we
devise a format-related similarity of two values v1 and v2. We firstly define a set
of masks to represent the tokens in the textual string of each value. We tokenise
the strings v1 and v2 and encode them by using symbol masks. For example, the
value “D T Huynh” is encoded as “[A-Z] [A-Z] [A-Z][a-z]+”, where the mask [A-
Z] represents an uppercase letter, the mask [a-z]+ represents a consecutive string
of one or many lowercase letter. The similarity between two values v1 and v2 is
computed based on those sequences of masks. This idea is actually adapted from
the study of [4] which employs symbol masks to capture the format of values in an
inner HMM. However, their work utilised a training dataset to build an HMM-
based statistical model to capture the format of strings. Meanwhile, our study
utilises the concept symbol masks to define our structural similarity measure.

Given two values v1 and v2, we encode v1 and v2 by using the symbol masks
as above to obtain two sequences of masks for v1 and v2. The distance measure
between two masks of v1 and v2 is defined as the minimum number of insertions,
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deletions or substitutions to transfer from this mask to the other one. Then, we
apply dynamic programming ([11]) to find the minimum number of operations.
Formally, the format-related similarity between two values v1 and v2 is illustrated
as the equation 2.

simF (v1, v2) = 1− dist(mv1 ,mv2)

|mv1 |+ |mv2 |
(2)

where mvi is the sequence of masks encoded for the value vi, |mvi | is the number
of masks in the sequence, and dist is an edit distance function between two
sequences of masks.

Eventually, the structural similarity simS(v1, v2) is the average of all feature
similarities (equation 3).

simS(v1, v2) =

n∑
i

αi × simfi(v1, v2)) (3)

where n is the number of features of v1 and v2 and fi is a particular feature.

Content Similarity. Beside structural similarity, we also consider the similar-
ity of the contents of two text segments. If two text segments or field values share
some certain keywords, it will be high possibility that they belong to the same
concept and therefore they should be align in the same group. For example, the
segments “IEEE Transaction on Knowledge and Data Engineering” and “IEEE
Transaction on Multimedia” share some common keywords such as “IEEE” and
“Transaction” and both of them are the names of the same concept “journals”.
Therefore, the content-related similarity measure simC can be defined by us-
ing a string similarity function between two text segments. A large number of
approximately string matching techniques have been proposed in the literature.
Popular measures include edit distance functions ([7]), Jaccard coefficient, Co-
sine similarity measure in information retrieval ([15]), and their extensions to
utilise q-grams instead of words ([9]). In our work, we adapt the idea of using
q-grams in [9] to define the content-related similarity measure. As formulated in
equation 4, it is the Jaccard similarity between two sets of q-grams of the text
values v1 and v2.

simC(v1, v2) =
|qg(v1) ∩ qg(v2)|
|qg(v1) ∪ qg(v2)|

(4)

where qg(vi) is the set of q-grams associated with the text segment vi.

Knowledge Base Support. Intuitively, if two field values v1 and v2 co-occur
in an attribute of a table or a knowledge base, they should belong to the same
group. Since the labels of text segments are assigned in the matching step, two
segments in different sequences of an input list with the same label should be
grouped into the same cluster. We set the similarity simK(v1, v2) between two
values v1 and v2 to one if they co-occur in an attribute of a knowledge base or
zero otherwise.
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Given two field values v1 and v2, the similarity score between v1 and v2 is de-
fined by the weighted sum of the similarity scores of all features between them.
We combine them together to define a score function as in the equation 5.

sim(v1, v2) = w1 ∗ simC(v1, v2) + w2 ∗ simS(v1, v2) + w3 ∗ simK(v1, v2) (5)

where simi’s are the similarity between v1 and v2 on their different features; the
weights wi’s are real numbers in [0, 1] and their total is one.

3.2 Data Shifting-Alignment Technique

The purpose of data alignment phase is to align similar text segments in different
sequences into groups by using their similarity scores. It can be seen that text
segments in the same position in different sequences of a list usually belong to
the same concept and can be clustered in a group. However, this assumption is
not always correct because some field values in a sequence can be missed or the
number of field values are different in sequences. Therefore, we cannot simply
use only positional information of text segments to cluster text segments in an
input list into groups.

Fig. 1. A demonstration of data shifting-alignment technique

An example of the problem can be illustrated in Figure 1. In the example, each
letter ‘A’, ‘T’, and ‘C’ accordingly stands for an author name, a paper title and a
conference name in bibliography domain. Because there are differences between
the number of field values (e.g author names) in different lines of the input list,
the text segments in the position two of the sequences are clustered into two
groups ‘A’ and ‘T’. Therefore, we need to have a method to move the group ‘T’
to the next position so that the text segments in the group can be aligned with
the text segments in the next positions.

We propose a shifting-alignment technique to overcome this problem in data
alignment phase. We firstly exploit positional information of text segments and
their similarity scores to cluster them into groups. If there is only one group
returned from the procedure, this means that all text segments will belong to
the same group. In contrast, if a list of groups is returned, we keep one group
in the list to obtain a group and perform a shifting step to move the remaining
groups to the next position and the alignment process will be repeated for the
next positions to align the text segments in those groups.

Algorithm 1 illustrates steps in our alignment phase. In order to cluster similar
text segments in a list into groups, we adapt the idea of agglomerative clustering
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Algorithm 1. Data alignment

Input: A two-dimensional list of segments in input list L
Output: A set of groups R

1 j = 0
2 while true do
3 Gj = [ ]
4 for i in range(0, |L|) do
5 Gj .append(L[i][j])
6 end
7 if Gj is empty then
8 break loop
9 end

10 V = CLUSTERING(Gj)
11 c = 0
12 if |V | > 1 then
13 c = CHOOSE-GROUP(V, j, R)
14 for k in range(0, |V |) do
15 if k != c then
16 for L[i][j] in V[k] do
17 insert NIL at position j of L[i]
18 end

19 end

20 end

21 end
22 R.append(V[c])
23 j = j + 1 // move to next position

24 end
25 return R

Algorithm 2. Choosing a group for data alignment

Input: A list of groups V at the position j; R: preceding groups of V in a list
Output: Index of a chosen group in V

1 S = [ ]
2 for i in range(0, |L|) do
3 for y in range(j+1, |L[i]|) do
4 S.append(L[i][y])
5 end

6 end
7 score = 0
8 for k in range(0, |V |) do
9 simS = similarity(V[k], S)

10 simP = similarity(V[k], R[j-1])
11 if simP − simS > score then
12 score = simP − simS; c = k
13 end

14 end
15 return c
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algorithm to cluster text segments into groups by their structural similarity. In
the algorithm, the shifting step is performed by inserting a NIL value into a
position in a list (line 17). Moreover, this clustering step (line 10) in algorithm
1 is illustrated in detail as follows. Initially, each group of G contains a segment
in V . Then we merge any two groups which have the highest similarity and the
similarity is greater than a threshold θs. This process is repeated until we cannot
find any two groups whose similarity above the threshold. After we cluster the
text segments, we obtain a set of groups V and each group contains a list of
elements of the same concepts.

In order to choose a group in a list of groups in the alignment results, we
employ some heuristics on the groups in a list. Firstly, given a group Vc in a
list of groups, if there is one or many other groups in the next positions which
are similar to the group Vc, the group Vc should be moved to the next position
so that it can be aligned with the other groups. For example, let’s consider the
group ‘T’ at the position two in Figure 1. Because there is a group ‘T’ at position
three which is similar to the current group ‘T’ at position two, the group ‘T’ at
position two should be moved to the next position so that it can be aligned with
the group ‘T’ in the next position in the next processing step. Secondly, if a
group Vc is similar to a group in the previous position in input list, the group Vc

should be kept in the position to be aligned into a group and other groups in the
list should be moved to new positions. For example, the group ‘A’ at position
two in Figure 1 is similar to the group ‘A’ in the previous position. Therefore,
we should keep the group ‘A’ in alignment results and move the group ‘T’ to
the next position so that it can be aligned with other text segments.

Based on the observations on a group in a list, we define a score for a group
Vc which is the least similar to the following groups and most similar to the
preceding groups in a list V . It is computed by the subtraction of the similarity
between the group Vc and preceding groups and the similarity between Vc and
the succeeding groups. The group Vc with the highest score in the list of groups
V will be chosen to form a group and then the remaining groups in the list V
will be shifted to the next positions in alignment process. Formally, the choice
of group Vc from a list of group V can be described in the equation 6.

Vc = argmaxv∈V (simP (v) − simS(v)) (6)

where simP (v) and simS(v) are respectively the similarity between a group v
and preceding and succeeding groups. The procedure to choose a group from a
list is described in the algorithm 2.

3.3 Information Extraction Steps

The process of extracting information from an input list can be divided into three
phases: text-blocking and matching, data alignment, and refinement phase.

Text-Blocking and Matching Phase. In this phase, we firstly split the se-
quences of an input list into text segments by using punctuation and match
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them with field values in a knowledge base to assign labels. Then we merge any
two segments which co-occur in the same field in the knowledge base. We reuse
the matching score defined in the study of [5] to compute the matching scores
between a field value and an attribute Aj via a fitness function as in equation 7.

M(s, Aj) =

∑
w∈s fitness(w,Aj)

|s| (7)

The fitness scores are computed for all tokens w in the query string s and the
label Aj and it is defined as in the equation 8.

fitness(w,Aj) =
freq(w,Aj)

freq(w)
× freq(w,Aj)

freqmax(Aj)
(8)

where freq(w,Aj) is the number of values of the label Aj containing the token w,
freq(w) is the total number of instance values in the knowledge base containing
the token w, and freqmax(Aj) is the highest frequency of any token in the
instance values of the label Aj .

Data Alignment Phase. After text-blocking phase, each sequence in an input
list is split into a set of text segments. In data alignment phase, the text segments
in different sequences of an input list are aligned into groups according to their
similarity scores. We exploit the data shifting-alignment technique which has
been presented in section 3.2 to cluster the text segments into groups. Finally,
the text segments in the same groups are assigned the same labels and they are
used to build a graphical model to revise the results in a final refinement phase.

Refinement Phase. We employ a positional and sequential model (PSM) pro-
posed in [5] to revise the labels of unmatched segments and rectify mismatched
ones in this phase. A PSM is defined by the following three components: (1) A
set of states T = {begin, t1, t2, ..., tN , end} where each state ti represents a label
of a text segment; (2) A matrix A where each element aij is the probability of
making a transition from state i to state j. Each element aij in the matrix A is
defined as the equation 9; (3) A matrix P where the entry pik denotes the prob-
ability of the label ti appearing in the position k-th in an input list. Formally,
pik is defined as in the equation 10.

aij =
Number of transitions from state ti to state tj
Total number of transitions out of state ti

(9)

pik =
Number of observations of ti in k

Total number of segments in k
(10)

To compute the probability to have a label t for a text segment, matching
score, sequential and positional model score are combined by using Bayesian
disjunctive operator, also known as Nosiy-OR-Gate ([13]), as in equation 11.

sim(s, t) = 1− (1−M(s, t))× (1− aij)× (1 − pik) (11)
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where M(s, t) is a matching score between a segment s and a label t, which is
defined as in the equation 7; i is the index of the label t in a list of labels T , j is
the index of the label of the next segment of s; and k is the position of s in an
input sequence. The value of aij and pjk are accordingly defined by sequential
model as in the equation 9 and positional model in equation 10.

4 Experiments

4.1 Experimental Setup

In the experiments, our priority is to choose the public datasets which were
used in previous work or available on the Internet. In the domain Addresses,
we utilise BigBook and Restaurants dataset from RISE repository ([1]) and then
manually label field values in the datasets. These datasets were introduced in the
experiments of previous studies ([18], [5]). Next, we employ journal references in
PersonalBib and Cora dataset used in the studies of [5] and [14] as data source
and testing dataset in bibliographic data domain. To evaluate the affect of the
overlapping terms between knowledge base and an input list and compare with
ONDUX, we also use BigBook as in the experiments of [5]. Detailed information
about the number of records and attributes in each dataset is described in table
1. In our experiments, we assign equal weights to features in similarity measures
and set the threshold θs = 0.3 for alignment algorithm.

Table 1. Domains, data sources, and datasets used in the experiments

Domain Data source Attributes Records Testing dataset Attributes Text Inputs

Address BigBook 5 2,000 BigBook 5 2,000

Address BigBook 5 2,000 Restaurants 4 250

Bibliography PersonalBib 7 395 Cora 6 150

We utilise well known precision, recall and F1 measure in information extrac-
tion. We denote Ai as a referent set and Bi as testing results to be compared
with Ai. The precision (Pi), recall (Ri) and F1 measure (Fi) are accordingly
defined as in equation 12.

Pi =
|Ai ∩Bi|

|Bi|
;Ri =

|Ai ∩Bi|
|Ai|

;Fi =
2× Pi ×Ri

Pi +Ri
(12)

4.2 Extraction Quality

Firstly we demonstrate the overlapping between data source and testing datasets
as in table 2. The column “%Same” in the table shows that a large percentage
of text segments in testing data are found in the values of the same attribute
in a corresponding knowledge base or data source. To demonstrate the effec-
tiveness of our method in whole process of information extraction, we analyse
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the performance obtained after each step on each testing data and compare the
experimental results with previous study. In tables 3, 4, and 5, the columns
“ONDUX”, “Matching”, “Alignment”, and “Refinement” accordingly describe
the results of ONDUX and the steps of our method on testing datasets. In gen-
eral, when there is a high overlapping between knowledge base and datasets, the
results of both our method and ONDUX are extremely high for all attributes. We
note that the experiments are conducted with whole knowledge base obtained
from data sources. The good performance is obtained due to the high overlapping
between knowledge base and testing lists. However, our method gives better re-
sults in some cases on Restaurants and Cora datasets. It can be explained that
our method exploits structural information of text segments to group similar
text segments together. Therefore, more text segments are labeled in different
sequences of an input list. Due to this, the graphical model built from the labels
of text segments in different rows can capture more statistical information of the
transitions of labels in the input text.

Table 2. The overlapping between data source and testing dataset

Source Dataset %Same %Unknown

BigBook BigBook 93.36% 5.46%

BigBook Restaurants 91.78% 7.21%

PersonalBib Cora 76.17% 18.67%

Table 3. Experimental results on BigBook dataset using BigBook source

Field ONDUX Matching Alignment Refinement

Name 0.996 0.802 0.974 0.996

Street 0.995 0.814 0.924 0.995

City 0.996 0.922 0.937 0.996

State 1.000 0.894 0.963 1.000

Phone 1.000 0.936 0.971 1.000

Average 0.997 0.874 0.954 0.997

Table 4. Experimental results on Restaurants dataset using BigBook source

Field ONDUX Matching Alignment Refinement

Name 0.958 0.618 0.778 0.975

Street 0.980 0.907 0.924 0.984

City 0.986 0.739 0.937 0.987

Phone 0.992 0.981 0.981 0.992

Average 0.979 0.811 0.905 0.985

4.3 Impact of Previously Known Data to Extraction Results

In this section, we illustrate the advantage of our proposed method as compared
to ONDUX, the state-of-the-art method for IETS. We analyse the impact of the
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Table 5. Experimental results on Cora dataset using PersonalBib source

Field ONDUX Matching Alignment Refinement

Author 0.905 0.708 0.835 0.912

Title 0.822 0.788 0.796 0.823

BookTitle 0.846 0.797 0.825 0.857

Pages 0.849 0.762 0.878 0.921

Year 0.912 0.775 0.827 0.926

Volume 0.940 0.872 0.907 0.942

Average 0.879 0.784 0.845 0.897

overlapping terms between knowledge base and an input list on the quality of
information extraction of both methods. Similar to the study of [5], the exper-
iments are performed on BigBook dataset which contains about 4,000 entries
coming from the RISE repository [1]. We randomly use 2,000 records as testing
data and 2,000 remaining records as knowledge base in the experiments. Then we
vary the number of shared terms between the knowledge base and testing data.
We repeat the experiment five times and compute the average F1-measure of all
field values in each step. Figure 2 represents the experimental results when we
vary the number of shared terms between knowledge base and the input list in
the experiments from 50 to 1,000 terms. In general, when the number of shared
terms approximately approaches 1,000, both methods reach similar extraction
quality. However, when the number of overlapping terms are not large enough,
the performance of ONDUX drops dramatically. It can be observed in Figure 2
that the F-measure values obtained by ONDUX are quite low when the number
of common terms are less than 200. In other words, ONDUX is quite dependent
on the overlapping between knowledge base and input list. Meanwhile, our pro-
posed method still keep good performance with more than 77% of F1-measure.
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Fig. 2. F-Measure obtained when varying shared terms for BigBook dataset
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Those experimental results are expected because ONDUX only exploits the
overlapping terms to obtain the statistics about the structure of the testing list.
Once overlapping terms are not large enough, ONDUX cannot build a good
statistical model to revise the results which were generated by their matching
step. Meanwhile, our proposed method can exploit the structural information of
text segments within a list to cluster them into groups. Then, the group can be
labelled with only some overlapping data with knowledge base. As a result, the
alignment step in our method can help to increase the number of assigned labels
to obtain statistical information about the structure of the input list to revise
the results in refinement phase. In practice, the requirements of high overlapping
between a knowledge base and input lists could not be obtained all the times,
especially when we perform an extraction on an arbitrary list. Therefore, we
can conclude that our method is more robust than ONDUX in terms of less
dependency on the overlapping between knowledge base and input lists.

5 Conclusion

We have presented our approach to reduce the dependency on knowledge base
for information extraction by text segmentation from textual lists. In our ap-
proach, structural similarity is exploited to group similar text segments into
clusters before we revise the labels by a graphical model. In order to implement
the idea, we propose a structural similarity to measure the likelihood of two text
segments being similar. Moreover, we devise a shifting-alignment technique, in
which positional information of text segments is combined with a shifting tech-
nique to cluster data into groups. We have experimented our proposed method
on the datasets in different domains and the results show that our techniques
can extract information from lists with high performance and less dependence
on knowledge base than ONDUX, the current state-of-art study.

Currently, both our method and ONDUX still make an assumption that the
attributes of the values to be extracted in a list are available in a knowledge
base. Meanwhile, our proposed techniques can exploit structural similarity and
positional information of text segments in a list to group them into columns
if they are represented in similar styles. Therefore, our method can open an
opportunity to extract information from any input list without the assumption
of knowledge base. That is one of future studies which we are investigating.
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Abstract. Relationship extraction concerns with the detection and clas-
sification of semantic relationships between entities mentioned in a col-
lection of textual documents. This paper proposes a simple and on-line
approach for addressing the automated extraction of semantic relations,
based on the idea of nearest neighbor classification, and leveraging a
minwise hashing method for measuring similarity between relationship
instances. Experiments with three different datasets that are commonly
used for benchmarking relationship extraction methods show promising
results, both in terms of classification performance and scalability.

Keywords: Text Mining, Relationship Extraction, Minwise Hashing.

1 Introduction

The task of relationship extraction concerns with the detection and classification
of semantic relationships between entities mentioned in a collection of textual
documents. Popular application domains include the detection of gene-disease
relationships or protein-protein interactions in biomedical literature [4,11,19],
the detection of associations between named entities referenced in news or web
corpora (e.g., birthplace relations between persons and locations, or affiliation
relations between persons and organizations) [3,6], or the detection of relations
between pairs of nominals in general [9].

Over the years, multiple approaches have been proposed to address relation-
ship extraction [9,11,17]. Rule-based methods employ a number of linguistic rules
to capture relation patterns. Feature-based methods, on the other hand, trans-
form the text into a large amount of linguistic features (e.g., lexical, syntactic
and semantic features), later capturing the similarity between these feature vec-
tors through traditional supervised learning methods. Recent developments have
mainly relied on kernel-based learning approaches, either exploring kernels for
representing sequences [4], in an attempt to capture sequential patterns within
sentences, or kernels specific for trees or graph structures in general, to learn
features related to parse tree structures [3,13]. Kernel methods are better than
feature-based methods at circumventing data sparseness issues and at exploring
very large feature spaces, but nonetheless they are also computationally demand-
ing. Whenever one needs to address real-world problems involving hundreds of
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relationship classes as expressed on large amounts of textual data, and when
dealing with large training datasets, scalability becomes an issue.

In this paper we explore the automated extraction of semantic relations, based
on nearest neighbor classification. To make the nearest neighbor search compu-
tationally feasible, we leverage an efficient method based on minwise hashing
and on Locality-Sensitive Hashing (LSH) [2,15]. Experiments with three differ-
ent collections that are commonly used for benchmarking relationship extraction
methods, namely the dataset from the SemEval 2010 task on multi-way classifi-
cation of semantic relations between pairs of nominals [9], the Wikipedia relation
extraction dataset created by Culotta et al. [6], and the AImed dataset of hu-
man protein interactions [4], showed good results. We specifically tested different
configurations of the proposed method, varying the minwise hashing signatures
and the number of considered nearest neighbors. Our best results correspond to
a macro-averaged F1 score of 0.69 on the SemEval dataset, a macro-averaged
F1 score of 0.43 on Wikipedia, and an F1 score of 0.52 on AImed. These values
come close to the state-of-the-art results reported for these datasets, and we
argue that the method has advantages in simplicity and scalability.

Section 2 of the paper presents related work. Section 3 details the proposed
method, describing the considered representation for the relation instances, and
presenting the minwise hashing approach that was used. Section 4 presents the
experimental evaluation of the proposed method. Finally, Section 5 summarizes
our conclusions, and outlines possible directions for future work.

2 Related Work

Extracting semantic relations between nominal expressions (i.e, named entities
like persons, locations or organizations) in natural language text is a crucial step
towards document understanding, with many practical applications. Several au-
thors have addressed the problem, for instance by formulating it as a binary
classification task (i.e., classifying candidate instances of binary relations, be-
tween pairs of nominal expressions, as either related or not). Relevant previous
approaches include those that adopt feature-based supervised learning meth-
ods [10,21], or kernel-based methods [17,18] to perform relation extraction. The
major advantage of kernel methods is that they allow one to explore a large (often
exponential or, in some cases, infinite) feature space in polynomial computational
time, without the need to explicitly represent the features. Nonetheless, kernel
methods are still highly demanding in terms of computational requirements,
whenever one needs to manipulate large training data sets. The main reason for
this lays in the fact that kernel methods, even if relying only on very simple
kernels, are typically used together with models and learning algorithms such
as Support Vector Machines (SVM), where training involves a quadratic pro-
gramming optimization problem and is typically performed off-line. Moreover,
given that SVMs can only directly address binary classification problems, it is
necessary to train several classifiers (i.e., in a one-versus-one or a one-versus-all
strategy) to address multi-class relation extraction tasks.
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Given a set of positive and negative binary relation examples, feature-based
methods start by extracting syntactic and semantic features from the text, using
them as cues for deciding whether the entities in a sentence are related or not.
Syntactic features extracted from the sentences include (i) the entities them-
selves, (ii) the semantic types of the entities, (iii) the word sequence between
the entities, (iv) the number of words between the entities, and (v) the path
in a parse-tree containing the two entities. Semantic features can for instance
include the path between the two entities in a dependency tree. The features
are presented to a classifier in the form of a feature vector, which then decides
on the relation class. Previous works have explored different types of supervised
learning algorithms and different feature sets [10,21].

Feature-based methods have the limitation of involving heuristic choices, with
features being selected on a trial-and-error basis, to maximize performance. To
remedy the problem of selecting a suitable set of features, specialized kernels have
been designed for relationship extraction. They leverage rich representations of
the input data, exploring the input representations exhaustively, in an implicit
manner and conceptually in a higher dimensional space.

For instance, Bunescu and Mooney presented a generalized subsequence ker-
nel that works with sparse sequences, containing combinations of words and
parts-of-speech (POS) tags to capture the word-context around the nominal
expressions [4]. Three subsequence kernels are used to compute the similarity
between sequences (i.e., between relation instances) at the word level, namely
comparing sequences of words occurring (i) before and between, (ii) in the mid-
dle, and (iii) between and after the nominal expressions. A combined kernel is
simply the sum of all three sub-kernels. The authors evaluated their approach on
the task of extracting protein interactions from MEDLINE abstracts contained
in the AImed corpus, concluding that subsequence kernels in conjunction with
SVMs improve both precision and recall, when compared to a rule based system.
Bunescu and Mooney also argued that, with this approach, augmenting the word
sequences with POS tags and entity types can lead to better results than those
obtained with the dependency tree kernel by Culotta and Sorensen [7].

Zelenko et al. described a relation extraction approach, based on SVMs or
Voted Perceptrons, which uses a tree kernel defined over a shallow parse tree
representation of the sentences [18]. The kernel is designed to compute the sim-
ilarity between two entity-augmented shallow parse tree structures, in terms of
a weighted sum of the number of subtrees that are common between the two
shallow parse trees. These authors evaluated their approach on the task of ex-
tracting person-affiliation and organization-location relations from text, noticing
that the proposed method is vulnerable to unrecoverable parsing errors.

Culotta and Sorensen described a slightly generalized version of the previous
kernel, based on dependency trees, in which a bag-of-words kernel is also used
to compensate for errors in syntactic analysis [7]. Every node of the dependency
tree contains rich information like word identity, POS and generalized-POS
tags, phrase types (noun-phrase, verb-phrase, etc.), or entity types. Using a rich
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structured representation can lead to performance gains, when compared to
bag-of-words approaches. A further extension is proposed by Zhao and Grish-
man, using composite kernels to integrate information from different syntactic
sources [20]. They incorporate tokenization, parsing, and dependency analysis,
so that processing errors occurring at one level may be overcome by information
from other levels. Airola et al. introduced the all-dependency-paths kernel [1].
They use a representation based on a weighted directed graph that consists of two
unconnected subgraphs, one representing the dependency structure of the sen-
tence, and the other representing the sequential ordering of the words. Bunescu
and Mooney presented yet another alternative approach which uses information
concentrated in the shortest path, at a dependency tree, between the two enti-
ties [3]. These authors argue that the shortest path between the two nominals
encodes sufficient information to infer the semantic relation between them.

Recent studies continue to explore combinations or extensions of the pre-
viously described kernel methods [11,13]. However, most proposals have been
evaluated on different data sets, making it difficult to assess which is better.

3 Relationship Extraction as Similarity Search

The proposed approach for classifying pairs of substrings (e.g., pairs of nominal
expressions) from a given sentence, according to the semantic relation that the
sentence expresses over these substrings, is based on the idea of finding the most
similar relation instances from a given database of examples. A representation
for each candidate binary relation, obtained from the sentence where the pairs
of substrings co-occur, is first generated. We then assign the relationship type,
to the instance being classified, according to the most frequent/similar type
at the top k most similar relation instances, gathered from the database of
examples. This procedure essentially corresponds to a weighted kNN classifier,
where each example instance has a weight corresponding to its similarity towards
the instance being classified, and where the more similar instances have therefore
a higher vote, in the classification, than the ones that are more dissimilar.

The considered representation for each binary relation instance is essentially
based on character quadgrams, specifically considering (i) the character quad-
grams occurring between the two operands that constitute the binary relation
(i.e., between the two substrings corresponding to the nominals that are related),
(ii) the quadgrams occurring in a window of three tokens before the first operand
and between operands, and (iii) the quadgrams occurring between operands and
in a window of three tokens after the second operand. Consider, for instance, the
following sentence, where the related nominals are in bold: the micropump is
fabricated by anisotropic etching, considering orientation. The substring (i)
would correspond to is fabricated by the, while substring (ii) would correspond
to the micropump is fabricated by, and substring (iii) would correspond to is
fabricated by anisotropic etching, considering orientation.

This representation follows the observation that a relation between two en-
tities is generally expressed using only words that appear in one of three basic
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Table 1. Frequent relational patterns associated to different relation types

Dataset Relationship Relational Patterns

SemEval
cause-effect caused by; have; caused; result in; triggered by;
entity-origin have; come from; be from; run away from; arrive from;

Wikipedia
member-of play for; have also; serve in; elect to; serve as;
award nominate for; award; win; receive; run;

AImed
related bind to; bind; have; interact with; do
not-related bind to; bind; have; do; may

patterns, namely before-between (i.e., tokens before and between the two entities
involved in the relation), between (i.e., only tokens between the two entities),
and between-after (i.e., tokens between and after the two entities) [4]. Besides
character quadgrams, we also use prepositions, verb forms in the past participle
tense, the infinitive forms of verbs, and a relational pattern corresponding to a
verb, followed by nouns, adjectives, or adverbs, and ending with a preposition.
The previous relational pattern is inspired by one of the features used in ReVerb,
an unsupervised open-domain relation extraction system [8]. The morphologi-
cal information is extracted from the three same textual windows considered for
the quadgrams (i.e., the substrings before-between, between, and between-after),
with the help of the MorphAdorner NLP package1.

We experimented with other representations for the relation instances, using
different textual windows and different n-gram sizes, as well as with n-grams
of tokens, after normalizing the text through lowercasing, lemmatization and/or
WordNet-based generalization operations. However, the features described be-
fore achieve the best trade-off between accuracy and computational performance.

Each quadgram/token, at each of the three groups (i.e., before-between, be-
tween, and between-after), is assigned to a globally unique identifier. The similar-
ity between two instances is measured through the Jaccard similarity coefficient
between each set of globally unique identifiers.

For illustration purposes, Table 1 shows the top 5 most frequent relational
patterns for two different relations in each of the three datasets that were used
in our experiments – see Section 4. It is important to notice that in the case
of the AImed dataset, similar relational patterns are extracted for both classes.
We noticed that in instances from the not-related class, it is often the case that
patterns such as bind to are preceded by different kinds of negation patterns.

The naive approach to finding the most similar pairs of relation instances, in a
database of size N , involves computing allN2 pairwise similarities, which quickly
becomes a bottleneck for large N . Even if the task is parallelizable, overcoming
this complexity is necessary to achieve good scalability, and it is therefore highly
important to devise appropriate pre-processing operations that facilitate related-
ness computations on the fly. In our case, this is done by approximating the Jac-
card similarity coefficient through a minwise hashing (i.e., min-hash) procedure,

1 http://morphadorner.northwestern.edu/

http://morphadorner.northwestern.edu/
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later leveraging a Locality-Sensitive Hashing (LSH) method for rapidly finding
the kNN most similar relation instances. We therefore have that, contrary to
traditional kNN classifiers, where training takes virtually zero computation time
(i.e., it just involves storing the example instances) but classification is highly
demanding, our approach involves a LSH method for indexing the training in-
stances, which allows classification to be made efficiently, since we only have to
measure similarity towards a small set of candidates. Similarly to other kNN
classifiers, our approach remains relatively simple, performs the learning in an
on-line fashion, and can directly address multi-class problems.

The min-hash technique was first introduced in the seminal work of Broder,
where it was successfully applied to duplicate Web page detection [2]. Given a
vocabulary Ω of size D (the set of all representative elements occurring in a
collection of relation instances) and two sets, S1 and S2, where S1, S2 ⊆ Ω =
{1, 2, . . . , D}, we have that the Jaccard similarity coefficient, between the sets
of elements, is given by the ratio of the size of the intersection between S1 and
S2, to the size of the union of both datasets:

J(S1, S2) =
|S1 ∩ S2|
|S1 ∪ S2|

=
|S1 ∩ S2|

|S1|+ |S2| − |S1 ∩ S2|
(1)

The two sets are more similar when their Jaccard index is closer to one, and more
dissimilar when their Jaccard index is closer to zero. In large datasets, efficiently
computing the set sizes is challenging, given that the total number of possible
elements is huge. However, suppose a random permutation π is performed on the
ordering that is considered for the elements in the vocabulary Ω, i.e., suppose
π : Ω −→ Ω. An elementary probability argument shows that the Jaccard
coefficient can be estimated from the probability of the first (i.e., the minimum)
values of the random permutation π, for sets S1 and S2, being equal, given that
the Jaccard coefficient is the number of common elements to both sets over the
number of elements that exist in at least one of the sets.

Pr (min(π(S1)) = min(π(S2))) =
|S1 ∩ S2|
|S1 ∪ S2|

= J(S1, S2) (2)

After the creation of k minwise independent permutations (i.e., π1, π2, . . . , πk)
one can efficiently estimate J(S1, S2), without bias, as a binomial distribution:

Ĵ(S1, S2) =
1

k

k∑
j=1

one–if–true(min(πk(S1)) = min(πk(S2))) (3)

Variance(Ĵ(S1, S2)) =
1

k
Ĵ(S1, S2)

(
1− Ĵ(S1, S2)

)
(4)

Equations 3 and 4 show, respectively, the expected value of the binomial dis-
tribution used for estimating the Jaccard coefficient from the k random permu-
tations, and the corresponding variance, which decreases for larger values of k.
The function one–if–true() in Equation 3 returns one if the two sets share the
same minimum value, and zero otherwise.
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In the implementation of the minwise hashing scheme, each of the independent
permutations is a hashed value, in our case taking 32 bits of storage. Each of the
k independent permutations is associated to a polynomial hash function hk(x)
that maps the members of Ω to distinct values. For any set S we take the k
values of hk

min(S), i.e. the member of S with the minimum value of hk(x). The
set of k values is referred to as the min-hash signature of an instance.

Efficient nearest neighbor search is implemented through a Locality-Sensitive
Hashing (LSH) technique, that leverages the min-hash signatures to compress
the relation instance representations into small signatures (i.e., to generate small
signatures from the set of all character quadgrams, prepositions, verb forms
in the past participle tense, infinitive forms of verbs, and relational patterns
occurring before-between, between, and between-after the relation operands),
at the same time preserving the expected similarity of any pair of instances.
This technique uses L different hash tables (i.e., L different MapDB2 persistent
storage units), each corresponding to an n-tuple from the min-hash signatures,
that we here refer to as a band. At classification time, we compute a min-hash
signature for a given target instance and then consider any pair that hashed to
the same bucket, for any of the min-hash bands, to be a candidate pair. We check
only the candidate pairs for similarity, using the complete min-hash signatures to
approximate the Jaccard similarity coefficient. This way, we avoid the pair-wise
similarity comparisons against all example instances, thus performing the kNN
classification in a efficient manner. Chapter 3 of the book by Rajaraman and
Ullman details the use of minwise hashing with LSH techniques, in applications
related to finding similar items [15].

A complete outline for the proposed method is therefore as follows: First, sets
of character quadgrams, prepositions, verb forms in the past participle tense, in-
finitive forms of verbs, and relational patterns, are extracted from the substrings
that occur before-between, between, and between-after the relation operands, for
each possible relation at each sentence from a given database of examples. Then,
a list of min-hashes are extracted from the sets generated in the first step. The
min-hashes are split into bands, and hashed into the L different hash tables.
At classification, when checking if a given binary relation, as expressed in some
sentence, is being described, we start by also extracting the same set of features,
from the substrings that occur before-between, between, and between-after two
named entities to be considered the relation operands. A min-hash signature is
then generated from this set of features. Relation instances, from the collection
of examples, with at least one identical LSH band, are considered as candidates,
and their Jaccard similarity coefficient towards the target instance is then esti-
mated, from the available min-hashes. The candidates are sorted according to
their similarity towards the target instance, and the most relevant relationship
type, computed with basis on the weighted votes from the top kNN most similar
instances, is returned as the identified semantic relationship type.

2 http://www.mapdb.org/

http://www.mapdb.org/
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Table 2. Statistical characterization of the considered datasets

SemEval Wikipedia AImed
Train Test Train Test Data

# Sentences 8,000 2,717 2,199 926 2,202
# Terms 137,593 46,873 49,721 20,656 75,878
# Relation classes 19 19 47 47 2
# Relation instances (except not-related/other) 6,590 2,263 15,963 6,386 1,000
# Nominals 16,001 5,434 5,468 2,258 4,084
Avg. sentence length (terms) 119.8 119.4 177.2 172.8 184.2
StDev. sentence length (terms) 45.0 44.4 104.5 100.1 98
Avg. instances/class 421 143 295.6 135.9 1,961.5
StDev. instances/class 317.5 105.5 1707.3 728.2 1,372.5
Max. instances/class (except not-related/other) 844 22 268 113 1,000
Min. instances/class 1 1 1 1 1,000

4 Experimental Validation

The minwise hashing method proposed semantic relation extraction was eval-
uated with three different document collections, from different domains, which
are commonly used as benchmarks for this problem.

A statistical characterization of the three datasets used in our experiments
is given in Table 2. The SemEval dataset3 consists of 10,717 sentences, anno-
tated according to 19 possible classes between two nominals in each sentence (
9 non-symmetric relations types, such as cause-effect or instrument-agency, plus
another label for denoting that no relationship is being expressed). The dataset
is relatively balanced between the classes, and is split into training and testing
subsets, with 8,000 instances for training and 2,717 for testing.

The Wikipedia dataset4 consists of paragraphs from 441Wikipedia pages, con-
taining annotations for 4,681 relation mentions of 53 different relation types like
job-title, birth-place, or political-affiliation. The dataset comes split into train-
ing and testing subsets, with about 70% of the paragraphs for testing, and the
remaining 30% for training. In the Wikipedia dataset, the distribution of the
examples per class is highly skewed: job-title is the most frequent relation (379
instances), whereas grandmother and discovered have just one example in the
dataset. Moreover, although the full dataset contains annotations to the 53 dif-
ferent semantic relationship types, only 46 types are included in both the training
and testing subsets, and still, of these 46 relation types, 14 of them have less than
10 examples. We therefore measured our results over a subset of 46 relationship
types. In the experiments with this Wikipedia dataset, we only considered the
problem of predicting the relationship type (i.e., classifying according to one
of the 46 semantic relationship types, or as other), and not according to the
direction of the relation. Of all the three datasets, this was the one that least
fitted our general approach for modeling the relationship extraction task, and
significant adaptations had to be made.

3 http://semeval2.fbk.eu/semeval2.php?location=tasks&taskid=11
4 http://cs.neiu.edu/~culotta/data/wikipedia.html

http://semeval2.fbk.eu/semeval2.php?location=tasks&taskid=11
http://cs.neiu.edu/~culotta/data/wikipedia.html
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Table 3. Results obtained with different configurations of the proposed method

Min 1 kNN 3 kNN 5 kNN 7 kNN
Dataset Hash P R F1 P R F1 P R F1 P R F1

SemEval
(18 classes)

200/25 0.662 0.622 0.641 0.683 0.642 0.662 0.698 0.652 0.674 0.698 0.637 0.666
200/50 0.662 0.621 0.640 0.683 0.643 0.662 0.698 0.651 0.673 0.698 0.636 0.666
400/25 0.664 0.636 0.650 0.685 0.668 0.676 0.708 0.672 0.690 0.691 0.667 0.679
400/50 0.663 0.635 0.649 0.684 0.664 0.674 0.708 0.674 0.690 0.694 0.670 0.682
600/25 0.657 0.631 0.644 0.677 0.660 0.669 0.697 0.674 0.685 0.695 0.660 0.677
600/50 0.657 0.631 0.644 0.676 0.658 0.667 0.699 0.678 0.688 0.694 0.664 0.678
800/25 0.654 0.630 0.642 0.675 0.656 0.665 0.694 0.662 0.678 0.696 0.658 0.677
800/50 0.654 0.632 0.643 0.677 0.658 0.667 0.698 0.665 0.681 0.696 0.658 0.676

Wikipedia
(46 classes)

200/25 0.410 0.336 0.369 0.434 0.335 0.378 0.439 0.310 0.363 0.489 0.323 0.389
200/50 0.409 0.336 0.369 0.435 0.336 0.379 0.440 0.310 0.364 0.489 0.321 0.387
400/25 0.453 0.350 0.394 0.472 0.354 0.405 0.507 0.348 0.413 0.485 0.323 0.388
400/50 0.450 0.349 0.393 0.468 0.354 0.403 0.503 0.350 0.412 0.509 0.328 0.399
600/25 0.419 0.344 0.378 0.439 0.352 0.391 0.492 0.364 0.419 0.522 0.365 0.430
600/50 0.419 0.343 0.377 0.444 0.354 0.394 0.485 0.353 0.408 0.532 0.353 0.425
800/20 0.416 0.344 0.377 0.431 0.348 0.385 0.493 0.351 0.410 0.513 0.343 0.411
800/50 0.419 0.345 0.378 0.433 0.350 0.387 0.515 0.346 0.414 0.517 0.338 0.409

AImed
(1 class)

200/25 0.405 0.545 0.465 0.430 0.509 0.466 0.480 0.484 0.482 0.507 0.460 0.482
200/50 0.405 0.545 0.465 0.430 0.509 0.466 0.480 0.484 0.482 0.507 0.460 0.482
400/25 0.420 0.589 0.491 0.451 0.554 0.497 0.481 0.524 0.501 0.516 0.502 0.509
400/50 0.420 0.588 0.490 0.455 0.561 0.502 0.484 0.529 0.505 0.519 0.505 0.512
600/25 0.409 0.605 0.488 0.445 0.571 0.500 0.475 0.529 0.500 0.511 0.513 0.512
600/50 0.409 0.605 0.488 0.445 0.571 0.500 0.475 0.530 0.501 0.511 0.513 0.512
800/25 0.416 0.613 0.496 0.453 0.595 0.514 0.481 0.547 0.512 0.490 0.512 0.501
800/50 0.418 0.614 0.498 0.454 0.596 0.515 0.482 0.545 0.511 0.489 0.514 0.501

Finally, the AImed corpus5 consists of 225 MEDLINE abstracts, 200 of which
describing interactions between human proteins. There are 4,084 protein refer-
ences and approximately 1,000 tagged interactions. In this data set there is no
distinction between genes and proteins, and the relations are symmetric and of
a single type. We relied on a 10-fold cross validation methodology in the exper-
iments with AImed, using the same splits as Mooney and Bunescu [4].

Using the three different datasets, we experimented with different parameters
for the minwise hashing-based scheme, namely by varying the number of nearest
neighbors that was considered (1, 3, 5 or 7), the size of the min-hash signatures
(200, 400, 600 or 800 integers) and the number of LSH bands (25 or 50 bands).
Notice that when using b bands of r rows each, the probability that the signatures
of two sets S1 and S2 agree in all the rows of at least one band, therefore becoming
a candidate pair, is 1−(1−J(S1, S2)

r)b. With 50 bands and a min-hash signature
of size 600, roughly one in 1000 pairs that are as high as 85% similar will fail to
become a candidate pair through the LSH method, and thus be a false negative.
With these parameters, instances with a similarity bellow 85% are also likely to
be discarded through the LSH method, which can contribute to the confidence
in a correct classification (i.e., we are also trading precision for recall, when
selecting the minwise hashing parameters).

As evaluation measures, we used macro-averaged precision, recall and F1-
scores over the relation labels, apart from the not-related/other labels. This cor-
responds to calculating macro-averaged scores over 18 classes in the case of the
SemEval dataset, over 46 classes in the case of the Wikipedia dataset, and we

5 ftp://ftp.cs.utexas.edu/pub/mooney/bio-data/

ftp://ftp.cs.utexas.edu/pub/mooney/bio-data/
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measured results over the single is-related class in the AImed dataset. Table 3
presents the obtained results, showing that using the 5 or the 7 nearest neighbors,
instead of just the most similar example, results in an increased performance for
the SemEval and Wikipedia datasets, while a better F1 score was obtained for
the AImed dataset when considering the 3 nearest training examples.

Table 4 presents per-class results in the case of the SemEval dataset, consid-
ering the configuration that achieved the best performance in the results from
Table 3 (i.e., a configuration using the 5 nearest neighbors, with a min-hash size
of 400, and with 50 bands in the LSH method). Besides the results on the regular
SemEval classification setting, involving relation types with direction, we also
present results in a setting that ignores the relation directions (i.e., considering
8 different relationship classes) as well as individual results for the class corre-
sponding to other-relations. The results show that some classes, such as cause-
effect are relatively easy to classify, whereas classes such as instrument-agency
are much harder. For the class corresponding to entity-destination(e1,e2), the
dataset only contains one instance for training and one instance for testing.

In terms of comparisons with the current state-of-the-art, the best partici-
pating system at the SemEval 2010 task achieved a performance of over 0.82 in
terms of the F1 metric, whereas the second best system reported an F1 score
of 0.77. The median F1 score was of 0.68, while our best F1 score was of 0.69.
Participating systems used a variety of methods and resources. For instance the
winning entry used Google’s n-gram collection and an approach that splits the
task into two classification steps (i.e., relationship type and direction), whereas
the second best participant used Cyc as a semantic resource. Almost all par-
ticipants used features derived from WordNet, Roget’s Taxonomy, or Levin’s
verb classes. In our approach, we used a simpler set of features common to dif-
ferent domains and mostly language independent: we only need POS tags for
computing some of the features, and POS tagging can be made efficiently and
accurately for most languages [14]. Comparing with other approaches over the
same datasets, our method is focused on addressing scalability, although still
attaining competitive results in terms of accuracy.

In the specific case of the AImed dataset, previous studies have mostly com-
pared different kernel-based methods, reporting F1 scores ranging from 0.26 to
0.60, with a common cross-validation methodology [1,17]. For instance the sub-
sequence kernel from Bunescu and Mooney achieves an F1 score of 0.54 [4],
while the all-dependency-paths kernel from Airola et al. achieves an F1 score of
0.56 [1]. Our min-hash approach has slightly inferior results, with an F1 score
of 0.52, but we argue that our method has advantages over kernel-approaches in
terms of simplicity, support for multi-class on-line learning, and scalability.

Our approach is significantly different from that of commonly used kernel-
based methods, which involve two main components. First, the linguistic struc-
tures, to be used within the kernels, have to be generated. Dependency parsers
can be about an order of magnitude faster than syntax parsers, on average tak-
ing 130 milliseconds per sentence on modern hardware. POS tagging is about
1.5 orders of magnitude faster than dependency parsing, on average taking 4
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Table 4. Results obtained for different relation classes in the SemEval dataset

Instances Asymmetrical Symmetrical
Relation Direction (train/test) Precision Recall F1 Precision Recall F1

Cause-Effect
(e1,e2) 344/134 0.843 0.843 0.843

0.798 0.902 0.847
(e2,e1) 659/194 0.735 0.902 0.810

Component-
Whole

(e1,e2) 470/162 0.572 0.759 0.653
0.628 0.670 0.648

(e2,e1) 150/129 0.609 0.520 0.561
Entity-
Destination

(e1,e2) 844/291 0.744 0.911 0.819
0.747 0.901 0.817

(e2,e1) 1/1 1.000 0.000 0.000

Entity-Origin
(e1,e2) 568/211 0.789 0.815 0.802

0.756 0.795 0.775
(e2,e1) 148/47 0.667 0.723 0.694

Product-
Producer

(e1,e2) 323/108 0.670 0.602 0.634
0.673 0.589 0.628

(e2,e1) 394/123 0.654 0.569 0.609
Member-
Collection

(e1,e2) 78/32 0.778 0.438 0.560
0.767 0.777 0.772

(e2,e1) 612/201 0.776 0.791 0.783

Message-Topic
(e1,e2) 490/210 0.751 0.733 0.742

0.778 0.778 0.778
(e2,e1) 144/51 0.750 0.706 0.727

Content-
Container

(e1,e2) 374/153 0.726 0.778 0.751
0.706 0.802 0.751

(e2,e1) 166/39 0.627 0.821 0.711
Instrument-
Agency

(e1,e2) 97/22 0.429 0.545 0.480
0.605 0.667 0.634

(e2,e1) 407/134 0.615 0.679 0.645
Other — 1410/454 — — — 0.442 0.293 0.352
Macro-average — — 0.708 0.674 0.690 0.718 0.764 0.740

milliseconds per sentence on modern hardware. Our method mostly relies on
character quadgrams, although we also used POS tags for improving accuracy.
Nonetheless, we avoid complex NLP operations associated with parsing the sen-
tences. Second, we have that the substructures used by the kernels have to be
determined, and the classifier has to be applied. Using the AImed dataset, Tikk
et al. reported on times of approximately 66.4 and 10.8 seconds, for training
and testing (i.e., without feature extraction) an SVM classifier using a shallow
linguistic kernel that is essentially a simplified version of the subsequence kernel
from Bunescu and Mooney [4], as well as times of approximately 4517.4 and
3.7 seconds from training and testing, using the all-paths-graph kernel [17]. In
our experiments, which were executed on modern hardware and using a single
core, it took us 172 seconds for processing all three stages (i.e., feature extrac-
tion, training and testing) with the SemEval 2010 dataset, when considering the
5 nearest neighbors, min-hash signatures of size 400, and 50 bands. Each fold
from the AImed dataset takes around 161 seconds to process considering the 3
nearest neighbors, min-hash signatures of size 800 and 50 bands.

Although a direct comparison against the current stat-of-the-art methods, in
terms of computational performance, cannot be made easily (i.e., this would re-
quire a common set of tools for performing feature extraction, as well as running
the implementations of the different algorithms on the same hardware and over
exactly the same datasets) we provide some detailed figures for the performance
of our method. The charts on Figure 1 present the processing times, in seconds,
that are separately involved in feature extraction from the training and testing
data, training (i.e., data indexing) and classification, for the different settings
represented in Table 3. In the case of the AImed dataset, the charts show the
average time over the 10 different folds.
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Fig. 1. Processing times, in seconds, for each dataset and configuration

The total processing time involved in each experiment naturally increases with
the size of the dataset being considered. The time taken to extract features is
independent of the LSH configuration being used, and the results indicate that
these values represent a significant amount of the total processing time that
is involved in each experiment. The results also show that the indexing times
increase significantly as the size of the min-hash signatures gets larger, since
more hash functions need to be computed, and more min-hash values have to
be stored and compared. Augmenting the number of bands in turn increases the
classification time, since the number of hash tables where we have to look for
candidate instances, and possibly also the number of candidates increases.

Figure 2a shows how the proposed method performs, in terms of processing
times, over the training phase and with an increasingly larger dataset, specif-
ically when considering 25%, 50%, 75% and 100% of the SemEval dataset. In
Figure 2b, the training was performed over the full SemEval training dataset,
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Fig. 2. Processing times with different partitions of the SemEval dataset
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and then the classification time was also measured for different partitions of the
test dataset. Both times were measured with the configuration that achieved the
best performance on SemEval, in terms of the F1 score – see Table 3. The time
taken to process the data, both for training and for classification, grows almost
linearly with the dataset size.

Besides simplicity, computational efficiency, and direct support for multi-class
classification, our method also has the advantage of being completely on-line,
since to consider new training examples, we only need to compute their min-
hash signatures and store them in the LSH hash tables.

5 Conclusions and Future Work

Through this work, we have empirically evaluated a min-hash based method
for fast extraction of semantic relationships from textual documents. We made
experiments with well known datasets from three different application domains,
showing that the task can be performed with high accuracy, using a simple
on-line method based on similarity search, that is also computationally efficient.

Despite the interesting results, there are also opportunities for improvement.
For instance, some of the state-of-the-art kernel methods for relation extraction
also explore similarity between graph-based representations for the relation in-
stances, derived from both lexical information and from constituency/dependency
parsing [13]. Recent studies have proposed minwise hashing methods for compar-
ing graphs [16], and it would be interesting to experiment with the application
of these methods in the task of relationship extraction from textual documents,
using richer graph-based representations for the relation instances. The pro-
posed approach for measuring similarity between relation instances, based on
the Jaccard similarity coefficient, could also be integrated into a general kernel-
based framework (i.e., an SVM classifier using a kernel function based on the
Jaccard similarity coefficient), and it would be interesting to see if supervised
learning methods could be used to discover weights for properly combining differ-
ent Jaccard similarity coefficients, computed for instance with basis on different
sub-strings surrounding the relation operands.

Since the seminal work of Broder on minwise hashing [2], there have also been
considerable theoretical and methodological developments in terms of the appli-
cation of minwise hashing techniques. For future work, we would like to exper-
iment with the b-bit minwise hashing approach presented by Li and König [12]
for improving storage efficiency on very large datasets, or with the extension
proposed by Chum et al. for approximating weighted set similarity measures [5].
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Abstract. Web application (WA) development has been fueled by the
definition and evolution of web application frameworks since late 90’s. In
parallel, Model Driven Web Engineering approaches have been defined
and successfully applied to reduce the effort of web application develop-
ment and reuse, fostering the independence of the implementation tech-
nology. Although they pursue similar objectives, both approaches have
lived and evolved separately. The work presented herein tries to reduce
the gap between them by defining a model-driven reverse engineering
process to generate a conceptual representation from a framework-based
legacy web application. This work is part of a bigger project, named
MIGRARIA, whose main goal is to define a model-driven moderniza-
tion process to obtain Rich Internet Aplications (RIAs) from legacy web
systems.

Keywords: Web Models Transformations, Reverse Engineering, Model-
Driven Web Engineering.

1 Introduction

The emergence of the software factory organizational model have favored the
massive adoption of development frameworks, well-known design patterns and
the definition of code conventions in order to organize the development of a
software product as a systematic factory process. Since late 90’s, widespread
language-specific web development frameworks (e.g. Struts1) have supported
most of the actual development of WAs. These frameworks are often strongly
tied to the programming-language level, increasing the complexity of its main-
tenance and evolution. Thus, such processes have been performed in an ad-hoc
manner, resulting in very expensive and error-prone tasks.
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gional Development Fund (ERDF).
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At the same time, within an academic context, Model DrivenWeb Engineering
(MDWE) approaches [8] have been defined to leverage model driven engineering
methods and techniques in the development of WAs. MDE fosters the definition
of languages in the problem space instead of the solution space. In the context of
WA development, MDWE approaches propose different specification languages
that share a main goal: independence of the implementation technology. The
rapid evolution of web-related implementation technologies supposes an impor-
tant issue in the development of WAs, but also in its maintenance and evolution.
MDWE approaches allow defining WAs in a declarative way by means of concep-
tual representations and provide code generation engines to tackle the constant
change of implementation technologies.

This work proposes an approach to approximate these two different worlds
of web application development. A model-driven reverse engineering process is
described. Such process defines the necessary activities, artifacts and tools to
generate a conceptual representation from a legacy web application developed
by means of a MVC2-based framework. As a model driven engineering process,
abstraction, reusability, automatization and replicability are key factors to con-
sider. In order to provide a detailed description, a concrete application scenario
has been specified. In this case, on the one hand, it is considered that the legacy
web application has been implemented by using a concrete set of frameworks
(Struts v1.3 and Hibernate v3.6), conventions (naming, configuration, etc.) and
design patterns (e.g. Data Access Object pattern). And, on the other hand,
WebML [2] has been selected as target conceptual representation. A case study
has been performed to validate the approach, the Conference Review System
(CRS). Obviously, the proposed process is described at a conceptual level and
different realizations are possible.

It also worths to mention that the work presented herein is part of a larger
research project, called MIGRARIA3, where a systematic and semi-automatic
process to modernize legacy non-model-based data-driven WAs into RIAs has
been defined. One of the leading ideas of this project is to use model driven
techniques and tools to deal with the complexity of extraction and interpreta-
tion processes. Inside this project and concerning the same motivation, some
preliminary works have been already published [6,7]. The work presented herein
supposes a major revision and extension of such works providing a comprehen-
sive reverse engineering process not limited to the navigational concern.

The rest of the paper is structured as follows. In Section 2 an overview of
the reverse engineering process is presented. Then, a detailed presentation of
the generation of the MIGRARIA MVC model is performed in Section 3. The
final transformation to WebML is introduced in Section 4. The related work
is discussed in Section 5. And, finally, main conclusions and future work are
outlined in Section 6.

2 Model View Controller Pattern
3 http://www.unex.es/eweb/migraria

http://www.unex.es/eweb/migraria
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2 Reverse Engineering Process

The main goal of this work consists on the extraction of conceptual models
from legacy WAs developed by means of web development frameworks based
on the MVC pattern. A specific model driven reverse engineering process has
been defined to fulfill that purpose. Common model-driven methods, techniques
and tools are utilized to define such process in a systematic, replicable and
reusable manner. Figure 1 describes the main steps of our model-driven reverse
engineering process. Such process is organized as a sequence of three steps:

1. Technology-dependent model extraction. First, model representations of the
software artifacts implementing the legacyWA are directly extracted bymeans
of text to model transformations defined from the grammars of the program-
ming languages involved to the metamodels of such grammars. The objective
of this first step is to provide a comprehensive representation of the legacyWA
in a format that can be uniformly processed by means of model driven tech-
niques and tools. That way, reverse engineering techniques, as static analysis,
can be performed as model queries or model transformations.

2. Conceptual MVC model generation. Within this work a specific language
has been defined to generate a conceptual representation of a legacy MVC-
based web application, the MIGRARIA MVC metamodel. This metamodel
has been designed based on the MVC pattern that constitutes the conceptual
foundation of a great number of web development frameworks. The objective
of this second step is to generate a conceptual representation of the legacy
WA based on MVC concepts and independent of implementation technol-
ogy platform details, such as the concrete development frameworks or the
programming languages used.

3. MVC to MDWE transformation. Most mature MDWE approaches provide
engineers with friendly concrete syntax and sound tools to assist the develop-
ment process. These features make them a very interesting target representa-
tion for our reverse engineering approach. The objective of this third step is
to obtain a conceptual representation of the legacy WA in a concrete MDWE
approach by defining a model to model transformation from the MVC model.
Most MDWE approaches provide models to define presentation, navigation
and data concerns in a conceptual point of view.

Fig. 1. Model-Driven Reverse Engineering
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3 MVC Model Generation

In order to generate a conceptual MVC-based representation of the legacy system
is necessary to define (1) a MVC metamodel for web applications and (2) the
generation process by means of model-to-model transformation rules.

3.1 MIGRARIA MVC Metamodel

According to the goal of the MIGRARIA project, defining a modernization pro-
cess framework for legacy web applications, a specific language has been defined
to generate a conceptual representation of a legacy MVC-based web application,
the MIGRARIA MVC metamodel.

Fig. 2. MIGRARIA MVC metamodel overview

This metamodel has been designed based on the Model-View-Controller pat-
tern that has become the conceptual foundation of a great number of web devel-
opment frameworks. In that sense, this metamodel specifies the main concepts
of the development of a web application arranged in the three main components
of the MVC pattern: Model, View and Controller. Figure 2 presents an excerpt
of the MIGRARIA MVC model focusing on the main elements of each com-
ponent. The Model package provide elements to represent data objects, their
attributes, their relationships and the operations defined over them. The View
package provide elements to represent pages, as main containers, and presen-
tation objects and requests, as main contents. Presentation objects, basically,
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have a set of attributes, can indicate data input or data output and can be
presented individually or inside a collection. Meanwhile, requests are character-
ized by their parameters and path and define connection points with controller
elements by means of the request-handler association. The Controller package
provides elements to represent request handlers (ControlFlow), their mappings
defined between presentation and data objects, their response defining a relation-
ship with the target page element, and the sequence of operation calls performed
to execute the requested action or to fetch the requested data. This metamodel
is a comprehensive revision and extension of previous work [7].

3.2 MIGRARIA MVC Model Generation

The generation process is accomplished in three sequential steps, one for each
package defined by MVC metamodel. First, all the interesting information re-
lated with data schema and data operations is collected in the model representing
the Model component of the legacy system. Second, all the information concern-
ing web pages composition and interaction is gathered in the model representing
its View component. Those two models are generated independently of each
other. And finally, all the information related to request handling and operation
execution is collected by the model representing its Controller component. This
last model plays a fundamental role and connects the former ones by defining
mappings and relationships between them.

Figure 3 presents an example of a create operation. In this case, at the top, an
excerpt of the author submission page from the CRS case study is shown that
is basically composed by a HTML form allowing to specify the title, abstract,
subjects and track of the paper to submit. As it can be observed, the form
contains a pair of input text controls and a pair of select controls. The JSP
producing the submission page is analyzed to get its presentation objects and
requests. The product of that analysis is the page PaperCreate of the View model.
This model element is composed of an input presentation object (HTML form)
that contains a pair of data presentation attributes (input text) and a pair of
dataset presentation attributes (select) representing corresponding form controls.
Two presentation collections are also composing such view. Each one allows
specifying the set of elements populating each dataset presentation attribute, i.e.
the data for the select control forms. And the view also contains the specification
of the request new that represents the submission of the form and references to
the input presentation object paperForm by means of its submit attribute.

As a basic common pattern, at least, two different controllers are related to
a concrete view, one populating its objects and collections and the other one
handling the request generated from the view. In this case, the controller Pa-
perPopulateCreateAction specifies the data operations called (trackDAO.getAll
and subjectDAO.getAll) and the mappings defined to fetch the data for every
dataset presentation attribute of the presentation object paperForm. The map-
pings define the relation between the controller instances storing the return of
the operation calls (tracks, subjects) and the corresponding presentation collec-
tions defined in the view (tracks and subjects). Meanwhile, the second controller,
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Fig. 3. MIGRARIA MVC model of paper creation (new submission)

PaperCreateAction, is responsible of handling the request new. A controller that
receives a presentation object as input defines a controller instance to define the
mapping. In the example, the controller instance paper is defined as an instance
of the data object Paper and a mapping is established between that instance and
the input presentation object paperForm. The mapping attributes allow defin-
ing finer grain mappings. In this case, on the one hand, the data presentation
attributes of the input presentation object are mapped to the corresponding at-
tributes of the data object paper referenced by the controller instance paper. And
on the other hand, the dataset presentation attributes are both mapped to two
different controller instances: one to store the track id selected and the other one
to store the ids of the selected subjects. Those instances are used as parameters
of data operation calls to fetch the data objects for those ids (trackDAO.get and
subjectDAO.get). The returned data objects are stored on controller instances
(tracks and subjects) and passed again as parameters of data operation calls
to associate them with the instance paper representing the object in creation.
Finally, the last data operation call of the sequence represents the creation of a
new Paper object from the controller instance paper (paperDAO.create).

Additionally, controllers specify their response by means of a response el-
ement. This response element may have two different types, page or control,
indicating whether the controller returns directly a view or delegates the control
to another handler to generate the response view. Figure 3 presents both types
of response. The page response is used by the controller that fetches the data
to populate the paperCreate view, whilst the control response is used by the
controller that handles the create operation to delegate the generation of the
response view in another controller (paperListAction).
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4 WebML Model Transformation

In this work, we have selected WebML as target MDWE approach because of its
well-known syntax and professional development tools. For the sake of brevity,
just an illustrative example of the generation of the hypertext model is presented
in this work.

Figure 4 presents the elements generated to model the creation of a paper (a
new submission) from the MVC model of Figure 3. The main structure of this
model is conformed by the following elements:

– A page, named paperCreate, as main container, representing the author sub-
mission page.

– An Entry Unit, named EU Paper, representing the HTML form to input the
submission data.

– Two Selector Units, named SU Subjects and SU Tracks, representing the
select controls of the HTML form.

– A Create Unit, named CU Paper, representing the creation of a new data
object paper.

– A Connect Unit, named CU PaperSubjects, representing the association be-
tween the new paper and the selected conference subjects.

– And four links to connect every unit correspondingly.

As expected, the organization of these elements resemble the controller-view-
controller pattern aforementioned. In this example, the controller responsible of
populating the objects of the response view is transformed in the two selector
units shown. Meanwhile the controller responsible of handling the request is
modeled as the operation units presented.

A selector unit is then derived from the following pattern in a MVC model: an
output object presentation collection used by a dataset presentation attribute
of an input presentation object. In our example, the page PaperCreate contains
the input presentation object paperForm with the dataset attribute subjects
connected to the presentation collection subjects. Once identified the selector
unit, it is necessary to find which data should be fetched by this unit. Such
information may be extracted from the mapping defined in the controller between
the collection and the instance storing the dataset resulting. That instance makes
a reference to the data object from the Model defining its type. As a data
object corresponds to a WebML entity, the selector unit entity is defined by the
referenced data object.

Accordingly, an input presentation object is transformed into a entry unit. In
the example, the entry unit EU Paper is generated from the input presentation
object paperForm. And it is located inside the WebML page generated from the
MVC page PaperCreate. Every data presentation attribute of the input object is
transformed in a field element of the entry unit. While every dataset presenta-
tion attribute generates a selectionField of the entry unit. In case the attribute
multiSelect is set in a dataset attribute the generation process produces a multi-
SelectionField instead of a selectionField. The attributes of a MVC presentation
object may indicate its value must be hidden, such information may be specified
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in the fields of a WebML entry unit. Additionally, the requests defined over an
input presentation object are mapped to normal links connecting the entry unit
with the corresponding operation unit. And the parameter mapping is gener-
ated from the attribute mappings defined for the input object in the controller
handling the request. Figure 4 presents EU Paper properties to show those at-
tribute and request transformations. Additionally, a transport link is generated
between a selector unit and a (multi)selectionField of an entry unit, when the
aforementioned selector-unit pattern appears in the controller populating the
page containing the input presentation object (entry unit). Figure 4 presents
the properties of the transport link SU Subjects-EU Paper, illustrating how one
of the attributes of the presentation object (collection item) is marked as output
(id) and the other one as label.

Fig. 4. WebML create operation

Concerning the WebML operation units, they are derived from the opera-
tion call sequence of a MVC controller. A MVC data operation call indicates a
reference to an operation defined within a concrete data object. The operation
type is used to identify the kind of operation unit to generate (create, update
or delete). And the data object indicates the entity of the operation unit. In
the example, the data operation call paperDAO.create is transformed into the
create unit CU Paper. And an OK link is created to connect such operation
with the next one. In this case, the connect operation unit CU PaperSubjects.
A connect operation unit is then derived from an operation call referencing a
data operation which represents a manytomany relation between two different
data objects. In the example, the data operation call paperDAO.setSubjects is
converted to the connect unit CU PaperSubjects. The associated transport link
stems from the controller instance passed as parameter to that call operation.

Finally, it worths to mention that similar rules have been defined to generate
the other CRUD operations. Practically the complete set of WebML core units
are fully supported in this transformation process.
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5 Related Work

Web Application information extraction has been traditionally performed by
reverse engineering techniques [4]. Most approaches presented in that survey
propose strategies of static analysis taking just web pages as input of the extrac-
tion process. They treat the legacy system as a black box and focus on analyzing
its output (HTML pages). Meanwhile, the approach presented herein propose
to extract the information concealed in the source code of the legacy system
by means of static analysis. The majority of them are not conceived as model-
driven approaches and pursue other aims that the generation of a conceptual
representation.

[3][1] propose a model-driven process to generate a conceptual representation
of a web application by using Ubiquitous Web Application (UWA) approach. But
they also apply static analysis to the web application output not considering the
system source code. That approach generates directly the final model without
intermediate representations.

[5] proposes a reverse engineering process to obtain a WebML representation
from a legacy PHP web shop application based on static code analysis. First, the
source application is refactored to obtain a MVC version of it. Next, a code to
model transformation into an intermediate model of the MVC web application
is carried out. The last step is a model to model transformation from the the
MVC model into a WebML model. Both approaches share the definition of a
MVC metamodel and the transformation proccess to derive a WebML model
from a MVC model. However, in our opinion, our MVC metamodel represents
more accurately the general concepts defined by mainstream MVC-based web
application frameworks, meanwhile the MVC metamodel proposed by the au-
thors is closer to WebML schema. We then consider our approach provides a
higher degree of reutilization.

6 Conclusions and Future Work

This work tackles an important part of the modernization process defined within
the MIGRARIA project which faces the evolution of the presentation of a legacy
web system towards a Web 2.0 new RIA client. In this paper we have focused
on the reverse engineering process defined to extract and represent the relevant
information from the legacy system. Its main activities have been detailed and
organized into three main steps: i) the extraction of technology-dependent in-
formation from the legacy system; ii) the generation of a model conformed to
our MVC metamodel and iii) the projection of this model towards a MDWE
approach, in our case WebML. For the first step, the MoDisco discoverers have
been extended to enable the extraction of MVC-frameworks specific semantics,
e.g. Struts.The second step was accomplished by defining a new language, MI-
GRARIA MVC metamodel, instead of using one of the ripe existing MDWE
approaches [8] cause most of them are designed to be used within a forward
engineering process. They are conceived from a conceptual point of view which
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usually does not fit properly with the information extracted by means of a re-
verse engineering process. The projection to WebML is carried out by means of
model-to-model transformations (MVC-to-WebML) that consider patterns iden-
tified in the MVC model to generate not only the navigational information of
the system but also the existing CRUD operations into the WebML one. Then,
the methods and tools of a concrete MDWE approach may leverage our latest
modernization steps.

As main lines for future work we consider the following: (1) dealing with
technology and code convention variability by means of transformation rules
generation or adaptation techniques; (2) applying the approach to real legacy
systems; and (3) improving the tool support of the reverse engineering process
to simplify the engineer’s decision making.
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Abstract. Existing academic search systems like Google Scholar usually return 
a long list of scientific articles for a given research domain or topic (e.g. “doc-
ument summarization”, “information extraction”), and users need to read vo-
lumes of articles to get some ideas of the research progress for a domain, which 
is very tedious and time-consuming. In this paper, we propose a novel system 
called AKMiner (Academic Knowledge Miner) to automatically mine useful 
knowledge from the articles in a specific domain, and then visually present the 
knowledge graph to users. Our system consists of two major components: a) the 
extraction module which extracts academic concepts and relations jointly based 
on Markov Logic Network, and b) the visualization module which generates 
knowledge graphs, including concept-cloud graphs and concept relation graphs. 
Experimental results demonstrate the effectiveness of each component of our 
proposed system. 

Keywords: Knowledge graph generation, academic knowledge extraction,  
academic literature mining, Markov logic, AKMiner. 

1 Introduction 

Academic literatures offer scientific researchers knowledge about current academic 
progress as well as history in a specific research domain (e.g. “document summariza-
tion”, “information extraction”). By reading scientific literatures, the beginners grasp 
basic knowledge of a research domain before in-depth study, and experienced re-
searchers conveniently obtain the information of recent significant progress. However, 
relevant academic information is usually overloaded, and researchers often find an 
overwhelming number of publications of interests. Digital libraries offer various data-
base querying tools, and Internet search companies have developed academic search 
engines. Typical academic search engines like Google Scholar, Microsoft Academic 
Search and CiteSeer, all achieve good retrieval performance. 

However, most of the academic search systems simply return a list of relevant ar-
ticles by matching keywords or author’s information. Usually, there are quite a lot of 
articles for a specific topic, and it is hard for researchers to have a quick glimpse on 
the whole structure of knowledge, especially for the beginners.  
                                                           
* Corresponding author. 
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Another way to catch the development of a research domain or topic is to read re-
view papers, such as survey papers published in ACM Computing Surveys every 
year. However, there are usually only a few high-quality review papers available for 
most research domains. Besides, the publishing cycle of review papers is relatively 
long, compared to fast updating of research achievements. Moreover, review papers 
are usually very long, and the knowledge is embedded in texts, which often fails to 
show the knowledge structure visually and vividly. 

To help researchers relieve the burden of tedious paper reading, and acquire infor-
mation about the recent achievements and developments quickly, we propose a novel 
system called AKMiner (Academic Knowledge Miner) to extract academic concepts 
and relations from academic literatures and generate knowledge graphs for a given 
research domain or topic. Hence, researchers can quickly get a basic vision of a re-
search domain and learn the latest achievements and developments directly.  

Our AKMiner system consists of two phases: a) extraction of academic concepts 
and relations, and b) academic knowledge graph generation. For the first step, Markov 
Logic Network (MLN) is applied to build a joint model for extracting academic con-
cepts and their relations from literatures simultaneously. A concept cloud graph and a 
concept relation graph are then generated to visually present domain-specific concepts 
and relations, respectively. For concept cloud graph generation, the PageRank algo-
rithm [19] is applied to calculate the importance scores of different concepts in a  
domain. The more important a concept is, the bigger it is displayed in the graphs. 
Experiments are conducted on datasets in four domains, and the training data and test 
data are from different domains. Evaluation results show that our proposed approach 
is more effective than several baseline methods (e.g. support vector machine (SVM), 
conditional random fields (CRF), C-Value) for knowledge extraction. Case studies 
show several good characteristics of the generated knowledge graphs. 

The contributions of our study are summarized as follows: 

• We propose a novel AKMiner system to mine knowledge graphs for a research 
domain, which can be used for enhancing existing academic search systems. 

• We propose a joint model based on Markov Logic Network to extract academic 
concepts and their relations. 

Experimental results on four datasets and cases of knowledge graphs show the  
effectiveness of our proposed system. 

2 Related Works 

2.1 Information Extraction 

Information extraction (IE) techniques have been widely investigated for various 
purposes in the text mining and natural language processing fields. Typical IE tasks 
include named entity recognition (NER), relation detection and classification, and 
event detection and classification. State-of-the-art NER systems usually formulate 
NER as a sequence labeling problem, and employ various discriminative structured 
prediction models (e.g. hidden Markov model, maximum-entropy Markov model, 
CRF) to resolve it. Relation detection and classification aims to extract relations 
among entities and classify them into different categories. Many statistical techniques 
have been investigated to predict entity relations such as [32]. Recently, joint models 
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have been proposed to extract entities and relations simultaneously [20], [21], which 
achieve superior performance to pipeline models. Event detection and classification 
aims to mine significant events and group them into relevant topics, benefiting more 
discussions and comparisons within and crossing topics. 

Term extraction or terminology extraction is a subtask of information extraction, 
which aims to extract multi-word expressions from a large corpus. Different metho-
dologies for automatic term extraction have been investigated, including linguistic, 
statistical and hybrid approaches [5]. Linguistic approaches basically identify terms 
by using some heuristic rules or patterns [8]. Statistical approaches usually rank can-
didate terms according to a criterion, which is able to distinguish among true and false 
terms and give higher confidence to the better terms [3], [7], [10]. Hybrid approaches 
usually combine linguistic and statistical approaches into a two-stage framework [7], 
[15]. Keyphrase extraction is a very similar task with term extraction. Most keyphrase 
extraction methods first extract candidate phrases with natural language processing 
techniques, and then rank the candidate phrases and select the final keyphrases with 
supervised or unsupervised algorithms [14], [18], [30]. 

2.2 Academic Literature Mining 

In recent years, various text mining techniques have been investigated in the academic 
domain. Such techniques include metadata extraction [11], [13], paper summarization 
[1], [23], survey generation [2], [23], [31], literature search [9], [17], paper recom-
mendation [28], and trend visualization [6], [25], [29]. In particular, [29] extracts 
elemental technologies through the structure of research paper’s title and analyzes 
technical trend in any research fields.  [6] reports an effort to integrate statistics, text 
analytics, and visualization in a multiple coordinated window environment to support 
rapid understanding of scientific paper collections. [25] creates metro maps using 
metrics of influence, coverage, and connectivity for scientific literature, and shows 
the relations between papers. However, they all do not present fine-grained know-
ledge structure from paper content directly. 

2.3 Markov Logic Networks 

MLN is a powerful representation for statistical relational learning, and it has been 
applied in a few tasks in the area of information extraction. For example, [2] uses 
Markov Logic Network to extract database records from text or semi-structured 
sources. [26] proposes a system utilizing MLN for entity resolution, and [22] imple-
ments it into joint unsupervised coreference resolution. Besides, [27] uses MLN to 
discover social relationships in consumer photo collections.  

3 Overview 

3.1 System Overview 

The purpose of our AKMiner system is to generate knowledge graphs for academic 
domains, which is useful for researchers to get useful information quickly and  
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visually. Given a set of literatures 
in a specific domain, academic 
knowledge graphs can be built 
through the flow in Figure 1. 

The framework of our pro-
posed system consists of two 
main procedures: a) the extrac-
tion module which extracts aca-
demic concepts and relations, and 
b) the visualization module which 
visualizes knowledge graphs. 
Prior to the two main procedures, 
a preprocessing step is taken, as 
described in Section 6. To make 
inputs for MLN, we use a chunk-
ing tool to get noun phrases 
(NPs) from academic literatures 
and build the candidate set by 
some preprocessing. Then, we extract useful academic concepts and relations among 
them with our proposed joint model. Finally, knowledge graphs, including concept-
cloud graph and concept relation graph, are generated based on the extracted concepts 
and relations. 

3.2 Definition of Concepts and Relations 

In this section, we define academic concepts and relations used in our system. To 
describe an academic domain, we often present the main tasks in the domain, and 
summarize the main methods applied to solve the tasks. Hence, in this study, we focus 
on two kinds of academic concepts: Task and Method. 

The Task concepts are specific problems to be solved in academic literatures, in-
cluding all concepts related to tasks, subtasks, problems and projects, like “machine 
translation”, “document summarization”, “query-focused summarization”, etc. 

The Method concepts are defined as ways to solve specific Tasks, including all 
concepts describing algorithms, techniques, models, tools and so on, like “Markov 
logic”, “CRFs”, “heuristic-based algorithm”, and “XML-based tool”. 

The relations extracted by our system include two kinds of relations:  the relations 
between the two kinds of academic concepts (i.e. Method-Task relations), and the 
relations within the same kind of academic concepts (i.e. Method-Method relations 
and Task-Task relations). The first kind of relations are formed when a Method is 
applied to a referred Task (e.g., “extractive method” for “document summarization”). 
The latter  kind of relations between Methods or between Tasks are formed by  de-
pendency, evolution and enhancements (e.g., “Markov model” and “hidden Markov 
model”, “single document summarization” and “multi-document summarization”). 

Texts  

Extraction of concepts 
and relations by MLN 

Visualization

Domain-specific 
literatures

Preprocessing 

NPs 

Concept-cloud graph 

Concepts and Relations 

Concept relation graph 

Fig. 1. Framework of AKMiner system 
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4 Markov Logic Networks 

Markov Logic Network (MLN) [24] is a probabilistic logic model which combines 
the idea of Markov network with first-order logic. A first-order knowledge base (KB) 
is a set of formulas in first-order logic, in which the predicates and functions are used 
to describe properties and relations among the objects. Particularly, a function (e.g., 
Anna = MotherOf(Bob)) represents a mapping from objects to objects, while a predi-
cate represents relations among objects or some attributes (e.g., Friends(Jim, Bob)).  
In a first-order KB, if a case violates even one formula, it has zero probability. 

The basic idea of Markov logic is to soften these hard constraints with associated 
weights, so that they can be violated with some penalty.  

Formally, a Markov Logic Network L is a set of pairs (Fi, wi), where Fi, is a formu-
la in first-order logic, and wi is the weight of formula Fi. A Markov Logic Network 
specifies a probability distribution over the set of possible worlds ߯ as follows, ܲ(ܺ = (ݔ = 1ܼ · ݌ݔ݁ ൭෍ ௜ݓ · ݊௜(ݔ)௜ ൱ 

where ݊௜(ݔ) is the number of true groundings of Fi in possible worlds ߯, and Z is the 
normalization constant, given by ܼ = ∑ ∑)݌ݔ݁ ௜ݓ · ݊௜(ݔ)௜ )௫ఢఞ . 

5 MLN for Extraction of Concepts and Relations 

In this section, we describe the construction of Markov Logic Network for concepts 
and relations extraction from academic literatures. Particularly, the attributes and 
relations of concepts are represented by predicates, and rules impose certain con-
straints over those predicates. We now describe our proposed approach in detail. 

5.1 Concepts and Predicates 

Our goal is to extract Method and Task concepts. For sake of predicates formulation, 
we add another kind of concepts, Other concept, not belonging to Method nor Task. 

We define two kinds of predicates: query predicates and evidence predicates. The 
values of query predicates are unknown and need to be inferred. Here, the query pre-
dicates are the categories of concepts and the relations between them, including: 

• Method(concept): It indicates that the concept is a Method. 
• Task(concept): It indicates that the concept describes a Task. 
• Relation(concept1,concept2): It indicates that there is a relation between a Method 

and a Task. The first concept is a Method and the second one is a Task. 
• Relation_m(concept1,concept2): It indicates a relation between two Methods. 
• Relation_t(concept1,concept2): It indicates a relation between two Tasks. 

The evidence predicates can be any features extracted from the inputs, and the  
values of them are already known. We represent the evidence predicates as follows: 

• Key_m(concept): A concept contains a keyword related to Method concept. For 
example, “graph-based method” contains Method related keyword “method”. 

• Key_t(concept): A concept contains a keyword related to Task concept.  
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• Key_m_outside(concept): A keyword related to Method is detected around the 
concept in a text. For example, in the text “… we apply CRF in sequence annota-
tion …”, the keyword “apply” appears before concept “CRF”. 

• Key_t_outside(concept): A keyword related to Task is detected around the concept 
in a text. For example, the keywords “task of” occurs before Task concept “paper 
summarization” in the text “… task of paper summarization …”. 

• Neighbor(concept1,concept2): Two concepts appearing closely are neighbors. We 
define “closely” within three sentences in our experiments. 

• Contain(concept1,concept2): This predicate is true only in two cases. One is that 
concept c1 only contains one more suffix than concept c2, such as “CRF model” and 
“CRF”. Another case is that the last words of two concepts are the same, such as 
concept “single document summarization” and “document summarization”. 

• Apposition(concept1,concept2): It indicates that the concepts are appositional in a 
text. We define the appositional format as “concept1 and (or) concept2”. 

Note that in our experiments, all the keywords are collected and summarized ma-
nually. We investigate through reading numerous articles and collect four lists of 
keywords for Key_m, Key_t, Key_m_outside and Key_t_outside, respectively. The 
keywords for Key_m/t only contain nouns (17 words for Method, and 10 for Task), 
such as “algorithm”, “method”, “model” for Method, and “project”, “problem” for 
Task. The keywords for Key_m/t_outside contain nouns and verbs (60 for Method and 
31 for Task), such as “propose”, “present”, “describe”, etc. These keywords are inde-
pendent of domains, and can be utilized in any domains. 

5.2 Rules in MLN 

Hard Rules 
Hard rules describe the hard constraints that should always hold true. These rules are 
given a prior weight larger than other rules. 

Non-overlapping Rules 
We make the rule that three categories of concepts (Task, Method and Other) do not 
overlap. That is to say, a concept only belongs to one of the categories.  ܶܽ݇ݏ(ܿ) ֜ ! (ܿ)݀݋݄ݐ݁ܯ ר ! (ܿ)݀݋݄ݐ݁ܯ (1) (ܿ)ݎ݄݁ݐܱ ֜ ! (ܿ)݇ݏܽܶ ר ! (ܿ)ݎ݄݁ݐܱ (2) (ܿ)ݎ݄݁ݐܱ ֜ ! (ܿ)݇ݏܽܶ ר !  (3) (ܿ)݀݋݄ݐ݁ܯ

Rules from Definition.  
These rules are from the definition of three query predicates indicating relations. ܴ݈݁ܽ݊݋݅ݐ(ܿଵ, ܿଶ) ֜ (ଵܿ)݀݋݄ݐ݁ܯ ר ,ଵܿ)݉_݊݋݅ݐ݈ܴܽ݁ (4) (ଶܿ)݇ݏܽܶ ܿଶ) ֜ (ଵܿ)݀݋݄ݐ݁ܯ ר ,ଵܿ)ݐ_݊݋݅ݐ݈ܴܽ݁ (5) (ଶܿ)݀݋݄ݐ݁ܯ ܿଶ) ֜ (ଵܿ)݇ݏܽܶ ר  (6) (ଶܿ)݇ݏܽܶ

Soft Rules 
These rules describe constraints that we expect to be usually true, but not all the time.  
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Neighbor-based Rules  
We assume that two neighbor concepts probably have a relation.  ݄ܾܰ݁݅݃ݎ݋(ܿଵ, ܿଶ) ר (ଵܿ)݀݋݄ݐ݁ܯ ר (ଶܿ)݇ݏܽܶ ֜ ,ଵܿ)݊݋݅ݐ݈ܴܽ݁ ܿଶ) (7) ݄ܾܰ݁݅݃ݎ݋(ܿଵ, ܿଶ) ר (ଵܿ)݀݋݄ݐ݁ܯ ר (ଶܿ)݀݋݄ݐ݁ܯ ֜ ,ଵܿ)݉_݊݋݅ݐ݈ܴܽ݁ ܿଶ) (8) ݄ܾܰ݁݅݃ݎ݋(ܿଵ, ܿଶ) ר (ଵܿ)݇ݏܽܶ ר (ଶܿ)݇ݏܽܶ ֜ ,ଵܿ)ݐ_݊݋݅ݐ݈ܴܽ݁ ܿଶ) (9) 

Keyword-based Rules 
We consider keywords as important clues to extract academic concepts. For example, 
a concept with the word “algorithm” as suffix is probably a Method, and a concept 
with “problem” as suffix is likely to be a Task. But sometimes this rule is not true. For 
instance, “efficient method” is not a useful concept. So keyword-based rules are soft.  ݕ݁ܭ_݉(ܿ) ֜ (ܿ)ݐ_ݕ݁ܭ (10) (ܿ)݀݋݄ݐ݁ܯ ֜  (11) (ܿ)݇ݏܽܶ

In addition, the words around concept phrases also offer much useful information, 
such as the words “propose”, “demonstrate”, and “present”. A concept with this kind 
of keywords appearing around probably belongs to the related concept category. The 
rules are as follows. ݁݀݅ݏݐݑ݋_݉_ݕ݁ܭ(ܿ) ֜ (ܿ)݁݀݅ݏݐݑ݋_ݐ_ݕ݁ܭ (12) (ܿ)݀݋݄ݐ݁ܯ ֜  (13) (ܿ)݇ݏܽܶ

Containing-based Rules  
From texts, we find that if the predicate Contain (c1, c2) is true, c1 likely contains 
more modifiers than c2. If c1 is a Task, c2 tends to be a Task, too. For example, Con-tain(“Spanisah to English MT”, “MT”) ^ Task(“Chinese to English MT”)  ֜ Task(“MT”). In this case, c1 helps to determine the category of c2. But if c1 is a Me-
thod, we cannot perform the inference. For example: Contain(“phrase-based MT”, 
“MT” ) ^ Method( “phrase-based MT”) ֙ Method(“MT”). 

However, if c2 is a Method concept, c1 is probably a Method concept. For instance, Contain (“Hidden Markov model”, “Markov model”) ^ Method (“Markov mod-el”) => Method (“Hidden Markov model”). On the other hand, if c2 is a Task con-
cept, the inference is unreasonable. For example, Contain (“phrase-based statistical machine translation”, “machine translation”) ^ Task (“machine translation”) ֙ Task (“phrase-based statistical machine translation”). In all, we have the for-
mulas below. ݊݅ܽݐ݊݋ܥ(ܿଵ, ܿଶ) ר (ଵܿ)݇ݏܽܶ ֜ ,ଵܿ)݊݅ܽݐ݊݋ܥ (14) (ଶܿ)݇ݏܽܶ ܿଶ) ר (ଶܿ)݀݋݄ݐ݁ܯ ֜  (15) (ଵܿ)݀݋݄ݐ݁ܯ

Apposition Rules  
Apposition information can also be used for extraction of concepts. Given the predi-
cate Apposition (c1, c2), we add a rule that if two concepts are appositive, they likely 
belong to the same category. The rule is built below: ݊݋݅ݐ݅ݏ݋݌݌ܣ(ܿଵ, ܿଶ) ֜ ൫݀݋݄ݐ݁ܯ(ܿଵ) ר ൯(ଶܿ)݀݋݄ݐ݁ܯ (ଵܿ)݇ݏ൫ܶܽ  ש ר ൯(ଶܿ)݇ݏܽܶ ש ൫ܱݎ݄݁ݐ(ܿଵ) ר  ൯ (16)(ଶܿ)ݎ݄݁ݐܱ

Actually, keyword-based rules are the basic rules to recognize concepts, and contain-
ing-based and apposition rules help to detect some missing concepts (e.g. conditional 
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random fields) and correct some wrong judgments, so that the concept extraction is 
more complete.  

Transitivity Rules  
Actually, some useful concept pairs may fail to be extracted, so we apply transitivity 
in relation inference. It is supposed that if c1 and c2 have a relation, while c2 and c3 
have a relation, and then concept c1 and c3 potentially have a relation. However, the 
precondition is that they are in the same category. Relations between Task and Me-
thod are not assumed to have transitivity. The rules are represented below: ܴ݈݁ܽ݊݋݅ݐ_݉(ܿଵ, ܿଶ) ר ,ଶܿ)݉_݊݋݅ݐ݈ܴܽ݁ ܿଷ) ֜ ,ଵܿ)݉_݊݋݅ݐ݈ܴܽ݁ ܿଷ) (17) ܴ݈݁ܽݐ_݊݋݅ݐ(ܿଵ, ܿଶ) ר ,ଶܿ)ݐ_݊݋݅ݐ݈ܴܽ݁ ܿଷ) ֜ ,ଵܿ)ݐ_݊݋݅ݐ݈ܴܽ݁ ܿଷ) (18) 

6 Empirical Evaluation 

6.1 Evaluation Setup 

Dataset and Evaluation Metrics 
Our goal is to automatically extract useful knowledge from a set of literatures in a 
specific domain1. Since there exist many different research domains and new research 
domains emerge rapidly, it is impossible to label training data on each domain in 
practice. Therefore, experiments will be performed on a cross-domain setting, i.e. the 
training data and the test data are from different domains. To build the datasets, we 
collect 200 literature articles from the ACL corpus2 on 4 domains in the field of natu-
ral language processing: “Statistical Machine Translation” (SMT), “Document Sum-
marization” (DS), “Sentiment Analysis and Opinion Mining” (SAOM) and “Refer-
ence Resolution” (RR), and each domain contains 50 literature articles. We use ar-
ticles from ACL corpus because they are well formatted, with pages about 7 to 10, 
and the text edition is conveniently available on the Internet. In our experiments, only 
the title, abstract, introduction and related work sections are extracted and used, be-
cause these sections have covered most concepts and relations in literature articles. 
Besides, the other text sections, such as approach and experiments, often contain 
much noise, like equations, figures and tables. Therefore, we only focus on partial 
texts of the literatures in this study. We read the texts and manually label the concepts 
and their relations. In our supervised experiments, we use the labeled data from three 
domains as training set, and use the labeled data from the remaining one domain as 
test set. Therefore, four-fold validation are conducted. We calculate the Precision (P), 
Recall (R) and F-measure (F) values to measure the performance of extractions. 

Data Preprocessing 
Considering that a concept is usually a noun phrase, we first use a noun phrase  
(NP) chunking tool - the StanfordNLP toolkit3 to get all NPs from literature texts. 

                                                           
1 The size of the literature set in a domain can range from several to thousands.  
2 http://www.acl.org/  The datasets used will be published on our website. 
3 http://nlp.stanford.edu/ 
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The initial NP set contains many useless phrases, such as “we”, “this paper”, “future 
work”, etc. So we build a  simple filter to filter out  some NPs by using several lin-
guistic rules, and also collect a “stop words” list to abandon some useless NPs or 
some useless words in NPs, such as “some”, “many”, “efficient”, “general”, etc. In 
addition, too long or too short NPs are also excluded. 

Baselines  
To verify the performance of our proposed joint model, we develop three baseline 
methods (CRF model, SVM classifier, and C-Value method) for concept extraction 
and a baseline method (SVM classifier) for relation extraction. 

The CRF model [16] can be used to extract academic concepts in literatures. To 
make training data for the CRF model, we search the labeled concepts in the litera-
tures and mark the occurrences of the concepts. If one concept occurs in a literature, 
each word covered by the concept phrase will be labeled with relevant tags (T, M). 
The other words are marked with irrelevant tag (O). When two concept phrases are 
overlapping, such as “machine translation” and “statistical machine translation”, we 
consider the longer one as the complete phrase. The features used in the CRF model 
include the current word, words around the current word, part of speech and keyword-
based features. The lists of keywords are the same as they are for MLN. Besides, to 
guarantee the fairness of the comparison, NP features are also used in CRF, including 
a word’s position in an NP (i.e. outside, beginning, middle and ending of an NP). 

Support Vector Machine [4] is another popular method for information extraction, 
classifying NPs into three categories. The features used for SVM include prefix and 
suffix information of NP, and keyword-based features. The keyword-based features 
also include keywords inside and around concepts, which are used in MLN. 

C-Value [10] is an unsupervised algorithm for multi-word terms recognition, and 
here we refer to concept phrases. It extracts phrases according to the frequency of 
occurrence of phrases, and enhances the common statistical measure of frequency by 
using linguistic information and combining statistical features of the candidate NPs. 

For concept relation extraction, we use SVM as a baseline. Classifications are con-
ducted on candidate concept pairs, which are combinations of two adjacent concepts. 
The candidate concept pairs are classified into two categories, having relations or not. 
The features for classification include phrases’ length and position information, rela-
tion related keywords and the keywords’ position information. Phrases’ lengths are 
calculated by ignoring brackets and the context inside brackets. The position informa-
tion includes positions in a sentence, the orders of phrase pairs, and the distances 
between phrases in pairs. Relation related keywords are also collected manually, in-
cluding phrases like “based on”, “enhancement”, “developed on”, etc. 

Alchemy 
We utilize the Alchemy system4 in our experiments. Alchemy is an open-source 
package providing a series of algorithms for statistical relational learning and proba-
bilistic logic inference, based on the Markov logic representation. 

                                                           
4 http://alchemy.cs.washington.edu/ 
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6.2 Evaluation Results 

Results of Concept Extraction 
The number of extracted academic concepts and the performance values of the differ-
ent methods on four domains are shown in Table 1. The performance values of Me-
thod extraction, Task extraction, and the overall extraction are calculated separately. 
As C-Value is an algorithm for recognition of useful phrases, and it cannot distinguish 
the concept types, so only the overall extraction performance is measured. The aver-
age values of F-measure are calculated based on F-measures on four domains. 

We can see that the overall performance values of our proposed joint model 
(MLN) are much better than the baselines. Compared to the baseline methods  
that can only extract concepts independently, the MLN model infers concepts and 
relations jointly, and it can take into consideration the joint information in a domain. 
In addition, the rules make it possible to supplement some missing concepts and 
remove some incorrect concepts. So the extraction results are more accurate and 
complete. 

Table 1. Comparison Results of Concept Extraction 

Test 
Domain 

 Task Concept Method Concept Task + Method 

MLN CRF SVM MLN CRF SVM MLN CRF SVM CValue 

 
SMT 

No. 48 48 84 275 283 293 323 331 377 324 

P 0.875 0.542 0.529 0.920 0.618 0.870 0.913 0.607 0.796 0.574 

R 0.824 0.510 0.870 0.907 0.626 0.916 0.894 0.609 0.909 0.564 

F 0.849 0.526 0.658 0.913 0.622 0.892 0.904 0.608 0.849 0.569 

 
DS 

No. 96 107 269 172 181 183 268 288 452 373 

P 0.958 0.701 0.390 0.936 0.586 0.929 0.944 0.628 0.608 0.413 

R 0.836 0.682 0.955 0.885 0.582 0.934 0.866 0.620 0.942 0.527 

F 0.893 0.691 0.554 0.910 0.584 0.932 0.904 0.624 0.739 0.463 

 
SAOM 

No. 185 200 534 323 353 351 508 553 885 455 

P 0.789 0.750 0.322 0.944 0.572 0.895 0.888 0.637 0.549 0.673 

R 0.741 0.761 0.873 0.892 0.591 0.918 0.837 0.653 0.902 0.568 

F 0.764 0.756 0.471 0.917 0.581 0.906 0.862 0.645 0.683 0.616 

 
RR 

No. 95 111 281 177 196 195 272 307 476 297 

P 0.958 0.748 0.320 0.972 0.607 0.903 0.967 0.658 0.559 0.731 

R 0.858 0.783 0.849 0.901 0.623 0.921 0.886 0.680 0.896 0.731 

F 0.905 0.765 0.465 0.935 0.615 0.912 0.924 0.669 0.688 0.731 

 
Average 

P 0.895 0.685 0.390 0.943 0.596 0.899 0.928 0.633 0.628 0.598 

R 0.815 0.684 0.887 0.896 0.606 0.922 0.871 0.641 0.912 0.597 

 F 0.853 0.685 0.537 0.919 0.601 0.911 0.899 0.637 0.740 0.595 
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We can also find that the extraction of Methods is generally more effective than 
the extraction of Tasks. Considering the characteristics of academic literatures, they 
are usually discussing several methods for one task, so the number of Methods is 
certainly larger than that of Tasks, which can be confirmed from the numbers of 
extracted concepts in Table 1. With more ground atoms of Method in training data, 
the MLN model can learn a better model and performs more effectively for Method 
extraction. 

Finally, we can conclude that our joint model helps to extract concepts in a more 
comprehensive way by taking into account global information and the relations be-
tween concepts. This advantage will be more notable in relation extraction. 

Results of Relation Extraction 
In our MLN model, concepts and relations are extracted together. While in the base-
line, concepts are firstly extracted by the baseline model with the best performance 
(i.e. the SVM model), and then the SVM classifier is used for relation classification 
based on the extracted concept pairs. The results are shown in Table 2. 

The performance of MLN is much better than SVM. Making full use of joint in-
formation, the joint model helps to improve the performance of knowledge extraction. 

Although the SVM classifier returns more relation pairs, the recall value it gets is 
lower than that of MLN. This shows that the SVM classifier brings more incorrect 
results and its ability of discrimination between positive and negative cases in relation 
extraction is relatively poor. 

Table 2. Results of Relation Extraction 

   SMT DS 

No. P R F No. P R F 

MLN 469 0.85 0.82 0.84 277 0.90 0.74 0.81 

SVM 668 0.52 0.71 0.60 368 0.67 0.73 0.70 

 SAOM RR 

No. P R F No. P R F 

MLN 745 0.92 0.76 0.83 344 0.94 0.86 0.90 

SVM 687 0.69 0.53 0.60 440 0.53 0.62 0.57 

 Average performance in four domains 

MLN P: 90.2%; R: 79.6%; F: 84.6%. 

SVM P: 60.1%; R: 64.7%; F: 62.3%. 

7 Knowledge Graph Generation 

7.1 Concept Importance Assessment 

Before generating knowledge graphs, we assess the importance of different concepts 
in a specific domain, which is the basis of concept cloud graph generation. Impor-
tance assessment is based on the frequency a concept occurs in the literatures and the 
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importance of other concepts that have relations with this concept. We have two  
assumptions:  

• The more frequently a concept appears, the more important it is.  
• The more important the other concepts related to the current concept are, the more 

important the current concept is.  

In addition, the position where a concept occurs is also considered into importance 
assessment. For instance, a concept occurs in title will get a larger importance weight 
than the ones in other sections. The position-based weight of a concept is multiplied 
with the frequency it occurs in the corresponding section. In this study, each concept’s 
prior importance score is given by its frequency, and the frequency of a concept oc-
curs in title is multiplied by a weight (we assign 1.2 in experiments). 

In the experiments, the personalized PageRank algorithm [12] is applied for con-
cept importance assessment. The personalized PageRank algorithm can take into ac-
count both the prior scores and the concept relations, and the importance score of a 
concept is iteratively calculated until convergence. 

7.2 Concept Cloud Graph Generation 

In order to help researchers have a clearer and more comprehensive understanding of 
the concepts, concept cloud graph is generated according to the importance of con-
cepts. Given the numerical importance scores of academic concepts, concept-clouds 
are produced by the “Wordle” platform5. 

As a case, the concept-cloud graph for the “DS” domain is shown in Figures 2. 
Due to the limited space, the graph only contains a portion of the concepts. After tak-
ing a look at the graph, we can know the most important concepts in the “DS” domain 
clearly and quickly. It is obvious that the most notable concept is “multi-document 
summarization”, while “document summarization” and “single-document summariza-
tion” are relatively less notable. This implies that more researches focus on multi-
document summarization nowadays. The concept “topic detection and tracking” is 
also notable, as it has many associations with “Document Summarization”. In addi-
tion, concepts with larger size are mostly Task concepts, indicating that Task concepts 
occur more frequently in literatures. 

 

 

Fig. 2. Concept Cloud Graph on “DS” Domain 

                                                           
5 http://www.wordle.net/advanceds 
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7.3 Concept Relation Graph Generation 

In order to present the extracted concept relations in academic literatures vividly, a 
concept relation graph is built on a research domain. Taking the “DS” domain as an 
example, the concept relation graph is shown in Figure 3. Again because of space 
limitation, only a portion of concept relations are shown. From the graph, we can 
learn that the “document summarization” Task evolves into a few Tasks, such as “sin-
gle-document summarization”, “multi-document summarization”, “monolingual doc-
ument summarization”,  “query-focused summarization” and so on. Many Methods 
applied to these Tasks are shown directly and vividly, and relations between Methods 
are also shown visually. 

8 Conclusions and Future Work 

In this paper, we propose a novel AKMiner system to extract academic concepts and 
relations between concepts from academic literatures in a research domain. The ex-
tracted results are visually presented to users via concept-cloud graph and concept 
relation graph. In future work, we will further classify relations into more specific 
categories, and even relations among three or more concepts will be investigated. We 
will also explore to recommend Methods for some Tasks through analysis of the net-
work of concepts and their relations. This will bring much inspiration to scientific 
research work. 
 
Acknowledgments. The work was supported by NSFC (61170166) and National 
High-Tech R&D Program (2012AA011101). 

Fig. 3. Part of Relations Graph on “DS” Domain 
(Yellow boxes denote Tasks, and green boxes represent Method concepts. Red arrows denote Task-Method rela-
tions, blue arrows denote Task-Task relations, and green arrows denote Method-Method relationships.) 
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Abstract. Telecom churn has emerged as the single largest cause of
revenue erosion for telecom operators. Predicting churners from the de-
mographic and behavioral information of customers has been a topic of
active research interest and industrial practice. In this case study paper,
we present our experience of participating in a competitive evaluation
for churn prediction and customer insights for a leading Asian telecom
operator. We build a data mining model to predict churners using key
performance indicators (KPI) based on customer Call Detail Records
(CDR) and additional customer data available with the operator. Fur-
ther, we analyze the social network formed between the (prepaid and
postpaid) churners as well as the entire subscriber base. Our churn pre-
diction method provided a lift of 8.4 over a nominal churn rate of 4.17%
on 10% of the prepaid talking subscriber base on test data, and a lift
of 7.62 on a nominal churn rate of 7.3% as reported in the customer
evaluation on unseen data. This outperformed next best competitor in
the study by more than twice. We also correlate social behavior patterns
for churners and overall subscriber base. Our study indicates strong so-
cially influenced churn among postpaid subscribers, in contrast with the
prepaid subscribers. Our work provides guidelines and a template for
conducting similar real-world studies for large telecom operators.

1 Introduction

The Telecom industry is booming in emerging markets like Asia and Africa, while
witnessing consolidation in developed markets like America and Europe. Across
the board, telecom companies are acquiring a laser focus on their customers and
trying to enhance their products and services with an aim of maximizing satis-
faction and life time value of users. The phenomenon of churn, where customers
switch telecom operators due to financial, personal, or social reasons, is a major
threat to the life time value of the subscriber. In such a scenario, churn manage-
ment has emerged as a major problem area for the operators to focus on. Churn
management involves not only predicting customers likely to churn based on de-
mographic and behavioral data, it also involves preventive actions and running
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campaigns to try and salvage predicted churners. Understanding behavior of cus-
tomers involves several factors, like understanding calling patterns using social
network call graph analysis techniques, modeling social influence, and finding
interesting communities of users that are actionable for the operator.

In this case study paper, we present our experiences of participating in a
competitive evaluation of churn prediction and customer understanding for a
large Asian telecom operator. This Asian operator had a user base of about
12 million customers across prepaid and postpaid segments. We participated in
the study along with two competitors and significantly out-performed them on
churn prediction accuracy. Our customer behavior insights also received excellent
response and evoked surprise from the operator.

While there are several methods in the literature for telecom churn predic-
tion, we have not come across a method which attempts to combine social and
non-social features, like usage, demographics, recharge history. Also, the churn
prediction methods stop at providing only the list of predictions, and do not
analyze the social network amongst the churners. In this article, we attempt to
cover these aspects and also focus on helping the operator identify actionable
customer insights beyond just churn prediction.

This study was performed on 3 months of Call Detail Record (CDR) data
provided by the operator in raw format. We had 2 months to process all the
data, build the KPIs, perform data mining, model tweaking, churn prediction,
and come up with interesting actionable customer behavior insights. We per-
formed CDR analysis and constructed a multitude of social interaction features
which were utilized in building our churn prediction model. We ran several graph
based community detection algorithms to find communities like cliques, stars,
and dense subgraphs among customers to understand social calling behavior.

We divided the subscribers into four groups based upon two dimensions: (a)
prepaid versus postpaid, and (b) talking versus silent (people who generated/did
not generate CDRs in the previous month). Amongst the talking subscribers,
our churn prediction process yielded a lift of 8.4 for postpaid and 4.4 for prepaid
churners over the nominal churn rate for 10% prediction base. Nominal churn rate
is defined as fraction of total number of churners to total subscriber population.
Lift is ratio of precision and nominal churn rate.

Our analysis revealed several interesting insights. Among prepaid subscribers,
the interaction between similar age subscribers is more frequent than between
different ages with the same age pairs having a higher talk time (1.5 times more)
as compared to different age pairs. In contrast, among postpaid subscribers, the
interaction between different age subscribers is more frequent but a higher talk
time per pair is observed for pairs having similar age (2 times more). Another
interesting observation is that the ratio of friend pairs to acquaintance pairs is
small (10− 20%), but they contribute almost 80% of the talk time.

In the following, we recap related research work and industrial published ef-
forts in this area. We then describe the problem setting and data set for our
case study. We also recount challenges faced and our experiences as industrial
researchers for this study. We then describe the methods and techniques we
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employed for churn prediction and understanding customer behavior. Subse-
quently, we present detailed results and their analysis, and finally conclude this
article.

2 Related Work

With multiple telecom service providers penetrating almost all corners of the
modern world, telecom churn has become extremely common. Analyzing and
predicting telecom churn has emerged as a topic of research interest [1–6].

Churn has been studied in online social networks [7], service industries such
as providing Internet service [8], banking [9] and Pay-TV [10]. In the services
industry, churn has been observed to be the outcome of several factors such
as pricing, convenience, service contract expiry, core service failures, customer
service failures and dissatisfaction of provider ethics [11]. Subsequent studies
such as [10] decompose such factors into features of customers and experiences
to predict churn. Studies such as [12, 13] use features specific to churn prediction
on online social networks, and model activity and role based churn.

Researchers have studied influences in multiple settings such as web search
[14], [15], movies [16] and topics [17]. Diffusion-based spreading activation (SPA)
has been studied in [18]. Subsequently, [5] observed social influence spreading to
be a significant factor for telecom churn. They compare their results with the
traditional machine learning based approach using social parameters based upon
usage, connectivity and interconnectivity as feature set. [7] subsequently shows
the applicability of spreading activation based models in online game settings.

Discovery of communities [19–21] have been active areas of research in social
network analysis. [6] investigates the behavior of communities with respect to
churn using a ‘group first’ approach for prediction. This study defines groups
within the social networks, and finds node influences within groups. A machine
learning model is built to classify the groups as churners. Although it appears
to be interesting, this approach does not provide method for determining sev-
eral parameters needed to apply the model to a new dataset. The incomplete
specifications of the method makes it difficult to reproduce.

In contrast to this related work, we provide a method that combines social
and non-social features, like usage, demographics, recharge history for churn
prediction, and also helps identify actionable customer insights.

3 Study Setting

A leading Asian telecom operator with over 12 million subscribers was looking for
a churn management and customer insights solution. They requested industrial
analytics solution providers to participate in a competitive evaluation where
they would give the same dataset to all participants and expect back results
within 2 months. This competitive evaluation required addressing two aspects:
the primary focus was churn prediction for their prepaid and postpaid subscriber



Telco Churn Prediction and Customer Behavior Insights 259

bases, and the secondary focus was on customer behavior insights to help them
understand non-obvious patterns of subscriber behavior.

We participated in this competitive evaluation using our research solution
Telecom Social Network Analysis Churn Solution (T-SNACS) described in this
paper to target the two parts of the evaluation. T-SNACS fits the bill perfectly
in terms of satisfying the evaluation requirements, as it comprises of a churn
prediction method and a suite of graph-based social network analysis algorithms.

3.1 Input Data and Basic Statistics

The data provided to the participants of the competitive evaluation was CDR
dumps of voice calls and SMS for prepaid and postpaid subscribers of the tele-
com operator for the months of M1, M2, and M3. The data spans across the
entire country, with no sampling. We were also separately provided demographic
information about the subscribers.

The data provided by the telecom operator is also used to run their commercial
operations, complying with government and legal requirements, including billing
and record maintenance, and is clean and reliable. Table 1 shows the distribution
of the prepaid and postpaid subscribers. The Talking customers were part of at
least one phone call within the corresponding time period, and the Silent did
not make or receive any call during this period.

We observe that the population is skewed. The number of prepaid subscribers
are more than 3.2 times the number of postpaid subscribers. Further, the nomi-
nal churn rate among prepaid customers (5.777) is significantly higher compared
to that of postpaid customers (3.509). The skew becomes even more stark in
terms of the absolute number of churners, as we find 6 times prepaid customers
to have churned, compared to postpaid customers. We further observe that the
churn rate the among silent customers is about 5-6 times higher compared to
the talking subscribers for both prepaid and postpaid subscribers.

The operator expected a list of customers likely to churn as the output, which
they then validated internally against CDR data from M4 and beyond (eval-
uation participants did not have access to this information). Additionally, we

Table 1. Basic statistics about the social network and churn behavior of the subscribers
(* denots previous month talking behavior - useful for our predictions)

Prepaid Num Active Subscribers Num Churners Nominal Churn Rate

Month Talking Silent Total Talking* Silent* Total Talking Silent Total

M1 7,813,510 1,083,731 8,897,241 n/a n/a 621,940 n/a n/a 6.9903
M2 8,138,041 936,987 9,075,028 329,368 291,048 620,416 4.2154 26.8561 6.8365
M3 8,008,762 1,121,261 9,130,023 339,403 188,078 527,481 4.1706 20.0726 5.7774

All Months 10,348,303 1,769,837

Postpaid Num Active Subscribers Num Churners Nominal Churn Rate

Month Talking Silent Total Talking* Silent* Total Talking Silent Total

M1 2,243,376 585,936 2,829,312 n/a n/a 105,497 n/a n/a 3.7287
M2 2,306,719 539,665 2,846,384 38,268 52,199 90,467 1.7058 8.9087 3.1783
M3 2,296,957 569,432 2,866,389 43,582 57,012 100,594 1.8894 10.5643 3.509

All Months 3,239,194 296,558
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provided insights about customer calling behaviors, subscriber communities, and
potential acquisition targets for value added services for the operator’s revenue
enhancement. We now outline some of the interesting challenges and experiences.

3.2 Challenges: Data Scale and Domain Understanding

The total size of the data given to the evaluation participants was about 2.5 TB
in compressed format. As the data was coming from a live system, the operator
was not willing to do any preprocessing on the data, which could have reduced
the size significantly. Such a large dataset required a few days for decompression,
cleaning and all our pre-processing activities. No sample was provided before
the actual data and the overall evaluation timeline was tight, it was imperative
to make sure that we quickly understood the data and still, carried out the
extraction process correctly at the first attempt. Since this was a competitive
evaluation with multiple vendors, the operator was not willing to entertain too
many questions about the data semantics. The data was provided on an “as-is”
basis, and applying domain knowledge to understand the data was important.

4 T-SNACS

We now present the details of the methods and techniques comprising T-SNACS.
First, we describe the data preparation and social network construction. Then,
we briefly talk about the data mining methods we used for churn prediction
task. Then we describe the KPIs that we derived from the data to build the data
mining models. Finally, we discuss some of the techniques that were instrumental
in deriving insights from the social network analysis. These insights are the result
of domain specific understanding of trends and their appropriate interpretation
– and as we will see, some very useful insights resulted.

4.1 Data Preparation

The first step was to decompress the data. The overall CDR dump contained
many types of calls (some of which are intermediate format), so we filtered to
data to retain only the MOC (mobile originating call, for an outgoing call), MTC
(mobile terminating call, for an incoming call), SMS MO (mobile originating
SMS, for an outgoing SMS) and SMS MT (mobile terminating SMS, for an
incoming SMS) CDRs. Also, the CDRs contain many fields, several of which are
not relevant from out point of view. We eliminated such fields.

To construct the social network for a given month, we combined all the calls
between a pair of people to generate pairwise summary statistics. The dataset
being large, the process required several days of computing to generate the sum-
mary statistics for the 3 months of data. This pairwise summary was used to
construct an adjacency format representation of the social network graph. These
pairwise summary statistics were further aggregated to generate last call date
related statistics (described later), which was an important set of KPIs for our
data mining models. Some statistics about the data is given in Table 1.
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4.2 Data Mining Models

Feature selection is an important aspect of building data mining models. We
determined the most significant features amongst the set of features we had
derived based on mutual information measure (between the class variable and
the feature in question). As the data had considerable skew (Table 1), we also
needed to account for it in our approach. We used undersampling of non-churners
to get a class balanced subset of data points. We built our data mining models
with CHAID decision tree and Logistic Regression from a commercially available
data mining package. We present our findings in the next section.

4.3 Features Used for Modeling

We constructed several features from the CDR data, which are described below.
We divided the features in the following 6 categories.

Pure Social KPIs
1. OutDegree, InDegree, TotalDegree: Number of subscribers who make/receive
calls/SMS to/from this person.
2. ChurnerOutDegree, ChurnerInDegree, ChurnerTotalDegree: Number of
churners who make/receive calls/SMS to/from this person.
3. CompSubsOutDegree, CompSubsInDegree, CompSubsTotalDegree: Number
of competition subscribers who make/receive calls/SMS to/from this person.

Usage KPIs
1. NumSMSOut, NumSMSIn: Number of SMS sent/received.
2. NumCallsOut, NumCallsIn: Number of calls made/received.
3. TotalCallDurationOut, TotalCallDurationIn: Total duration of calls made/
received.
4. TotalCallAndSMSOutWeight, TotalCallAndSMSInWeight: Combined
(SMS+Call) effective usage for outward/inward communications.

Social Usage and SNA KPIs
1. ChurnerNumSMSOut, ChurnerNumSMSIn, ChurnerNumCallsOut, Churner-
NumCallsIn: Number of SMS/calls made/received to/from churners.
2. ChurnerOutCallDuration, ChurnerInCallDuration: Total duration of calls
made/received to/from churners.
3. CompSubNumSMSOut, CompSubNumSMSIn, CompSubNumCallsOut,
CompSubNumCallsIn: Number of SMS/calls made/received to/from competi-
tion subscribers.
4. CompSubOutCallDuration, CompSubInCallDuration: Total duration of calls
made/received to/from competition subscribers.

Demographics KPIs
1. Age, Gender and Ethnicity of the subscriber.
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Recharge KPIs for Prepaid
1. NumRecharges, TotalRecharge, LastRechargeAmt, LastRechargeDate.

Last Usage KPIs
1. LastCallMadeAsHomeDate, LastCallReceivedAsHomeDate,
LastCallAsHomeDate: Date of the last call made/received, or either, as home
subscriber.
2. LastSMSMadeAsHomeDate, LastSMSReceivedAsHomeDate,
LastSMSAsHomeDate: Date of the last SMS sent/received, or either, as home
subscriber.
3. LastCallDate, LastSMSDate: Date of the last call or SMS, made/received.
4. LastCallOrSMSAsHomeSentRecDate: Date of the last call/SMS made/
received as home subscriber.
5. LastCallOrSMSSentRecDate: Date of the last call/SMS made/received.

4.4 Graph-Based SNA Communities

We found the following types of communities on the churner induced subgraphs
as well as on the overall subscriber base, and derived further insights from these.

– Maximal Cliques: A clique is a set of vertices such that an edge exists between
each pair of vertices within the set, i.e., the induced subgraph of the group
vertices is complete. A maximal clique is a clique that is not contained in
any other clique, and represents a strong social network community. We used
[21] to find all maximal cliques in the churner-induced subgraphs.

– Stars: Stars are ‘hub-and-spoke’ structures. The hub is connected to a set of
spokes. The spokes are largely disconnected. Stars can be of two types, global
or local. In case of global stars, the spokes are (largely) not connected to any
other nodes, whereas for local stars, the spokes are (largely) not connected
to other spokes. Stars are on the other end of the spectrum compared to the
dense maximal cliques, as these are inherently sparse structures.

– Densest Subgraph: Densest subgraph is the subgraph representing the social
network, which has the highest value of the density measure for any subgraph
in the graph. The popular density measures are minimum degree (lowest
degree of a node in the given graph), average degree (number of edges divided
by number of nodes) and density (number of edges divided by the possible
number of edges). We used [22] to find the densest subgraphs in the churner-
induced subgraphs.

5 Results and Analysis

In this section, we present results of using T-SNACS on the telecom operator
dataset. First, we discuss the comparative performance of various alternatives
and point out the best combination. Then, we present our churn prediction re-
sults obtained from the chosen approach in terms of lift curves. Then we share
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the evaluation of our results received from the customer. This evaluation clearly
shows that our technique significantly outperformed the competition methods.
Then, we explore customer behavior and obtain insights around social interac-
tions. Finally, we discuss some additional interesting observations.

At this point, we also define the measures used for evaluating the perfor-
mance. Let the total number of subscribers be S, total number of predictions be
d, number of total churners in the population be C, and the number of correct
predictions be p. Then, accuracy is defined as ratio of correct predictions p in
the given set of predictions d (which we evaluate at various levels) in percentage
terms, i.e., %Accuracy = 100 ∗ p/d.
Coverage is defined as fraction of churners correctly predicted p to the to-
tal number of churners C in the subscriber base S in percentage terms, i.e.,
%Coverage = 100 ∗ p/C.
Lift is defined as the ratio of %Accuracy and the nominal churn rate (in %
terms, which is the ratio of total number of churners to the total population),
i.e., Lift = (p/d)/(C/S).
We characterize the goodness of the methods using these three quality measures.

5.1 Choosing the Method

As mentioned earlier, we experimented with taking all the samples versus an
undersampling to get class balance, taking all attribute versus selecting the
most significant attributes, and CHAID decision tree versus Logistics Regres-
sion. Figure 1 shows the small prediction base part of results obtained using
various options. Some important observations are:

– CHAID outperform Logistic Regression in all cases.

– Sampling and Attribute selection helps to improve the performance of both
CHAID and Logistic Regression.

– Class balance is more important then feature selection.

Hence, we use undersampling to obtain class balance and feature selection
with CHAID decision tree for the rest of the experiments. The following features
were found to be more discriminative, and hence used in the decision trees learnt
mentioned in Figure 1. Age, Gender, Ethnicity, TotalDegree, TotalCallAndSM-
SOutWeight, compSubsOutDegree, numCallsIn, compSubNumSMSOut,
compSubNumSMSIn, compSubNumCallsIn, compSubOutCallDuration,
compSubInCallDuration, numRecharges, TotalRecharge, LastRechargeAmt,
LastRechargeDate. It is interesting and encouraging to note that as expected, de-
mographic features are relevant to distinguish between subscribers in general. In
addition, features pertaining to phone usage behaviourwe also predominant. Also,
features about social calling behaviour were relevant. This gives us confidence that
the variety of these features points to the fact that the classes of features we start
out with is diverse and captures different aspects of the problem. Further, numer-
ical results show the effectiveness of our approach.
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5.2 Predicting Churners

We run our churn prediction algorithm of T-SNACS on the input dataset both
for the prepaid and postpaid subscriber segments. We investigate the lift curves
attained by each of the prediction processes, using the ground truth data and
known nominal churn rates. Since churn predicted using M3 data as input will
not be verifiable, as the actual churn will happen at a future point of time, we
use the M2 data to predict churners.

Figure 2 shows the lift obtained, accuracy and coverage for the prepaid and
postpaid churn predictions made on month M2. The predictions captured in the
figure represent only the population having participated in at least one voice or
SMS call. For the prepaid subscribers, comparing with ground truth data shows
that, out of the 8.138 million subscribers, our model could attain a lift of 7.3 over
the first 1 million predicted churners. For the 2.3 million postpaid subscribers,
our model attained a lift of 4.67 over the first 200, 000 predicted churners. Both
these lifts attained are substantial, especially given the high nominal churn rates
(Table 1), indicating the soundness of our model.

We run our churn prediction algorithm on the prepaid and postpaid sub-
scribers found to be silent for our chosen silence period of 30 days during M2,
and churned in M3. We use the M1 call data for these subscribers to model their
social calling behavior. Our experimental results in Figure 3 indicate a high level
of accuracy of our model. For the prepaid segment, we attained an accuracy of
70% with a lift of about 3.5 over the first 200, 000 predicted churners, out of

Fig. 1. Churn prediction lift curves for (a) prepaid and (b) postpaid, respectively.
FS/US represents full/under sampling, AA/SA represents all and some attributes, and
CH/LG represents CHAID and Logistic Regression models, respectively

Fig. 2. Lift curves for social churn predictions for (a) prepaid and (b) postpaid
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Fig. 3. Lift curves for predicting silent churners for (a) prepaid and (b) postpaid

about 0.93 million customers. For postpaid, the lift observed was about 1.6 over
the first 100, 000 predicted churners, from a population of 540, 000.

5.3 Competitive Evaluation Results

We presented our results and insights to the executives of the large Asian telecom
operator. We supplied the predicted churners for M4 and all our other results to
the operator. The operator validated the predicted churners against the ground
truth, to which only they had the access, by looking at churners of M4. This
was a competitive evaluation. We present the validation results in Table 2. The
results show that we outperformed the nearest competition by more than a factor
of 2 for prepaid case and by 38% for the postpaid case.

5.4 Social Interactions amongst Churners

In order to understand and characterize the behavior of churners, we conducted
an in-depth study of the social interaction patterns. We conducted several ex-
periments that lead us to the following insights.

1. Overall, the socially contagious churn is not a very strong phenomenon for
the data under consideration. Socially contagious churn is the case when a
present churner is socially connected to some past churner.

2. However, we find that the social connections between the postpaid churners
are much stronger compared to the social connections between the prepaid
churners. This observation is based on the in and out degree distribution,

Table 2. Churn prediction results: (a) Prepaid: Subscriber base 8, 504, 682, number of
predictions 850, 540, nominal churn rate 7.3% (b) Postpaid: Subscriber base 1, 260, 422,
number of predictions 63, 400, nominal churn rate 1.14%

Prepaid Postpaid

Partner Num correct Percentage Model Num correct Percentage Model
predictions accuracy Lift predictions accuracy Lift

TSNACS 472,900 55.6 7.62 2,292 3.6 3.17
Partner B 206,598 24.3 3.33 - - -
Partner C 200,520 23.6 3.23 1,656 2.6 2.29
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Fig. 4. (a) In and (b) Out Degree distribution for churner-churner induced subgraphs

Fig. 5. (a) Connected component (CC) and (b) strongly connected components (SCC)
size distribution for churner-churner induced subgraphs

Fig. 6. (a) Clique and (b) Star size distributions in churner-churner induced subgraphs

shown in Figure 4. Most of the churners well-connected with their fellow-
churners belong to the postpaid group both from in-degree and out-degree
perspectives.

3. We find churn to be a socially localized phenomenon. This is indicated by
the significant presence of connected components (ignoring edge directions)
and strongly connected components (factoring in edge directions), for both
prepaid and postpaid churner graphs. The graph exhibits a long-tail distribu-
tion, and is shown on a log-scale. There are large components, about 10, 000
in size, present in both the graphs, and many smaller components. Figure 5
shows the distribution of connected and strongly connected components.

4. Although the number of churners in postpaid is much smaller compared to
prepaid, we find that the postpaid churners form far more cliques amongst
themselves. This further asserts our observation of existence of stronger so-
cial connections between the postpaid subscribers compared to prepaid. Fig-
ure 6(a), shown on a log-scale, indicates the much larger number (and sizes)
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of cliques in postpaid data despite the relatively fewer postpaid churners.
Thus, group churn is more prevalent in postpaid than prepaid.

5. Star structures, which are graphs with low (negative) assortativity, are more
dominant in the prepaid chuners compared to postpaid churners. This is
yet another indication of stronger social bonding of the postpaid churners.
Figure 6(b) shows the star-size distribution in churner-churner interactions.

6. We find a large, densely connected group of postpaid churners, which is not
the case with prepaid churners. Intuitively, dense groups are activity hotbeds,
and here, for socially contagious churn. Table 3 shows the dense group char-
acteristics of the churner graphs, where connection density is defined as the
ratio of the number of connections to the number of people.

A detailed comparative study between the prepaid and postpaid dense
groups reveals a set of stark behavioral contrasts. The postpaid dense group
churners are found to be highly homogeneous in terms of behavior as opposed
to the prepaid. All the postpaid dense group churners follow the same billing
plan, while the prepaid dense group churners belong to 4 different billing plans.
In the postpaid churner dense group, 79 out of 104 are of age 40, and 16 others
are of age 25-26. In contrast, 9 out of 46 prepaid dense group churners are of
age 40 and the rest are scattered between 29 to 42. The churn dates of 101
out of the 104 churners in postpaid were the same (a day in M3), while the
churn dates for the prepaid were scattered over the first 28 days ofM3. In the
postpaid churner dense group, each churner knows between 44 to 186 people.
This number varies between 8 and 90 for prepaid. In postpaid, 32 churners
had joined the telecom operator on the same day and the rest had joined over
a period of about 4 years. In the prepaid churner dense group, 11 had join on
the same day while the rest had joined over a period of about 2 years.

5.5 Additional Observations

We investigate the behavior of the overall subscriber base, which helps us obtain
deeper insights into the subscribers’ social network. We attempt to discover the
overall connection patterns and strengths by discovering graph properties for the
overall graph as well as the overall prepaid and postpaid subscriber bases (not
just the churners). We make the following observations by analyzing the prepaid
and the postpaid graphs independently.

– Among the prepaid subscriber base, the interaction between people of similar
ages (age difference ≤ 5 years) is more frequent, and also has about 1.5 times
more talk time per pair.

Table 3. Dense group characteristics of the churner graphs (conn denotes connection)

Churners Num Num Conn Conn density Conn
people conns density in full graph density lift

All Churners 104 3,003 28.875 0.69 41.85
Prepaid 45 320 3.56 0.62 5.74
Postpaid 104 3,003 28.875 0.92 31.39
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– However, among the postpaid subscriber base, interaction between people of
different ages (age difference > 5 years) is more frequent. But the talk time
per pair for similar age is 2 times higher in postpaid.

– We define connection strength as: total talk time in seconds on voice calls +
30 * total number of SMS sent or received (i.e., we treat an SMS as equivalent
to a 30 second call based on domain knowledge: that the cost of a 30-second
call was comparable to an SMS). We observe that the ratio of friend (those
whose connection strength is ≥ 10, 000) pairs to acquaintance (connection
strength < 10, 000) pairs is small (10-20%), but these friend pairs contribute
almost 80% of the talk time. This observation is surprising and unexpected,
and can be thought of as a 80-20 rule of a novel kind.

– The average number of postpaid males that a postpaid male talks to is
higher than, male-to-male (prepaid) as well as female-to-female (both pre-
paid and postpaid). However, highest average talk time per pair occurs be-
tween female-to-female postpaid subscribers. Thus, we observe that prepaid
males make the most calls and postpaid females make the longest calls.

– We observe the number of interactions to be most prevalent among people of
the same gender both for prepaid and postpaid subscribers. The average talk
time is also 30% higher for same-gender interactions for both the segments.

All the above observations suggest that a social networking behavior based
profiling can provide significant insights, especially for prepaid customers where
the profile data is frequently missing or is unreliable.

We observe significant social propensity in subscriber connection patterns,
including connection patterns of churners. This makes a social networking based
analytical study insightful and valuable from the perspective of understanding
customer behavior and predicting events like churn on the operator’s network.

6 Conclusion

In this study, we analyzed the data of a large Asian telecom operator to predict
churners and gain customer behavior insights in a competitive evaluation. We
used voice and SMS call CDRs, demographics, billing and customer churn history
information. We used T-SNACS, a KPI-based model combined with graph-based
analytical techniques and data mining methods, for churn prediction.

T-SNACS provided a lift of 8.4 times over the nominal churn rate of 4.17%
on 10% of the prepaid talking subscriber base on test data and a lift of 7.62% on
a nominal churn rate of 7.3% as reported in the customer evaluation on unseen
data - more than twice as good as the next best competitor in the study.

We also investigated the social behavior of the churners, independently for the
prepaid and postpaid subscriber base, as well as together. We observed higher so-
cial affinity among postpaid subscribers compared to prepaid. The overall graph,
combined over voice and SMS calls, demonstrated significant social behavior.

Our study provides guidelines, and acts as a template, for KPI-based churn
prediction model building. We also highlight the rich set of insights possible by
social network analysis in real world telecom networks.
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Abstract. Though workflow technology is relatively mature and has been one 
of the most popular components of process aware systems over the last two 
decades, few workflow architectures can efficiently support a large number of 
concurrent workflow instances, i.e. instance-intensive workflows. The basic re-
quirements include high throughput, elastic scalability, and cost-effectiveness. 
This paper proposes a novel client-cloud architecture which takes advantages of 
cloud computing to support instance-intensive workflows, presents an applica-
tion level real-time resource utilization estimation model, and identifies two 
primary principles to ensure the sustainable scalability, namely: (1) the time for 
a load balancer checking must be less than the decaying time of a server in-
stance when it is overloaded, (2) the sampling time for an alarming service plus 
the launching time of new server instance must be less than the decaying time 
of a server instance when it is overloaded. Based on the above, we design and 
implement the SwinFlow-Cloud prototype. Finally, we deploy and evaluate the 
prototype on Amazon Web Services cloud. The results show that the prototype 
is able to satisfy all the basic requirements for instance-intensive workflows. 

Keywords: cloud computing, cloud workflow, instance-intensive workflows, 
client-cloud architecture. 

1 Introduction 

Workflow has been a core component in process aware systems since workflow  
reference model was proposed by workflow management coalition (WfMC) in 1995 
[5, 14]. From the early centralised architecture to recent decentralized architecture 
such as Grid and Peer-to-Peer (P2P), the workflow system has been evolved  
significantly. However, there are still some challenges in front of today’s workflow 
systems. One of the major challenges is that few of workflow architectures can  
elastically, efficiently, and economically handle a large number of concurrent 
workflow instances, i.e. instance-intensive workflows. For example, there are  
over 740 million mobile users for China Mobile Limited as of June 30, 2013 
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(www.chinamobileltd.com/?lang=en). If each user sends 2 messages on average every 
day, there would be 1.36 billion messages to be charged on a daily basis. Therefore, 
its mobile short messaging service (SMS) charging workflow can be regarded as a 
typical instance-intensive workflow example which includes fee calculation task, 
billing task and others. With the massively increasing number of workflow instances, 
traditional workflow architectures cannot meet the requirements through expanding 
hardware or software investments. More importantly, the hardware investment may 
be insufficient or wasted due to the lack of elasticity if the resource demands change. 

Recently, cloud workflow has been a new research focus in the workflow research 
community. As a SaaS (Software as a Service), cloud workflow is a workflow man-
agement system (WfMS) which is designed and deployed in the cloud, supporting 
dynamically-scalable cost-effective large-scale workflows. A cloud workflow system 
is able to automatically scale out by recruiting more virtual machine instances with 
workflow enactment services (workflow server instances) for handling large-scale 
workflows (during peak time) and scale in by releasing unnecessary workflow server 
instances for cost saving (during off-peak time). In theory, it can scale out without 
restrictions. 

In this paper, we propose novel client-cloud architecture for scalable workflow sys-
tems to handle instance-intensive workflows. Here, client-cloud means that the client 
communicates with an elastic pool of workflow server instances on the cloud side, 
which is different from the traditional client-server model where the client communi-
cates with one static or a cluster of physical workflow servers. The size of the pool in 
the cloud can elastically expand or shrink according to the dynamic resource demand. 
The client-cloud architecture is different from decentralized architectures such as Grid 
and P2P. The client-cloud architecture has a centralised cloud side to serve for all 
clients while decentralized architectures generally have no central server to control all 
the system components. With the novel client-cloud architecture, we design and im-
plement a scalable SwinFlow-Cloud (Swinburne Workflow system on Cloud) proto-
type. Through our evaluation of the prototype on the AWS cloud, we demonstrate that 
our client-cloud based workflow system can meet all the basic requirements for han-
dling instance-intensive workflows, as detailed in Section 2. 

The main contributions of the paper include: 

C1. Novel client-cloud architecture for scalable workflow system which can 
elastically and economically support instance-intensive workflows. The 
architecture promises a new solution for revamping traditional client-server 
model based workflow systems to handle instance-intensive workflows. 

C2. An application level real-time resource utilization estimation model for scalable 
workflow system. It is a new approach to offer more sensitive scalability for a 
cloud workflow system. 

C3. Two primary principles for sustainable scalability of the client-cloud based 
workflow system running on the cloud. The principles include: (1) the time for 
a load balancer checking must be less than the decaying time of a server 
instance when it is overloaded, (2) the sampling time for an alarming service 
plus the launching time of new server instance must be less than the decaying 
time of a server instance when it is overloaded.  
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This paper is organized as follows. Section 2 discusses further the motivation of 
the research and analyses the system requirements. Section 3 details the system archi-
tecture of the client-cloud based workflow system. Section 4 addresses the system 
implementation. Section 5 presents the system deployment. Section 6 describes the 
evaluation of the SwinFlow-Cloud prototype on the AWS cloud. Section 7 reviews 
the related work in workflow architecture design. Finally, Section 8 concludes this 
paper and outlines the future work. 

2 Motivation and Requirements Analysis 

Workflow facilitates business process automation through executing predefined 
process models with navigation rules. To improve the performance, workflow re-
search communities focus on two types of workflow architectures: centralised 
workflow architecture and decentralized workflow architecture.  

The centralised architecture is still the most popular paradigm in today’s workflow 
community because it is simple and easy to rapidly implement a prototype or product 
to support workflows. The client-server model is a typical centralised architecture. Its 
advantage is that the server side is able to utilize more controls in workflow execution 
while the client side is able to concentrate on presenting workflow work list or inte-
racting with workflow user interfaces. To handle instance-intensive workflows, the 
architecture needs to extend single workflow server to a cluster consisting of multiple 
logical or physical nodes. A cluster can improve the performance effectively. Howev-
er, the central workflow server is still a traffic bottleneck for running workflows and 
bears the enormous risks that system performance may decrease sharply once over-
loaded. Furthermore, the scalability of architecture is still limited. The cost for up-
grading the hardware or software of a centralised architecture is very expensive.  

The decentralized architecture has been another area in workflow research for han-
dling challenges of instance-intensive workflows. In this architecture, workflow 
processes or data are distributed to multiple enactment components that are physically 
or logically dispersed at separate locations or platforms. Its advantage is that the de-
centralization of workflow enactment components enhances the scalability and reduc-
es the risk of bottleneck. However, with rapidly rising number of workflow instances, 
more enactment components are added, which brings with fast rising on the cost of 
time, coordination, and communication, especially when they are distributed in mul-
tiple physical locations.  

Based on the analysis of the two architectures, for the instance-intensive 
workflows, we need to design a novel workflow system architecture which should be 
able to meet the following requirements: 

R1. It is able to support high throughputs of workflow instances. Here throughput 
is measured by the sum of the launched workflow instances, i.e. input, and 
the completed workflow instances, i.e. output, in the workflow system within 
a set of time fragments (high throughput for short); 

R2. It is able to elastically scale out to balance the requests from workflow clients 
and scale in for cost saving (elastic scalability for short); 

R3. It is able to cost-effectively manage the execution of instance-intensive 
workflows (cost-effectiveness for short). 
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3 System Architecture 

According to the requirements analysis above, we propose novel client-cloud archi-
tecture. It has a central group of sever instances in cloud to power large-scale applica-
tions but with very little risks of bottleneck. It enables provision of more virtual and 
cheaper workflow server instances with high performance on demand. The architec-
ture consists of a client side and a cloud side, as shown in Fig. 1. 

 

Fig. 1. Client-cloud architecture 

The client side can communicate with the cloud side through various protocols. 
The cloud side is implemented in cloud infrastructures and includes load balancer 
service, workflow server image(s), server instance pool with many workflow server 
instances, alarm service, scaling service and so on. Each workflow server instance is 
accompanied by a monitor service, etc. Same as the traditional client-server model, 
the client side also sends requests to the cloud side for response. Once the cloud side 
receives the requests, the cloud side processes the requests through a sustainable 
coordination of the services on the cloud side and responds to the client side. We 
present these individual services and their coordination in detail next. 

3.1 Client Side: Cloud Client 

Cloud client on the client side is a set of Web-based or desktop-based applications 
that interact with the cloud side. The applications are to construct the requests to be 
sent to the cloud side and display the results received from the cloud side. In the 
client-cloud based workflow system, it has three functions: the first is to design and 
transfer a process model for handling on the cloud side; the second is to interact with 
the cloud side for completing the workflow; the third is to monitor and control the 
status of the system for optimizing the system performance. 

3.2 Cloud Side: Monitor Service 

The monitor service hosts each workflow server instance to watch and estimate the 
system status in real time. The service can watch various resource utilizations of the 
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workflow server instance, which includes not only virtual machine level such as CPU 
utilization, memory utilization, I/O read/write utilization, etc., but also WfMS level, 
such as typical utilizations of thread pool in workflow enactment service, etc. In gen-
eral, the overload of any one of these resources will result in performance decay of 
workflow server instance. Therefore, we must consider an overall metric to assess the 
status of workflow server instance. 

Here, we formally define resource utilization rate as Ri∈[0,1], i=1..n. The greater is 
Ri, the higher is the i resource utilization rate. The higher resource utilization rate 
means that the resource is busy and it may be a potential bottleneck of a workflow 
server instance. To identify possible bottleneck, we define a weight wi∈[0,1], i=1..n 
for every resource utilization rate. wi is also a coefficient of all rates when assessing the 
status of a workflow server instance. Initially, every resource has a same weight, de-
noted as W0. That is, any resource has enough capacity in supporting the workflow 
enactment and has same importance for assessing the status of a workflow server in-
stance. If we consider n resources for the assessment, then W0 is: 

n
w

1
0 =

                                  
(1) 

From Eq. (1),  = =n
i iw1 1 . wi changes with Ri after the WfMS starting up but the sum 

of all wi is still 1. Increasing or decreasing of wi indicates that the impact of Ri on the 
considered resource utilizations is more significant or weaker. Here, we define wi as 
follows: 
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From Eq. (3), = =Δn
i w1 0 . Thus, it ensures = =n

i iw1 1 . In Eq. (3), when the other 

resource utilizations keep stable, if the i resource utilization Ri is greater, then wΔ is 
also greater. It indicates weight wi of the i resource will be more significant for impact-
ing on the overall system status. Otherwise, wi is weaker for impacting. Based on the 
discussion above, we further define a metric, called composite index I, to assess the 
overall status of a workflow server instance below: 

 == n
i ii RwI 1                             (4) 

In Eq. (4), Ri∈[0,1], wi∈[-1,1], then I ∈[0,1]. Theoretically the minimum value of I 
means the system is idle due to any resource not being used, while the maximum value 
of I means that all resources of system are in full workload. But normally, I changes 
between the two extreme values. To estimate I, we use a threshold set T = {T1, T2,…, 
Tn}, Tk∈[0,1], k = 1,..,n. T divides the open interval of [0,1]  into k+1 parts. When I ∈  
[Tk-1, Tk], the workflow server instance will change from one status to another status, 
e.g., from the healthy to the unhealthy. The thresholds generally are not fixed values.  

3.3 Cloud Side: Load Balancer Service 

This service is a Web portal of the cloud side. All requests and responses between  
the client side and the cloud side are passed through this service. It has two primary  
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functions: load balancing and dispatching. The former can communicate with the monitor 
service in each workflow server instance to obtain the system status periodically for  
assessing whether the server instance is overloaded or under loaded. The length of the 
period affects the coordination between the services on the cloud side. We denote  
the period as tb. The latter parses, classifies, and finally dispatches a request to an appro-
priate server instance. When the service receives a workflow request, such as launching 
a workflow, submitting a workflow task and so on, it assesses the status of each 
workflow server instance firstly and then chooses an appropriate one to dispatch. 

3.4 Cloud Side: Alarm Service 

The service is aware of the statuses of all workflow server instances through timely 
communication with the monitor service in each workflow server instance and gene-
rates their statistics periodically. The length of the period also affects the coordination 
between the services on the cloud side. We denote the length of the period as ta. 

The alarm service uses the results of statistics to compare with a preconfigured 
threshold. If the results are less than the threshold, it may notify the scaling service to 
scale out by one or more server instances. Otherwise, it may notify the scaling service 
to scale in to save cost.  

3.5 Cloud Side: Scaling Service 

After receiving notifications from the alarm service, this service can automatically 
scale out by one or more server instances from workflow server image. Scaling-out 
action is to clone a new workflow server instance from the image and put it into the 
sever instance pool. Then the server instance will be launched and initiated to accept 
requests in a short period of time. Next, the server instance will be registered in the 
load balancer service. The launching time of the server instance, denoted as tl, also 
influences the coordination of the services. Scaling-in action needs to firstly assess 
whether the server instances can be released to save cost.  

3.6 Cloud Side: Server Instance Pool and Server Image 

This server instance pool is a container that can contain many workflow server in-
stances that are instantiated from the workflow server image by the scaling service. 
The workflow server instance in the client-cloud architecture is shown in Fig. 2. The 
workflow server instance innovates on the basis of the workflow reference model 
proposed by WfMC. We retain all the components and the interface definitions in the 
WfMC workflow reference model. For adapting to cloud computing environments, 
we add some cloud relevant components into the reference model: 

• Cloud workflow accompaniment tools. As part of workflow client, the tools 
are able to define and configure various parameter and metrics such as 
weights of composite index, size of workflow process thread pool, size of 
workflow task thread pool, pricing policy and payment policy, tool agents, 
and parameters for invoking external applications. 
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Fig. 2. Workflow server instance in client-cloud architecture 

• Cloud workflow relevant service. As a bridge between workflow server in-
stance and cloud infrastructure, the service is able to support workflow 
enactment service to communicate with cloud computing infrastructure, so 
that the cloud infrastructure can be aware of the status of the workflow server 
instances. 

• Application provision service. The service reserves and enhances the tool 
agent component in the workflow reference model. It enables workflow sys-
tem to schedule the tool agents to avoid crashing down the legacy applications 
under massive or frequent invocations. 

3.7 Coordination of Services 

As presented in Subsections 3.3, 3.4, 3.5 above, our system architecture applies a 
periodical sample statistic mechanism to supporting automatic scaling. All the servic-
es on the cloud side are coordinated: the load balancer service checks the statuses of 
all instances per tb and evenly dispatches the requests to the server instances; the 
alarm service samples per ta and generates results of statistics and notifies the scaling 
service when necessary; the scaling service scales out by more server instances with 
launching time tl to balance the workload and scales in for cost saving. 

Coordination keeps all workflow server instances in the pool to be recoverable and 
prevents them from crashing down due to overloading, or releases the idle to avoid 
waste. If some workflow server instances are unrecoverable, it means that they will 
crash down and the cloud side will lose the requests that are dispatched to them by the 
load balancer service. It will result in system errors or data inconsistency. If all in-
stances are kept recoverable, the cloud side can bear more workload and every request 
should be handled correctly. Furthermore, the scaling service is able to scale out or in 
regularly under the coordination which can ensure a sustainable scalability. It meets 
requirement R2 presented in Section 2. 

To achieve sustainable scalability, we propose two primary principles to facilitate 
coordination. The principles are discovered and abstracted based on our empirical 
analysis on the experimental results obtained after deployment of our system in cloud.  

Some important time factors are denoted earlier, viz., tb (the time period for the load 
balancer service to check the status of server instances), ta (the sampling time period 
for alarm service to generate the statistics for the status of server instances), tl (the 
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launching time of a server instance), and we must be aware of the maximum time pe-
riod when a server instance starts decaying and just before it cannot be recovered, we 
denote the period as tp. If the server instance spends average 50 seconds to reach the 
threshold, then tp is equal to 50 seconds. Here, we formulate two principles for confi-
guring a system based on the client-cloud architecture.  

Principle 1: When the load balancer service needs to assess the status of server in-
stances before dispatching a request, if and only if tb<tp, then the server instances are 
able to recover from its decaying.  

If tb≥tp, that means the load balancer service is aware of the status of a server in-
stance after it turns into the unrecoverable status. For example, tb is 55 seconds, and tp 
is 50 seconds, i.e., the load balancer service gets the status of the server instance after it 
has crashed down for 5 seconds. 

Principle 2:  If and only if ta+tl<tp, then the server instance is able to recover.  
If ta+tl≥tp, it may result in that the decaying server instances have already crashed 

down but (1) new instances have not been launched yet; (2) alarm service is not aware 
of crashing down. For example, tp is 50 seconds, ta is 30 seconds, and tl is 40 seconds. 
We assume that a workflow server instance crashed down at the 0th second. Then, at 
the 30th second, the alarm service is aware of crashing down and notifies the auto-
scaling service to clone new workflow server instances for load balancing. A new 
workflow server instance needs 40 seconds to start up. However, at the 70th second, 
the decaying workflow server instance has already crashed down. 

The accurate values of tp, tb, ta, tl are different from system to system. Especially, tp 
depends heavily on, say, CPU, available memory size, and heap size (in Java virtual 
machine). It requires experiments with various workflows to get relatively accurate tp 
before deploying and configuring a cloud-based workflow system. 

The two principles aim at effective coordination of the services and correctly han-
dling all client requests. Effective coordination is to guarantee sustainable scalability. 

4 System Implementation 

Based on the design above, we implement the SwinFlow-Cloud prototype in Java 
programming language. The implementation of the workflow server prototype is de-
picted in Fig. 3. The structure of the prototype has traditional functions of workflow 
system in WfMC. We further extend the traditional functions and implement the 
cloud accompaniment tools, cloud workflow relevant services, and application provi-
sion service. Process definition tools are able to graphically model a workflow and 
transfer it to workflow enactment service; administration tools are able to monitor and 
manage the running workflows; work list handler is able to fetch the work items for 
handling and submitting the results back to the workflow enactment service. We de-
velop these tools on the basis of Eclipse Rich Client Platform and Eclipse Graphical 
Editing Framework (www.eclipse.org). 
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Fig. 3. SwinFlow-Cloud workflow server prototype 

As a core component of the workflow system, the workflow enactment service can 
instantiate a workflow, allocate all essential resources, and create a process engine for 
execution. The thread will execute the ready tasks and activate their subsequent tasks, 
until all the tasks are completed. For invocation of the legacy applications or other 
cloud applications, the workflow enactment service may access tool agents hosted in 
the application provision service. 

The implementation of the cloud workflow accompaniment tools and cloud 
workflow relevant services considers cloud features. The cloud workflow accompa-
niment tools are composed of: 

• Server Configuration Tools, which are able to adjust basic configurations of 
workflow server instance, such as the size of the workflow process thread pools, 
the length of the waiting queues of the thread pools, and so on; 

• Billing Specification Tools, which are able to specify pricing policies to charge 
cloud workflow systems on CPU usage, network usage, workflow execution time, 
size of workflow instance and so on; 

• Tool Agent Definition Tools, which are able to create tool agents and the defined 
parameters for calling external applications. 

As mentioned above, workflow relevant services are a bridge between cloud infra-
structure and workflow server prototype. They utilize the APIs of specific cloud infra-
structures. They are composed of: 

• Monitor Service. As mentioned above, the service is to collect the considered re-
source utilization information and compute the composite index;  

• Billing Meter. The service is based on the resource monitoring service provided by 
cloud infrastructure. It can conduct statistical analysis according to a pricing policy 
every short period of time and send results to the bill monitoring service in cloud 
infrastructure. 
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5 System Deployment 

The previous two sections address the design and implementation of the client-cloud 
workflow system. This section will further discuss the deployment of the SwinFlow-
Cloud prototype in cloud.  

The deployment begins with the migration of the workflow server prototype onto 
the cloud infrastructure. The prototype is deployed on a virtualized machine in cloud 
similar to a traditional client-server model based workflow server. Then we create a 
workflow server image using the virtual machine with the prototype and deploy the 
load balancer service, the alarm service, and the auto-scaling service to support sus-
tainable scalability. For the cloud computing environment, we choose the AWS cloud, 
a popular commercial public cloud service, as an example. As an IaaS (Infrastructure 
as a Service), the AWS cloud provides the essential services for load balancing, moni-
toring, and auto-scaling. We use Amazon Relational Database System (RDS, 
aws.amazon.com/rds) console tools to store the data of the prototype. To support in-
vocation of various types of cloud applications, we use Amazon Simple Storage Sys-
tem (S3, aws.amazon.com/s3) to store API library files of external applications. We 
create an S3 bucket and folders for each tool agent to store the API library files. A 
workflow tool agent remotely accesses the external applications through the API li-
brary files in the bucket. It facilitates many legacy applications to migrate on the 
AWS cloud for workflow invocation.  

During system deployment, launching time tl and decaying time tp need to be ob-
tained. Furthermore, it is important to make sure that the relation between tb and tp 
obeys Principle 1, and the relation between ta, tl, and tp obeys Principle 2 addressed in 
Subsection 3.7. 

6 Evaluation 

This section presents the evaluation of SwinFlow-Cloud using a simplified mobile 
charge workflow mentioned earlier. 

6.1 Workflow Example 

For evaluation of the SwinFlow-Cloud prototype, we select an instance-intensive 
workflow example: a simplified mobile charge workflow mentioned in Section 1 
which consists of Start Task, Compute Bill Task, Charge Task, Count Task, and End 
Task. We use the process definition tools to model this process. 

The Compute Bill Task calls an external application on the AWS cloud for compu-
ting the bill of one mobile short message. Then the Charge Task calls another external 
application on the AWS cloud for charging the bill. Because the application for charg-
ing the bill may have some delay, the Charge Task will check its state code to deter-
mine whether the charge is completed or not. If the charge is not completed, the 
Charge Task returns an unsuccessful message, the workflow will navigate to the 
Count Task; otherwise, the workflow will navigate to the End Task. The End task will 
complete this workflow instance. The SwinFlow-Cloud prototype creates a charge 
workflow instance for each mobile short message. The number of the workflow in-
stances will increase accordingly with the growing number of mobile short messages.  
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6.2 Performance Experiment 

We first deploy a workflow server onto an Amazon Linux server instance on the 
AWS cloud and configure the sizes of thread pools as 200 and the size of the waiting 
queue as unlimited.  

For this experiment, we further design a client emulator to simulate massive re-
quests to evaluate the SwinFlow-Cloud prototype on the AWS cloud. We asynchron-
ously launch 12 emulators and each can send 200 requests within 2 to 8 seconds. That 
is, about 3,000 requests are sent to the workflow server instances on the cloud side 
every 5 seconds on average. 

As in Eq. (4) discussed in Section 3 for the composite index, we consider the three 
typical resource utilization rates for calculating I: Rcpu (CPU resource utilization ra-
tio), Rproc (the ratio of the number of workflow instances in workflow-instance-thread 
pool to the length of its waiting queue) and Rtask (the ratio of the number of workflow 
tasks in workflow task-thread pool to the length of its waiting queue).  

Then through experiments, we obtain that the launching time (i.e. tl) of the 
workflow server instance is about 60 seconds.  

Afterwards, we upload the process definition to the workflow server on Amazon 
Linux server instance and launch it to get the decaying period of a workflow server 
instance (i.e. tp) of the workflow server instance. When the requests increase quickly, 
I begins to increase. The experimental result shows that the server will not be able to 
recover after I is greater than 0.8, i.e. Tol is 0.8. It takes about 130 seconds for the 
Amazon Linux server instance to decay from 0.4 to 0.8. Thus tp is about 130 seconds. 
The experimental data show that the larger the size of the thread pool, the slower it 
decays, i.e. the longer tp is. 

Initially, there is only one EC2 instance with a workflow server prototype for han-
dling the requests from the client side. Our experiment consists of two separate parts. 
The first part is to demonstrate the throughput of the SwinFlow-Cloud prototype on 
the AWS cloud without implementing the two principles, while the second part is to 
demonstrate the throughput with the two principles implemented. 

For the first part, we set tb as 120 seconds (tb≥tp) and set ta as 150 seconds (ta+tl≥tp), 
which do not obey the two principles. The experimental results are shown in Fig. 4. 
The Y-axis is the sum of input (the started workflow instances) and output (the com-
pleted workflow instances) every 10 minutes. The X-axis is time. Its interval is 10 
minutes. The line with dots demonstrates the changes of the input, while the line with 
crosses demonstrates the changes of the output.  

In our experiments, the SwinFlow-Cloud prototype eventually created over 30 
workflow server instances. The experimental results show that the pattern of changing 
throughput for every workflow server instance is very similar to each other (the rea-
son is explained later) except that their start-up moments are different. Therefore, to 
clearly depict the typical pattern, we just demonstrate the throughput results of a rep-
resentative workflow server instance in Fig. 4. The figure shows the record of the 
throughput for every 10 minutes. The throughput keeps increasing for the first 10 
minutes and reaches to the maximum point of about 21,960. It then decreases sharply 
and approaches to zero after 1 hour. 
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Fig. 4. Throughput of one workflow server instance without two principles implemented 

The reason for such a sharp decrease is due to tb > tp, which means that the moment 
when the load balancer service finds out the workflow server instances have crashed 
down is later than the moment when the workflow server instances become unreco-
verable. When the massive number of requests is sent to the workflow server in-
stances on the cloud side, the workflow server instances crash down quickly and be-
come unrecoverable before the timely detection by the load balancer service.  

After the load balancer service has detected the unhealthy workflow server in-
stances, it will stop dispatching new requests to them. In such a situation, the Swin-
Flow-Cloud prototype will be unable to handle the new requests from the client side. 
Furthermore, the alarm service samples the healthy status of the workflow server 
instances for every period of ta. When the result shows that the workflow server in-
stances are unhealthy, the auto-scaling service will create new workflow server in-
stances to balance the incoming requests. However, the requests will make new 
workflow server instances become also unrecoverable due to tb≥tp. The patterns of 
changing throughput of the new workflow server instance are thus similar to the old 
ones. Therefore, we just demonstrate the results of a representative workflow server 
instance in Fig. 4. 

For the second part, with the same initial conditions, we set tb of the load balancer 
service as 40 seconds according to Principle 1 and set tl as 60 seconds according to 
Principle 2. The experimental results are shown in Fig. 5. The experiment lasts for 5 
hours. We observe that the prototype eventually only scales out up to 11 workflow 
server instances to handle the requests sent from the client testers. After the client 
testers stop sending requests, the prototype gradually scales in by releasing the idle 
workflow server instances which have completed all the workflow instances running 
on them. Figure 5 shows that the maximum total input of 11 workflow server in-
stances is more than 81,000 workflow instances every 10 minutes with an average of 
about 75,000. The maximum total output of 11 workflow server instances is about 
80,000 workflow instances every 10 minutes with an average of about 70,000. There-
fore, the total throughput of the SwinFlow-Cloud prototype is about 4,350,000 in 5 
hours. The experimental results show that the throughput of the SwinFlow-Cloud 
prototype with the two principles implemented is much better than the throughput 
without the two principles implemented. Moreover, it clearly meets requirement R1 
(high throughput of workflow instances) in Section 2. In this 5-hour experiment, the 
auto-scaling service scaled out by a total of additional 10 workflow server instances to 
meet the resource demand. When the instances were idle, the service automatically 
scaled in. It meets requirement R2 (elastically scale out or in) in Section 2. According 
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to the Amazon pricing policies (aws.amazon.com/pricing), the cost for our experiment 
which simulated the total throughput of 4,350,000 in 5 hours is $4.03 maximum. That 
is, the workflow system pays a maximum of $7,000 per year. Based on the perfor-
mance in our experiment, we can extrapolate that the total cost is about $500,000 per 
year to handle the 1.36 billion mobile SMS charge workflow instances on a daily 
basis which is marginal to the annual net profit of about $20 billion in China Mobile 
Limited (www.chinamobileltd.com). Hence, requirement R3 (cost-effectively manage 
the execution of the instance-intensive workflows) in Section 2 is also met. 

 

Fig. 5. Total throughput of SwinFlow-Cloud with two principles implemented 

Furthermore, our client-cloud workflow system significantly improves the tradi-
tional workflow system in handling instance-intensive workflows (i.e., contribution 
C1).The resource utilisation estimation model can also be sensitively aware of the 
system status to support the auto-scaling mechanism (i.e., contribution C2). The expe-
riments demonstrate the sustainable scalability of our client-cloud workflow system 
due to undertaking the two principles (i.e., contribution C3). 

7 Related Work 

Workflow research communities have put many efforts on the research of the 
workflow system architecture in the last two decades. As discussed in Section 2, the 
research of centralised architectures has gained significant achievements. Nowadays, 
the typical workflow systems based on the centralised structure include IBM FileNet, 
TIBCO iProcess Suite and so on [1]. Some researchers studied the decentralized ar-
chitecture to improve the scalability since the last century, for example, Grid 
workflows and P2P workflows. Their scalabilities are better than centralised architec-
ture. Grid workflow is a successful architecture for scientific workflow. The typical 
Grid workflow systems include Kepler, Pegasus, Taverna, ASKALON and so on [8]. 
So far, Grid workflow mainly focuses on data-intensive and/or computation-intensive 
scientific workflows.  

Nowadays, workflow system vendors and research communities are investigating 
the cloud-based workflow systems, such as Apache Hadoop’s MapReduce based 
CloudWF [4, 15], Gridbus based Cloudbus Workflow Engine [2, 3], Pegasus (the 
latest cloud version), SwinDeW-G (SwinDeW for Grid) based SwinDeW-C (Swin-
DeW for Cloud) [6-8, 12-14] and so on. These workflow systems either utilize the 
cloud features, or are extended on the basis of the Grid, P2P infrastructures to support 



 Novel Client-Cloud Architecture for Scalable Instance-Intensive Workflow Systems 283 

 

specific workflow requirements. However, these workflow systems mainly focus on 
scientific workflows rather than instance-intensive workflows. Amazon Simple 
Workflow service (SWF, aws.amazon.com/swf) is an orchestration service for build-
ing distributed applications. However, it is a simple workflow service which cannot 
support high throughputs workflow applications. At present, there is very limited 
work specifically on scalability of cloud workflow. Some researchers propose the 
predication approaches based on the infrastructure-level metrics, e.g., deadline, re-
sponse time, etc, to implement an auto-scaling model in cloud [9-11]. However, few 
of their approaches focus on the cloud application-level metrics of WfMS. 

As discussed in Section 2, the basic requirements for instance-intensive workflows 
are high throughput, elastic scalability, and cost-effectiveness. Unfortunately, most 
existing workflow system architectures cannot meet these requirements satisfactorily 
where our work aims at sealing this gap. 

8 Conclusion and Future Work 

In this paper, we have proposed novel client-cloud architecture for scalable instance-
intensive workflow systems. The client-cloud architecture has revamped the tradition-
al client-server architecture for supporting instance-intensive workflows. Based on 
empirical analysis, we have also discovered and abstracted two principles to achieve a 
dynamic, elastic, and sustainable scalability. Given the three basic requirements (high 
throughput, elastic scalability, and cost-effectiveness) for instance-intensive 
workflows in the cloud, we have evaluated the SwinFlow-Cloud prototype deployed 
on the AWS cloud. The experimental results have shown that the prototype is able to 
meet all the requirements. Therefore, our work demonstrated in this paper can contri-
bute to traditional client-server based workflow systems to handle instance-intensive 
workflows. In the future, further research on improving the performance of the Swin-
Flow-Cloud prototype will be conducted. We will also deploy the prototype to other 
cloud computing environments.  
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Abstract. This paper studies the phenomenon of the evolution of co-
operation in networks, where each player in networks plays an iterated
game against its neighbours. An iterated game in a network is a multi-
ple round game, where, in each round, a player gains payoff by playing
a game with its neighbours and updates its action by using the actions
and/or payoffs of its neighbours. The interaction model between the play-
ers is usually represented as a two-player, two-action (i.e., cooperation
and defection) Prisoner’s Dilemma game. Currently, many researchers
developed strategies for the evolution of cooperation in structured net-
works in order to enhance cooperation, i.e., to increase the proportion
of cooperators. However, experimental results, reported in current lit-
erature, demonstrated that each of these strategies has advantages and
disadvantages. In this paper, a self-organisation based strategy is pro-
posed for the evolution of cooperation in networks, which can utilise
the strengths of current strategies and avoid the limitations of current
strategies. The proposed strategy is empirically evaluated and its good
performance is exhibited. Moreover, we also theoretically find that, in
static networks, the final proportion of cooperators evolved by any pure
(or deterministic) strategies fluctuates cyclically irrespective of the initial
proportion of cooperators.

1 Introduction

The evolution of cooperation among selfish individuals is one of the most funda-
mental issues in various disciplines, such as physics [4, 5], biology [1, 2], artificial
intelligence [3], sociology [6, 7] and economics [8]. It is well known that in un-
structured populations, natural selection favours defectors over cooperators [9].
However, in the real world, who-meets-whom is not random but determined by
spatial relationships or social networks [10–13]. Recently, there is much interest
in studying the evolution of cooperation in structured populations or on graphs
[14–17]. In these studies, the Prisoner’s Dilemma game is the leading metaphor
for the evolution of cooperative behaviours in populations of selfish players, es-
pecially since the well known computer tournaments of Axelrod [18]. In each
round, two players engaged in an iterated Prisoner’s Dilemma game have to
choose between cooperation and defection. In any given round, the two players
receive a payoff R if both cooperate with each other, and a payoff P if both
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defect against each other; but if one player chooses cooperation whereas another
player uses defection, the defector gets a payoff T while the cooperator gains
only a payoff S, where T > R > P > S and 2R > T + S. Thus, in a single
round, it is always best to defect, but in an iterated Prisoner’s Dilemma game,
cooperation may be better [14].

Currently, several strategies have been proposed towards increasing the pro-
portion of cooperators in the iterated Prisoner’s Dilemma game. The most fa-
mous strategy is the Tit-For-Tat (TFT ) [2], where each player cooperates in the
first round and then adopts the behaviour used by its opponent in the former
round. A TFT player concurs with cooperators and retaliates against defectors,
but a TFT player also forgives those defectors that switch to be cooperators.
Thus, although TFT is quite simple, it does encourage cooperation among play-
ers. However, TFT suffers from a stochastic perturbation, namely that occa-
sional mistakes between two TFT players cause long runs of mutual retaliation.
In order to overcome this drawback of TFT , two revised versions of TFT were
developed: Tit-For-Two-Tats (TF2T ) [19] and Generous TFT (GTFT ) [20].
A TF2T player allows two consecutive defections before retaliating. A GTFT
player chooses cooperation after an opponent’s cooperation but still uses coop-
eration, with a certain probability, after an opponent’s defection. Later, Nowak
and Sigmund [21] claimed that their strategy, Win-Stay, Lose-Shift (WSLS),
outperformed TFT in the Prisoner’s Dilemma game. A WSLS player maintains
its action, i.e., cooperation or defection, only if its current payoff is at least
as high as in the former round. In [14], Nowak and May presented a strategy,
called Imitate-Best-Neighbour (IBN), where each player imitates the action of
the player (including itself), which achieves the most payoff in the former round.
Another strategy, devised by Tang et al. [22], is that in each round, a player
selects a neighbour, based on the “degree” of each neighbour, and then proba-
bilistically adopts the selected neighbour’s action, based on the payoff difference
between itself and the selected neighbour. Here, the term “degree” means the
number of neighbours of a player. Santos et al.’s strategy [23] is similar to Tang
et al’s strategy. In Santos et al.’s strategy, named Stochastic Imitate-Random-
Neighbour (StIRN), in each round, a player randomly selects a neighbour. The
player imitates the selected neighbour’s action, with a probability based on their
payoff difference, only if in the former round, the selected neighbour’s payoff is
greater than the player’s payoff. Recently, Hofmann et al. [3] developed a strat-
egy, named Imitate-Best-Strategy (IBS), where each player sums the payoffs of
all cooperating neighbours and the payoffs of all defecting neighbours (including
itself) in the former round, and copies the action, which achieves the greater
total payoff. Hofmann et al. also experimentally studied some of the current
strategies, and analysed their advantages and limitations. Based on Hofmann et
al.’s analysis, it can be found that the results of evolution of cooperation, i.e., the
final proportions of cooperators, derived by different strategies depend heavily
on the initial proportions of cooperators and the network types. For example, the
strategy IBS can increase the proportion of cooperators only when the initial
proportion of cooperators is greater than 0.6; the strategy WSLS can improve
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the proportion of cooperators only when the initial proportion of cooperators is
less than 0.5; Santos et al.’s strategy can advance the proportion of cooperators
only in a scale-free network. Obviously, these dependence relationships will limit
the applicability of these strategies. In order to overcome these dependence re-
lationships of current strategies, in this paper, a self-organisation based strategy
is proposed, which aims to provide a good result for the evolution of cooperation
and can be independent of the initial proportion of cooperators and the net-
work types. Additionally, Hofmann et al. [3] found an interesting phenomenon
regarding WSLS, that is, in a given type of static network, WSLS leads to
the same final proportion of cooperators irrespective of the initial proportion of
cooperators. Hofmann et al. left the theoretical investigation about that phe-
nomenon as one of their future studies. Against this motivation, after study, we
theoretically find a more general phenomenon that is, in static networks, the fi-
nal proportion of cooperators evolved by any deterministic strategies, including
WSLS, fluctuates cyclically irrespective of the initial proportion of cooperators.
This theoratical finding can support Hofmann et al.’s empirical finding about
WSLS, because a uniform final proportion of cooperators can be considered
that the period of the cycle is 1. The proposed self-organisation based strategy
and the theoretical finding are claimed as a two-fold contribution of this paper.

The rest of the paper is organised as follows. In the next section, the pro-
posed self-organisation based strategy will be described in detail. In Section 3,
the experimental results and analysis will be provided in both static and dy-
namic networks. In Section 4, the proof of the theoretical finding, regarding the
proportion of cooperators evolved by deterministic strategies, will be given. Fi-
nally, the paper will be concluded and some future studies will be outlined in
Section 5.

2 The Self-organisation Based Strategy

Before the self-organisation based strategy is described, we first depict the net-
work model and the iterated Prisoner’s Dilemma game in networks. The player
interactions can be modeled as an undirected graph (or network) G = (V,E),
where V = {v1, ..., vn} is a set of n nodes (or players) and E ⊆ V × V is a set
of edges. Two players vi and vj are neighbours if (vi, vj) ∈ E. Neighbours can
play with each other. Ni = {vj |〈vi, vj〉 ∈ E} indicates a player vi’s neighbour
set, while N+

i = Ni ∪ {vi} is the neighour set including vi itself. A Prisoner’s
Dilemma game is a two-player game, where each player has two actions, i.e.,
cooperation and defection. The payoffs for two players are symmetric. If the two
players cooperate with each other, both get a reward R; while mutual defection
results in punishment P to both. If one player chooses cooperation while the
other uses defection, the cooperator gains the lowest sucker’s payoff S, while the
defector gets the highest temptation payoff T . For a single Prisoner’s Dilemma
game, T > R > P > S holds and for an iterated Prisoner’s Dilemma game,
additionally, T + S < 2R holds. In an iterated Prisoner’s Dilemma game in a
network, there are n players, which form the nodes of the graph, and the game
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proceeds in rounds. In each round, there are two phases (for static networks)
or three phases (for dynamic networks). First, in the game playing phase, the
players play the game with all their neighbours and compute their total payoffs.
Second, (for dynamic networks only), in the interaction adaptation phase, each
player removes some unsatisfactory neighbours and form new interactions with
other players. Finally, in the action update phase, each player updates its action
according to a strategy.

The proposed self-oragnisation based strategy, used by each player for action
update, is described as follows. The essence of the self-organisation based strat-
egy is that it embodies existing strategies into each player’s knowledge base.
Then, in each round, each player autonomously selects one strategy to update
its action and plays with its neighbours. The knowledge of a player j is repre-
sented as Sj = 〈s1, ..., sm〉, where each si ∈ Sj is an existing strategy. Sj is also
called the strategy set of a player j. One of the merits of this strategy is that,
in the future, if a new strategy is developed, it can also be embodied into each
player’s knowledge base. Thus, the proposed self-organisation based strategy is
extendable. We develop a Q-learning algorithm to realise the self-organisation
based strategy, which consists of the following three steps.

(i) In each round, each player autonomously selects a strategy from its strategy
set based on the probability distribution over strategies. Then, each player uses
its selected strategy to update its action to play in the current round.

(ii) When the current round is finished, each player adjusts the probability
distribution for strategies based on the payoffs that it receives and its neighbours
receive in the current round. The adjustment of the probability on each strategy
is executed by using the following equations in sequence (taking a player j for
example).

Q(si) ← (1− α) ·Q(si) + α · pj (1)

π(si) ← π(si) + β · (Q(si)− γ · p̄j) (2)

Π ← Normalise(Π) (3)

In Equation 1, Q(si) is the Q-value of a strategy si, which is a real number
and is used to calculate the probability of selecting si (see Equation 2); pj is
the player j’s payoff received in the current round; and α is the learning rate,
which is in the range of (0, 1). In Equation 2, π(si) is the probability of selecting
a strategy si; p̄j is the average payoff of a player j’s neighbours (excluding j

itself), namely p̄j =

∑
i∈Nj

pi

|Nj| , where |Nj| means the number of elements in the

set Nj ; β is the probability (policy) adaptation rate, which is in the range of
(0, 1); γ indicates how important a player’s neighbours’ average payoff is for
that player’s probability adaptation, and γ is in the range of [0, 1]. In Equation
3, Π = 〈π(s1), ..., π(sm)〉 demonstrates a probability distribution for strategies,
and the function Normalise() is used to constrain Π to a legal probability
distribution, i.e.,

∑
1≤i≤m π(si) = 1, and the result of Normalise(Π) has the

minimum Euclidean distance to Π .



A Study on the Evolution of Cooperation in Networks 289

Initially, the probability for each strategy is equal, namely that each strategy
has an equal opportunity to be selected, and all the Q-values are set to 0.

(iii) The above two steps are iterated untill the game ends.
This learning algorithm is simple but powerful enough for our problem. A

more efficient learning algorithm might enable the proposed strategy to achieve
better results, and we leave this as one of our future studies. Readers might
suggest that in each round, each player just simply chooses the strategy with
the highest Q-value from its strategy set. Nevertheless, Kaelbling et al. [24] stated
that players, who always choose the highest Q-values actions, (called strategies
in this paper), can lead a system to a suboptimal status.

3 Experiment and Analysis

After the proposed strategy is described, the experimental results are presented.
In this experiment, to implement the proposed self-organisation based strategy,
three strategies are selected to be embodied into each player’s knowledge base.
The three selected strategies are IBN , WSLS and IBS, which have been de-
picted in the previous section. IBN and WSLS are classical and very famous,
while IBS is newly developed. Certainly, other strategies, even those strategies
developed in the future, could also be embodied into each player’s knowledge
base, and additionally, different players could even have different knowledge,
i.e., different strategy sets. In this paper, since the aim of this experiment is to
provide readers with a general insight into the operation and performance of the
proposed self-organisation based strategy, the strategy set, i.e., knowledge, of
players is simplified, which contains only three existing strategies, namely IBN ,
WSLS and IBS, and each player’s strategy set is set to be identical. The per-
formance of a strategy, s1, is considered to be better than another strategy, s2,
if s1 derives a higher final proportion of cooperators than s2 does.

The experiment was conducted in two different networks: a scale-free network
[25] and a small-world network [26] with both static and dynamic versions. In
a scale-free network, the distribution of node degree follows a power law, nd ∝
d−τ , where nd is the number of players of degree d and τ > 0 is a constant
(typically τ ∈ [2, 3]). τ is set to 2.5, which makes an average degree of the network
approximately 4. A small-world network shows a high clustering coefficient and
a short average path length. First, a ring is built and each player is connected
to the two neighbouring players on each side. Then, links are randomly released
and reconnected to other players. The rewiring probability is set to 0.2, which
leads to an average degree of roughly 4.

A static network means that the topology of the network is fixed, and a
dynamic network means that the topology of the network could be changed,
namely that players could dynamically break interactions with their neighbours
and form new interactions with other players. The parameters, which are used
in the experiment, are set as follows, T = 5, R = 4, P = 0, S = −1, α =
0.2, β = 0.3 and γ = 0.85. The values of the four payoffs T,R, P, S can be
set arbitrarily, which need only to obey the conditions T > R > P > S and
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2R > T + S. Different combinations of the values of these four payoffs affect
all of the strategies in a same extent, so they do not affect the comparison of
these strategies. For the learning parameters α, β, γ, different combinations of
their values were attempted and the best combination was selected, which could
make the proposed strategy achieve the highest final proportion of cooperators.
In addition, each network consists of 1000 players and the average degree of each
player is set to 4. For each strategy, in both static and dynamic networks, one
running is composed of 500 rounds.

3.1 Experimental Results: Static Networks

The experimental results regarding static networks are displayed in Figure 1,
where in all the four sub-figures, the x-axis indicates rounds of the iterated
game, and the y-axis demonstrates the proportion of cooperators. Figures 1(a)
and 1(b) exhibit the evolution of cooperation in a static scale-free network with
the initial proportions of cooperators 0.2 and 0.7, respectively. Figures 1(c) and
1(d) show the evolution of cooperation in a static small-world network with the
initial proportions of cooperators 0.2 and 0.7, separately. According to Figure
1, it can be seen that the proposed self-organisation based strategy outperforms
other three strategies under different conditions. Specifically, in Figures 1(a) and
1(c), the proportion of cooperators cannot be improved by using IBN and IBS.
This phenomenon can be explained as follows. If a player, especially a high de-
gree player, defects, it can exploit all its neighbouring cooperators and gain a
high payoff. Then the strategies, i.e., imitating the best neighbour (IBN) or the
best strategy (IBS), encourage that defecting player’s neighbours to switch to
defection. In Figures 1(a) and 1(c), the initial proportion of cooperators is set
very low (0.2), so it is not likely that defectors can find a wealthy neighbour-
ing cooperator and then imitate the cooperator’s action, because cooperators
surrounded by many defectors cannot obtain high payoffs. This situation is im-
proved when the initial proportion of cooperators is increased. This is because
that when the initial proportion of cooperators is very high (0.7), wealthy co-
operators are quite likely to exist and then the few defecting neighbours will

(a) Scale-
Free,fc=0.2

(b) Scale-
Free,fc=0.7

(c) Small-
World,fc=0.2

(d) Small-
World,fc=0.7

Fig. 1. The evolution of cooperation by using different strategies in static networks
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switch to cooperation, i.e., imitate the wealthy cooperators’ action. However,
under WSLS, the situation is reversed. In Figures 1(b) and 1(d), when the ini-
tial proportion of cooperators is very high (0.7), the proportion of cooperators
cannot be increased by using WSLS. This is due to the fact that the update
of a player’s action is based only on its own payoff over time irrespective of
its neighbours’ actions. Thus, even if a cooperating player has many cooperat-
ing neighbours, once one of the cooperating neighours defects, the cooperating
player will switch to defection in the next round. Hence, under WSLS, a high
initial proportion of cooperators cannot guarantee the promotion of proportion
of cooperators. However, when the initial proportion of cooperators is very low
(0.2), a defector can turn to be a cooperator, once any one of its defecting neigh-
bours switches to cooperation. Thereby, a low initial proportion of cooperators
is somewhat helpful for the evolution of cooperation. These results demonstrate
that each strategy, i.e., IBN , WSLS and IBS, has limitations. However, in all
these situations, the proposed self-organisation based strategy can promote the
proportion of cooperators. This can be explained by the fact that players, using
the proposed strategy, can benefit from the strengths while avoid the weaknesses
of each existing strategy. When a strategy brings a player very low payoff, this
strategy will correspondingly be assigned a low Q-value by the player (Equation
1) and the probability of selecting this strategy in the next round will also be
reduced, especially when the average payoff of the player’s neighbours is high
(Equation 2). When the average payoff of a player’s neighbours is high, the
player is very likely to be exploited by its defecting neighbours. Thus, the strat-
egy used by this player is not good in such a situation and has to be assigned a
low probability for selection in the next round.

3.2 Experimental Results: Dynamic Networks

In the above subsection, the performance of the proposed self-organisation based
strategy in static networks has been exhibited. However, in many social systems,
individuals are continuously creating or removing interactions according to the
benefits of interactions. One example occurs in scientific collaboration networks

(a) Scale-
Free,fc=0.2

(b) Scale-
Free,fc=0.7

(c) Small-
World,fc=0.2

(d) Small-
World,fc=0.7

Fig. 2. The evolution of cooperation by using different strategies in dynamic networks
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[27], where scientists usually work in small groups of collaborations, and the rela-
tionships evolve under performance and self-interest of the individual members.
Therefore, it is necessary to evaluate the proposed strategy in dynamic networks,
where players can remove existing interactions with neighbours and establish new
links with other players. Currently, the study on the evolution of cooperation in
dynamic networks received less attention than that in static networks [28, 29].
Zimmermann and Eguiluz [29] studied the evolution of cooperation in the it-
erated Prisoner’s Dilemma game with adaptive local interactions, and showed
that interaction adaptation could boost the evolution of cooperation in a society.
Their interaction adaptation approach allows only unsatisfied defecting players
to change their interactions with their defecting neighbours, and then randomly
select new players in the whole network to form links. However, allowing only
unsatisfied defecting players to change interactions is unfair, because cooperat-
ing players may be also unsatisfied with several of their neighbours. Moreover,
as mentioned in Section 1 that in the real world, who-meets-whom is not ran-
dom but determined by spatial relationships or social networks, therefore, it
is somewhat impractical to randomly select new players in the whole network
to create interactions. Thus, the interaction adaptation approach presented in
this paper is that in each round, after playing with neighbours, any players can
remove interactions with unsatisfactory neighbours and build new interactions
with other players from their neighbours’ neighours. This consideration, selecting
players from neighbours’ neighbours, is based on Kautz et al.’s [30] discussion
that shorter interaction chains are more likely to be fruitful and accurate. Here,
the unsatisfaction degree of a player against a neighbour depends on the differ-
ence between that player’s expected payoff and the payoff it actually receives
from the neighbour, and the unsatisfaction degree is accumulated along with
the game over time. Specifically, the unsatisfaction degree of a player j against
a neighbour k can be calculated by using Equation 4, where r is the number of
rounds till now, pexp is player j’s expected payoff, and pij←k is player j’s actual
payoff received from the neighbour k in round i.

unsatj→k =
∑

1≤i≤r

pexp − pij←k (4)

Once the accumulated unsatisfaction degree of the player j against the neigh-
bour k exceeds a threshold, the player j removes the interaction with the neigh-
bour k, and forms a new link with the player, which obtains the highest payoff
in the current round, selected from the player j’s neighbours’ neighbours. Each
player’s expected payoff, pexp, is set to 2, which is the arithmetic mean of the
four payoffs T,R, P, S). The threshold of unsatisfaction degree of each player is
set to 6, which is based on the consideration that if a player is consecutively
twice exploited by a neighbour as a sucker, the player then is unsatisfied with
that neighbour.

The experimental results with regard to dynamic networks are shown in Figure
2, where Figures 2(a) and 2(b) exhibit the evolution of cooperation in a dynamic
scale-free network with the initial proportions of cooperators 0.2 and 0.7, respec-
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tively, and Figures 2(c) and 2(d) demonstrate the evolution of cooperation in a
dynamic small-world network with the initial proportions of cooperators 0.2 and
0.7, separately. It can be seen that the final proportion of cooperators derived
by each strategy in dynamic networks is improved more or less compared with
that in static networks. This is ascribed to the fact that each player is allowed
to dismiss the interactions with their neighbours, with whom the player is quite
unsatisfied, and create new interactions with other wealthy players, who have the
potential to satisfy the player. An interesting finding is that in Figures 2(a) and
2(c), where the initial proportion of cooperators is only 0.2, the final proportion
of cooperators is improved by using IBN and IBS, whereas in static networks,
when the initial proportion of cooperators is 0.2, the final proportion of coop-
erators cannot be increased by using IBN and IBS. This phenomenon can be
explained as follows. In dynamic networks, when a player attempts to form a
new link, it will search its neighbours’ neighbours and find the wealthiest player.
The wealthiest player is very likely a cooperator with several cooperating neigh-
bours. Certainly, a defecting player can also achieve a high payoff by exploiting
its cooperating neighbours, but this situation will immediately be changed in
the next round, as its neighbours will imitate the wealthy defecting player’s ac-
tion. Therefore, when the game progresses over time, a wealthy player is more
likely a cooperator instead of a defector. Obviously, when a player establishes an
interaction with a wealthy cooperator, this player is easy to be assimilated as a
cooperator by using IBN and IBS. Hence, the final proportion of cooperators
can be improved. Again, the proposed self-oragnisation based strategy achieves
the best results.

Overall, it can be seen that the self-organisation based strategy works very
well in any situations, while each of the three strategies embodied into the self-
organisation based strategy has limitations. Thus, it is a promising idea to com-
bine current strategies into a single strategy set and let each player autonomously
select a strategy to update its action in each round, because in this manner, the
limitations of each strategy can be avoided and the strengths of each strategy
can be utilised comprehensively.

4 A Theoretical Finding

As described in Section 1, motivated by Hofmann et al.’s empirical finding about
WSLS [3], we made further investigation and found a general phenomenon that
in static networks, the final proportion of cooperators evolved by any determin-
istic strategies, including WSLS, fluctuates cyclically irrespective of the initial
proportion of cooperators.

In an iterated Prisoner’s Dilemma game, in a single round, a player vi has
only two actions, i.e., cooperate (represented as 1) or defect (represented as 0).
Thereby, the action of a player vi, recorded as acti, is in {0, 1}. Let us format
the payoff parameters, i.e., T , R, P , S, to be a matrix as follows.[

P T
S R

]
(5)
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For convenience, we use the following matrix in place of the above matrix,

M =

[
m00 m01

m10 m11

]
(6)

where m00 = P , m01 = T , m10 = S and m11 = R. Then, if player vi plays
against vj , then vi’s payoff is pij = macti,actj and vj ’s payoff is pji = mactj ,acti .
Hence, in a single round, the total payoff of vi is pi =

∑
vj∈Ni

pij . Obviously,

given a network G = (V,E) and a payoff matrix M , the payoff vector of a
network p = 〈p1, ..., pn〉 is determined only by the action vector of a network
act = 〈act1, ..., actn〉. (Actually, the phrase “determined by” means that there
exists a mapping from the action vector act to the payoff vector p, but for the
readability purpose, we use natural language to make the description.) It should
be noted that an action vector indicates a proportion of cooperators in a network.
The components of an action vector are either 0 (defect) or 1 (cooperate), so
by counting the number of “1” in an action vector and then divided by n, the
proportion of cooperators is obtained.

Similarly, in an iterated game, in each round t, the payoff vector of a network
p(t) = 〈p1(t), ..., pn(t)〉 is also determined only by the action vector of a network
act(t) = 〈act1(t), ..., actn(t)〉, if the network G and the payoff matrix M are
fixed, and the strategy, which each player uses to update its action, is fixed as
well.

Definition 1. (A k-order Strategy) For a strategy, if there exists a minimum
positive integer k, such that the action vector of a network in round t, i.e., act(t),
where players use this strategy, is determined by the action vectors act(t − 1),
..., act(t − k) or the payoff vectors p(t − 1), ..., p(t − k) of the network, then
this strategy is called a k-order strategy.

For example, the strategy WSLS is a 2-order strategy, because a WSLS
player updates its action based on its current and former payoffs. The strategies
IBN and IBS are 1-order strategies, as players, using these two strategies,
update their actions based only on the current payoff. The definition of “k-
order” is somewhat like the term “memory length”, which was often mentioned
in current literature, e.g., [31]. However, there is a significant difference between
“k-order” and “memory length”. “Memory length” describes only how many
previous rounds are required to determine an action vector in the current round,
while the definition of “k-order” not only specifies how many previous rounds are
required but also dictates that the action vector in current round is determined
only by the previous action vectors and payoff vectors. For example, the strategy
TFT is a 1-order strategy, and its memory length is 1. Nonetheless, the memory
length of the strategy GTFT is 1, but it is not a 1-order strategy, because the
current action vector is based not only on the former action vector but also on a
certain probability, which contradicts with Definition 1. It can also be deduced
that if a strategy is k-order, it must be a deterministic strategy.

Lemma 1. If a strategy is k-order, the action vector of a network in round t,
where players use this strategy, is determined only by the action vectors act(t−1),
..., act(t− k).
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Proof. The proof of this lemma is straightforward. As described above, in each
round t, the payoff vector of a network p(t) is determined only by the action
vector of a network act(t). Therefore, each payoff vector p(t−i), where 1 ≤ i ≤ k,
is determined only by the action vector act(t− i), where 1 ≤ i ≤ k, respectively.
Thus, according to Definition 1, the action vector of a network in round t,
where players use a k-order strategy, is determined only by the action vectors
act(t − 1), ..., act(t − k).

Definition 2. (A Cyclic Game) For an iterated game in a network, if there
exists a minimum positive integer r, such that after a round t0, the equation
act(t) = act(t+ r) always holds, where t ≥ t0, then this iterated game is called
a cyclic game, and the integer r is called the cyclic period of the game.

Theorem 1. Given a network G and a payoff matrix M , if a strategy is k-order,
then players in the network, using this strategy, will lead an iterated game to be
a cyclic game, and the upper bound of the cyclic period of the game is 2kn, i.e.,
r ≤ 2kn, where n is the number of players in the network.

Proof. In a network with n players, there are 2n different action vectors. If k
action vectors are selected from the 2n action vectors, the selection has 2kn

different compositions. Let the selected k action vectors be act(2kn + 1), ...,
act(2kn+k). Thus, the k action vectors, act(2kn+1), ..., act(2kn+k), are equal
to at least one set of k sequential action vectors taken from act(1), ..., act(2kn).
Suppose that the equal set of k sequential action vectors, taken from act(1),
..., act(2kn), is act(t0 + 1), ..., act(t0 + k). According to Lemma 1, in round t,
act(t) is determined only by act(t− 1), ..., act(t− k). Hence, act(t0 + k+1) is
determined only by act(t0 + k), ..., act(t0 +1), and likewise, act(2kn + k+1) is
determined only by act(2kn+k), ..., act(2kn+1). Since act(t0+k) = act(2kn+k),
..., act(t0 + 1) = act(2kn + 1) (the above assumption), it can be obtained that
act(t0 + k + 1) = act(2kn + k + 1), and similarly, it can also be obtained that
act(t0 + k + 2) = act(2kn + k + 2), act(t0 + k + 3) = act(2kn + k + 3), .... Let
r′ = 2kn − t0, when t > t0, the equation act(t) = act(t + r′) always holds1.
Therefore, the game is cyclic and the upper bound of its cyclic period is 2kn, as
r ≤ r′ ≤ 2kn.

Based on the above description, the following two deductions can be obtained.

(i) The conclusion of Theorem 1 is that any deterministic strategy will lead an
iterated game to be a cyclic game. This conclusion is independent of the initial
proportion of cooperators in a network, the topology of a network and a specific
game, because in the proof of Theorem 1, neither initial proportion of cooperators
is set nor specific network structures or orders of the parameters, T , R, P , S,
are imposed. Thus, this conclusion still holds in other games, e.g., Snowdrift
game, where T > R > S > P , and Stag Hunt game, where R > T > P > S

1 Suppose that t = t0 + 1, then act(t) becomes act(t0 + 1) and act(t + r′) becomes
act(2kn +1). As described above, act(t0 +1) = act(2kn +1) and this equation also
holds for t = t0 + 2, t = t0 +3, ..., so act(t) = act(t+ r′) always holds when t > t0.
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[23]. However, the exact cyclic period of an iterated game depends on several
factors, such as topology of the network, the specific strategy used by players in
the network, the specific game and the initial proportion of cooperators. There
may be a function or an approximate function to compute the cyclic period of a
game based on the listed factors. We leave investigating such a function as one
of our future studies.

(ii) A corollary can be derived from Theorem 1.

Corollary 1. In a network G, even if different players use different determin-
istic strategies, the iterated game is still a cyclic game and the upper bound of
its cyclic period is 2k

′n, where k′ = MAX(k1, ..., km), m is the number of dif-
ferent strategies used by players, and each ki demonstrates that the strategy si is
a ki-order strategy.

Proof. The proof of this corollary is similar to the proof of Theorem 1 by altering
k to k′. If different players use different strategies, the action vector in round t is
determined by act(t− 1), ..., act(t− k′). For example, in a network, a group of
players use a 2-order strategy (recorded as a 2-order group) and another group of
players use a 3-order strategy (recorded as a 3-order group). The action vector
of the 2-order group in round t is based on the action vectors of the 2-order
group in t− 1 and t− 2 rounds, while the action vector of the 3-order group in
round t is based on the action vectors of the 3-order group in t − 1, t − 2 and
t − 3 rounds. It is noted that the action vector of the 2-order group in round
t−1 is based on the action vectors of the 2-order group in t−2 and t−3 rounds,
so the action vector of the 2-order group in round t can also be considered to be
based on the action vectors of the 2-order group in t− 1, t− 2 and t− 3. Hence,
the situation has been the same as that in Theorem 1.

5 Conclusion and Future Work

In this paper, a self-organisation based strategy for evolution of cooperation was
proposed, which embodies current stretegies as players’ knowledge and enables
each player to autonomously select a strategy to update its action to play the
game. Thereby, the proposed strategy can avoid the flaws of each strategy and
can harness the advantages of each strategy. Furthermore, the proposed strategy
is extendable, as in the future, a newly developed strategy can also be included
into the proposed strategy, which embodies the new strategy as a new piece of
knowledge into each player. The experimental results demonstrated the good
performance of the proposed strategy in different situations. In addition, the
theoretical description of the phenomenon of the evolution of cooperation in
static networks was also given, which can support Hofmann et al.’s experimental
finding in [3].

In the future, as mentioned in Section 2, we attempt to develop a more complex
and efficient learning algorithm to realise the self-organisationbased strategy. Fur-
thermore, we intend to test the self-organisation based strategy in different games,
such as the aforementioned Snowdrift and Stag Hunt games [23]. We also want to
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test the proposed strategy in asynchronous games, because in biology, political sci-
ence and sociology, players do not always decide simultaneously but rather make
their decisions in turns [32]. In addition, it is also interesting to test the proposed
strategy in an open network, where existing players may leave the network and
new players may join the network. On the other hand, for the theoretical study,
at the current stage, we determined only the upper bound cyclic period of a game,
so in the future, we plan to determine more precisely the cyclic period of a game,
such as the precise spectrum of the cyclic period of a game, and to investigate
when the game gets into a cycle. It is also interesting to do further theoretical in-
vestigation in asynchronous games to see whether there are similar conclusions
to those observed in synchronous games. Moreover, for application domains, the
proposed evolution of cooperation strategy could be employed in wireless sensor
networks for sleep/wake-up scheduling. In wireless sensor networks, the energy of
each node is usually limited, so it is necessary to keep the nodes in sleep state as
long as possible to reduce the energy consumption and then to increase the lifetime
of sensor networks. A simple approach for this issue is that all nodes keep in sleep
state, unless data have to be transferred. However, this approachwill incur a heavy
data transmission delay, which should also be avoided. Then, the scheduling prob-
lem arises. Here, nodes can be considered as players, and sleep and wake-up can
be considered as the actions in an iterated game, i.e., cooperate and defect. One
point needs to be paid attention to is that instead of a single payoff matrix, two
payoff matrices are probably required, because if two neighbouring nodes do not
have data to transfer, the best choice for both of them is sleep, so in this situation,
sleep should be considered as cooperation; but if any one of the two neighbouring
nodes has data to transfer, then wake-up becomes the best choice, so in this case,
reversely, wake-up should be considered as cooperation. This is only a preliminary
idea, and many efforts have to be done on it. We will keep track of these future
studies.
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Abstract. The event-driven business process modeling has been emerged as an 
alternative paradigm to the traditional workflow-based business process-
modeling paradigm. One of the influencing factors for using this new paradigm 
is the flexibility and the agility it provides in supporting business process 
change. Weber et al. have proposed 14 high-level adaptation patterns that need 
to be supported by a flexible process-aware information system irrespective of 
the chosen paradigm. In this paper we investigate whether the event-driven 
paradigm can satisfactorily support these adaptation patterns; if so, how an 
event-driven approach should support these adaptation patterns. We also point 
to the future research directions that this work can lead to.  

Keywords: Adaptation Patterns, Event-driven, BPM. 

1 Introduction 

Business Process Management (BPM) has been widely adopted by business 
organizations as part of their core business strategy [1]. However, real-world business 
processes are subject to change, demanding changes to their IT counterparts, in 
particular, the control-flow structures. For example, activities of a business process 
can be added, removed or reordered. The flexibility provided by the process modeling 
languages plays a major role in supporting changes in process types (evolutionary 
changes) and the enacted instances (ad-hoc changes) [2, 3].  

Weber et al. [4] identified 14 adaptation patterns that need to be supported by a 
process-aware information system (PAIS), to support both evolutionary and ad-hoc 
adaptations. Instead of using low-level change primitives (e.g., add a node, delete a 
control flow edge), these patterns allow users to structurally modify a process type or 
a process instance using high-level change operations (e.g., insert a process fragment). 
Their work focused on the workflow-based process modeling paradigm, and used 
BPMN [5] notation to show the changes of business processes.  

In the recent past, the event-driven process modeling has emerged as an 
alternative process modeling paradigm [6-8]. Instead of using nodes and edges 
organized as a graph to describe a process flow (as is the case with the workflow 
paradigm), the event-driven paradigm uses event-action rules to describe a process 
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flow. As such, the complex event patterns are used as pre-conditions to trigger 
business activities and also as post-conditions upon the completion of the business 
activities [9, 10]. Although the event-driven processes provide a highly decoupled 
structure, it is challenging for a process designer/engineer to realize the high-level 
change requirements by modifying the event-driven dependencies captured by event-
action rules.  

In this context, the adaptation patterns defined by Weber et al. [4] provide suitable 
abstractions that represent generic adaptation requirements of real-world business 
processes. It is therefore, important that such patterns should be supported in the 
event-driven paradigm as well. This paper shows how those adaptation patterns can 
be mapped to the event-driven paradigm. This is important primarily due to the 
differences in change primitives of the two paradigms. The change primitives 
presented in [4] such as addEdge, removeEdge are directly applicable for workflow-
based process modeling, e.g., remove/add an edge in BPMN. However, in the event-
driven paradigm, there are no explicit edges to be removed/added. Instead, the 
control-flow is modified by altering the pre- and post-conditions of activities.  

In this paper, we do not limit the discussion to a specific event-driven 
language/approach, as there are many [8-13]. We have examined these event-driven 
approaches and suitably generalized them to produce a simple yet sufficient meta-
model that captures the essence of an event-driven process modeling language. Using 
this meta-model, we explore the possibility of supporting each adaptation pattern.  

The contribution of this work is to show how all 14 adaptation patterns can be 
mapped to the generic event-driven meta-model. This work can also be used as a 
reference to support/implement adaptations in event-driven business processes.  

The rest of the paper is organized as follows. In Section 2, we introduce event-
driven business process modeling and example approaches from the research 
literature. In the same section, we define the abstract event-driven meta-model and a 
supporting language that will be used for the explanation. How the adaptation patterns 
are supported is explained in Section 3. A detailed analysis and sighting of several 
research directions that this work can lead to are presented in Section 4, before we 
conclude the paper in Section 5.   

2 Event-Driven Business Process Modeling 

The event-driven process modeling has emerged as an alternative paradigm for the 
traditional workflow-based business process modeling. In the event-driven paradigm, 
the event, which describes a situation of interest [14], is used as an explicit entity. 
Usually, an event or a complex composition of multiple events specifies the pre- and 
post-conditions of business activities defining a control-flow structure.  

Krishnamurthy et al. [9] describe “an event-action system as a software system in 
which, events occurring in the environment of the system trigger actions in response 
to the events. The triggered actions may generate other events, which trigger other 
actions, and so on”. Adopting above style into business process modeling, the events 
can be used to define the business activity dependencies. The triggering of events 
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initiates business activities. Further events could be triggered as a result of activity 
execution. In this sense, the events are employed to decouple the activities [15]. This 
style of process modeling is evident in a number of approaches proposed in the past.  

For example, Alexopoulou et al. [10] uses an event-action rule-based approach in 
defining business processes to improve the agility of changes. Events are causally 
related and lead to action execution. YEAST [9] is a general purpose event-action 
system that also could be used for flexible process automation in a distributed 
environment. Geppert et al. [11] propose an event-condition-action rule-based process 
engine (EVE). EVE uses a layered event-based approach to describe the behaviors of 
processing entities in a heterogeneous environment.  

Dayal et al.[14] explore the use of event-triggering and transactions to organize 
long running activities. The control-flow is described in an event-driven manner to 
achieve the flexibility and modularity. ARIS toolset is a pioneer of using Event-driven 
Process Chain (EPC) to model business processes [13]. EPC graphs use events and 
their combinations to visualize the relationships between multiple functions/activities. 
In other works, we also exploit the benefits of the event-driven business process 
modeling to provide the loose coupling between activities and support variability in 
multi-tenanted service compositions [12]. In common, all the above approaches use 
events to define the relationship between activities. The flexibility and agility of 
performing changes has been the influencing benefits. 

To explore how the adaptation patterns are supported in the event-driven paradigm, 
we need an abstract event-driven language. Such a language should, (a) consist of 
minimal concepts to support process modeling constructs used in [16] (e.g., activity, 
process fragments and definition), so that the discussion is consistent yet not overly 
complicated; (b) Be independent of the existing event-driven approaches, yet provide 
an abstract representation of them so that this work could be generally applicable.  

EventLang: To fulfill the above requirements, we define an abstract language 
called EventLang. In EventLang, there are four main elements, i.e., Activity, Process 
Fragment, Process Definition and Event as shown in the meta-model in Fig. 1.  

 

Fig. 1. The EventLang meta-model  

Here, an Activity represents an atomic or a single step of a business process, e.g., 
TreatPatient. A Process Fragment groups these activities, could be a sub-process or 
even reduced to a single activity. A Process Definition is a special type of a process 
fragment with its own start- and end-conditions that define when a process instance 
should be initiated or terminated. These three elements, i.e., Activity, Process 
Fragment, Process Definition correspond to the terms of the original article and are 
sufficient to show how the adaptation patterns are supported in the event-driven 
paradigm.  
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Whilst the terminology is similar to [16], there are differences too due to the event-
driven nature of the EventLang. Unlike the workflow-based process models used by 
the original article, the activities are not related with edges to define the control-flow. 
Instead, the activities define their pre- and post-conditions in terms of event patterns. 

Here, an Event is a passive element that defines a situation [14]. For example, 
AllergyTestDone is an event that defines the situation allergy test is completed in a 
business process. Such atomic events can be combined/correlated with operators 
(AND, OR, XOR) to construct complex pre- and post-conditions, as represented by 
the pre-event-pattern (pre_ep) and post-event-pattern (post_ep) attributes of an 
activity. For example, the activity TreatPatient will be carried out when the 
pre_ep=“DoctorReferralReceived AND AllergyTestDone” is evaluated to be true. 
Upon the completion of this activity, the events could be triggered according to the 
post_ep=“PatientTreated AND (NextAppointmentReqd XOR NoAppointmentReqd)”. 
Fig. 2 describes the above example using EventLang and illustrates using an EPC 
notation [13] for clarity.  

The attribute evaluation_rules represents the business rules that are fired during the 
execution of the activity. This is important to support several adaptation patterns that 
require evaluating a condition in the control-flow, e.g., AP1c. The rule could be 
implemented using a language such as Drools [17] or JESS [18].  

 

Fig. 2. The activity described in EventLang and illustrated using EPC notation 

A Process Fragment may include logically related activities. For example, the 
activities related to treating patients could be included in a single process fragment 
whilst the activities related to retrieving patient data in another.  

A Process Definition is a special type of a process fragment, which explicitly 
defines its start and end conditions. A process instance needs to be instantiated and 
terminated as specified by its definition. The attributes condition-of-start (CoS) and 
condition-of-termination (CoT) of a process definition serve this purpose. Similar to 
pre_ep and post_ep, the CoS and CoT are also specified in terms of event patterns.  

An example process definition, its fragments and activities are illustrated in Fig. 3. 
As shown, the process defines CoS, which instantiate an instance of it. One or more 
process fragments may exist within the process definition. Once a process is 
instantiated, the activities are executed depending on the triggered events. An event 
triggered by one activity may be used to instantiate one or more activities. For 
example, the event PatinetTreated establishes the dependency between the two 
activities TreatPatient and ClosePatientFile. Once the CoT is met, the process is 
terminated.  

DoctorReferralRecieved 

V

TreatPatient
V

AllergyTestDone

PatientTreated 

NextAppointmentReqd NoAppointmentReqd

XOR

Activity: TreatPatient {
pre_ep: DoctorReferralRecieved AND AllergyTestDone;
post_ep: PatientTreated AND (NextAppointmentReqd                                                   XOR NoAppointmentReqd);
evalaution_rules: [EvaluateTreatPatientActivity.rule]}
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Fig. 3. A sample process definition, process fragment and activities 

3 Supporting Adaptation Patterns 

In this section, we examine how each of the adaptation patterns (AP) proposed by 
Weber et al. [4]  can be mapped to the event-driven process modeling paradigm.  

In order to be consistent with the original article [4] we use the same figures as 
shown in Fig. 5 (AP1-AP14). In the discussion, firstly, we analyze how the adaptation 
is supported from the event-driven point of view, in a way the same order of activity 
execution that of the original article, could be achieved. Secondly, we show the 
modification steps (alongside APs) using several change primitives introduced below.   

Change Primitives. We use following change primitives to add, delete activities and 
to modify their properties (pre_ep, post_ep).  
 add A : add an activity A. 
 delete A : delete an activity A. 
 assign A.prop1=B.prop2 : the value of a property prop1 of an activity A is 

assigned as the value of a property prop2 of an activity B.  
Apart from the above change primitives, we also use following additional change 

primitives to add/delete or modify a business rule R1. 
 addRule A.R1 : add rule R1 to be evaluated upon activity A. 
 deleteRule A.R1 : remove rule R1 scheduled to be evaluated upon activity A. 
 modifyRule A.R1 : modify rule R1 scheduled to be evaluated upon activity A.  
Example: Consider a process of a restaurant where activities readMenu, orderMeal, 

orderDrinks, orderDessert and payBill ordered sequentially as shown in the box to the 
left of Fig. 4. By applying AP9 (explained later) the activities orderFood, orderDrinks 
and orderDessert are parallelized via the above change primitives (specified along the 
arrow). The modified process is available in the box to the right.  

 

Fig. 4. Applying AP9 upon event-driven process description 

Let us now examine how each adaptation pattern is supported. The change 
operations are listed alongside the illustrations for each adaptation pattern in Fig. 5. 
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AP1: Insert Process Fragment: There are three types of design choices for inserting 
a process fragment (Fig. 5.AP1).   

AP1a - Serial Insert: Upon the insertion of process fragment X, it should be 
always executed after A, but B should be always executed after X. Therefore assign 
the pre_ep of the newly introduced X to post_ep of A and post EP of X to pre_ep of B.  

Note: Let X is a process fragment and A1, A2, A3... An are activities of X, then, 
X.pre_ep = A1.pre_ep AND A2.pre_ep AND A3.pre_ep ... AND An.pre_ep. 
X.post_ep = A1.post_ep AND A2.post_ep AND A3.post_ep ... AND An.post_ep. 
AP1b - Parallel Insert: Both X and B need to be executed after A. C needs to be 

executed after both X and B. So, assign pre_ep of X to post_ep of A. Then modify 
pre_ep of C to combine post_eps of B and X. 

AP1c - Conditional Insert: Add rule R1, which will be evaluated upon activity A. 
Then the post_ep of A needs to be modified to trigger either B.pre_ep or X.pre_ep. 
The rule R1 contains the condition, which will determine the triggering of A.post_ep. 

AP2: Delete Process Fragment: The activities D and E need to be sequentially 
executed when the activity C is deleted. Therefore, the post_ep of B is now assigned 
with pre_ep of D. In addition, the post_ep of D is assigned as pre_ep of E. Then 
delete C.   

AP3: Move Process Fragment: There are three design choices.  
AP3a - Serial Move: Here, an activity A will be executed after B but before D. 

First, assign the pre_ep of A into the pre_ep of B to ensure B continues the execution. 
Then to ensure A get executed in place of D, assign D’s pre_ep to A’s pre_ep. To 
ensure D get executed after A, replace D’s pre_ep with A’s post_ep. 

AP3b - Parallel Move: Here, A will be executed in parallel to C. First, assign the 
pre_ep of A into pre_ep of B. To make sure A and C both are executed in parallel, 
assign C’s pre_ep to A’s pre_ep. Then update E’s pre_ep to ensure that E is executed 
after the execution of either (A and C) or D. 

AP3c - Conditional Move: Here, the succeeding activities after B need to have 
different pre_eps to support the conditional branching. Therefore A needs a new event 
pattern (newEP) for its pre_ep different from C’s and D’s. 

AP4: Replace Process Fragment: B is replaced by X. To support this pattern, simply 
assign the pre_ and post_eps of B for those of the new X. Then delete B. 

AP5: Swap Process Fragment: Swap the pre_ and post_eps of the swapping 
fragments. To facilitate this, a temporary variable var1 is used to back up the values.  

AP6: Extract Sub Process: Group common tasks {F, G, H} of processes S1and S2 
into a single sub-process fragment S3. The pre_ep of F is modified so that E is 
executed when the post_ep of E (of S1) or C (of S2) is met. Furthermore, for the 
given figure, the post_ep of H needs to be assigned to the pre_ep of E of S2.  

AP7: Inline Sub Process: Already available sub-process S1 needs to be dissolved 
into a main process. Assign the post_ep of E (of S) to the pre_ep of F (of S1).  

AP8: Embed Process Fragment in Loop: A loop needs to have an exit condition. If 
the exit condition is not met, the loop continues. This pattern needs to be supported 
with help of a rule R1, which specifies the exit condition and the repetition condition. 
The rule R1 will be evaluated upon the completion of E, and triggers B.pre if a 
repetition (looping) is required. Otherwise, trigger F.pre, to exit the loop. 
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Fig. 5. Adaptation Patterns (AP1 – AP14) 
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AP9: Parallelize Process Fragment: Change the pre_ep of F, G and H. The post_ep 
of E is assigned to the pre_ep of G and H (F already has the required pre_ep). The 
pre_ep of I is set as a combination of post_eps of F, G and H.   

AP10: Embed Process Fragment in Conditional Branch: A rule R1 needs to be 
inserted to be evaluated upon the completion of task A, which triggers B.pre if 
condition==false or otherwise triggers F.pre.   

AP11: Add Control Dependency: Include the post_ep of J to the existing pre_ep of 
H. The inclusion of J.post_ep ensures that H is executed after J.  

AP12: Remove Control Dependency: This pattern can be supported by removing 
the post_ep of J from the pre_ep of H. Here EP1 is in event pattern.  

AP13: Update Condition: Assume currently the rule R1, which evaluates the 
completion of A, triggers the event pattern (B.pre_ep XOR F.pre_ep). The rule is 
currently as follows,  

 if (condition==cond) trigger F.pre_ep;   else trigger B.pre_ep 
This pattern needs to be supported by replacing cond with cond_new in R1. 

AP14: Copy Process Fragment: Duplicate the activities A, B and C. Let us call 
these new activities A’, B’ and C’ for clarity. Then the pre_ep of A’ need to be the 
post_ep of E. The pre_Ep of F is the combination (AND) of the post_ep of D and C’.  

4 Discussion and Future Research Directions 

We demonstrated how all 14 adaptation patterns are supported using the change 
primitives applicable to the event-driven paradigm.  

In order to experience how these adaptation patterns are applicable on both process 
types and process instances, we tested above listed change primitives using the 
Serendip framework [12, 15]. The Serendip language conforms to the presented 
EventLang meta-model. Also, the Serendip runtime environment consists of an event-
driven process engine and a management system to enact and manage event-driven 
business processes [15]. The tool support allows a user to write adaptation commands 
and visualize the changes on process types and their instances on-the-fly. 

One of the major benefits of the presented work is that it bridges the knowledge-
gap between high-level adaptation patterns and the applicability of such adaptation 
patterns to the event-driven paradigm. This work should enable consistent 
modifications to the event-driven processes expressed at a coarse level of granularity.  

Another benefit that the solutions provided above can be used as a reference in 
supporting adaptation patterns at the implementation level. The change primitives we 
used are language independent. For example, the change primitive “assign” that 
assigns an event pattern to a property of an activity, is language independent but could 
be substituted appropriately with a language-specific manner. 

Similar to the original article, the change primitives proposed in this work are also 
applicable to both process types and running process instances. However, the 
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adaptations on running process instances demand a mechanism to ensure the 
adaptations are state and transaction safe.  

The presented EventLang is a highly simplified language. The way events are 
evaluated may vary between existing languages thereby changing the mapping from 
the meta-model. For example, an event-condition-action rule (e.g., [11]) may specify 
the pre-event-pattern as part of the condition, whereas an event-action (e.g., [10]) rule 
may embed the pre-event-pattern as a composite event. Therefore, the change 
primitives used in this article need to be consistently mapped in a language-specific 
manner considering these subtle differences among event-driven approaches. 

Modern Complex Event Processing (CEP) literature supports more expressive 
event correlation operations, e.g., temporal-intervals and event windows [17, 19]. 
However, we did not consider all the event correlation operators in our simplified 
language, but focused on using a sufficient sub-set of operators (i.e., AND, OR, 
XOR), because our intention is to show that event-driven paradigm can support the 
adaptations proposed in the workflow-based process paradigm. Similarly, we also 
avoid considering the concepts such as event-sources, event-sinks and event channels 
to avoid the complexity. We refer to [7] for a comprehensive glossary for CEP. 

While this work shows the support for adaptation patterns in the event-driven 
paradigm, it does not compare the comprehensiveness of applying those patterns to 
that of the workflow-paradigm. Intuitively, performing adaptations in the event-driven 
paradigm looks comprehensive due to the loosely-coupled [15] nature of activities 
compared to rigidity in workflows [20, 21]. However, such claim needs to be 
experimentally validated, e.g., based on the number of steps/time taken to perform a 
particular change. We leave such evaluations for the future work.  

Another research question is how to automatically translate workflows into event-
driven processes to reap the benefits of both paradigms. The workflows, e.g., BPMN 
[5], are easy to understand for a business user. On the other hand the activity 
decoupling [15] in the event-driven paradigm enhances the flexibility in adapting 
enacted business processes. An automated translation would allow the change 
operations performed by a business user upon (high-level, easy-to-understand) 
workflow model, e.g., BPMN, are systematically applied on enacted (low-level) 
event-driven processes.  

5 Conclusion  

In this paper, we demonstrated the applicability of the adaptation patterns proposed by 
Weber et al. [4] to change the control-flow structures in the event-driven process 
modeling paradigm. We showed how all 14 adaptation patterns can be supported by a 
generic event-driven meta-model. Subject to its translation to the implementation of 
specific event-driven process languages, such a mapping should facilitate the reliable 
adaptation of event-driven process descriptions.  
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Abstract. To guarantee the successful execution of service based processes in 
cloud computing, one important requirement is the QoS-driven selection of 
candidate services under temporal constraints. In this paper, a new approach 
based on improved genetic algorithm (HPGA) is proposed where the hamming 
similarity degree is used to avoid inbreeding and the pheromone strategy is 
designed with considering not only the individual fitness but also the global 
information of best chromosomes. Compared with the existing works, this 
approach is more precise and especially suitable for the service selection of 
large-scale and complex processes with vast amounts of candidate services. 

Keywords: Temporal constraint, Service selection, Petri net, Genetic 
algorithm, Hamming similarity degree, Pheromone strategy. 

1 Introduction 

Recently, cloud computing has become popular because it can bring many cost and 
efficiency benefits to enterprises when they build the service based processes derived 
from the requirements of users [1-2]. Usually, a large number of Web services 
(abbreviated to services) can provide similar functions in the cloud computing 
paradigm, so that it gives the challenge to QoS-driven service selection.  

As one kind of important QoS requirements, temporal constraints [2-3] are usually 
set explicitly by process designers or implicitly enforced by laws, regulations or 
business rules. The violation of temporal constraints may affect the execution of 
service based processes and even lead to the termination of processes [2]. Therefore, 
it is vital to check if temporal constraints are satisfied when selecting candidate 
services.  

Currently, there exist some works related to the problem of service selection, and 
they can be classified into two categories: analyzing methods considering time factors 
[4-6], and validating methods for temporal constraints [7-14]. The former only 
regards time factors as a kind of QoS criteria which are used for the service 
evaluation, and they can not be applied directly to the problems we focus on. The 
latter considers temporal constraints according to the requirements of users, but they 
are low efficient and imprecise when encountering complex and large-scale problems.  

In this paper, an improved genetic algorithm based on the hamming similarity 
degree and pheromone strategy (HPGA) is proposed for the service selection under 
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temporal constraints. Firstly, a service selection model considering both the QoS 
objective and temporal constraints is defined. Secondly, the solving procedure is 
presented explicitly. In the crossover operator of this approach, the hamming 
similarity degree is designed to prevent premature convergence and the pheromone 
strategy is proposed to increase the searching efficiency. Compared with the existing 
works, our approach is more precise and especially suitable for large-scale and 
complex processes with vast amounts of candidate services. 

2 Preliminary Formalism 

2.1 Abstract Processes and Temporal Constraints 

In recent years, cloud computing has offered a new way of implementing enterprise 
business processes [15]. In order to realize higher-order business transactions, at the 
beginning, the abstract processes should be defined. In this paper, the WorkFlow net 
(WF-net) [16] is used to describe the abstract processes.  

Usually, the five generic QoS criteria for candidate services including time, cost, 
reputation, success rate and availability are taken into account. The QoS aggregation 
models [7, 14] are used for calculating the five QoS criteria for the four basic patterns 
of a WF-net including sequence, choice, parallel and iterative structures. 

According to [8,14], we formulize each temporal constraint as DR(ti, tj)≤s which 
denotes that a task tj should end no later than s time units after ti starts.  

 

Fig. 1. An example of WF-net with candidate services and temporal constraints  

An example of WF-net based abstract processes is shown in Fig.1. It is composed 
of two abstract processes WF-net1 and WF-net2, and two temporal constraints are used 
to describe the temporal requirements in and between the processes. The detailed 
description is presented in Section 3.5. 
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2.2 Formal Problem Statement  

Due to a large amount of candidate services which have the same functionality and 
different QoS values for each task, it is necessary to present a more precise and 
practical method for the selection of candidate services under temporal constraints. 

Before presenting the formal statement of the problem, the following parameters 
are summarized:   

(1) T = {t1, t2, ···, tn} is the set of tasks of the WF-nets. 
(2) Ci= {ci1, ci2, ···, cim} is the set of candidate services for each task ti. As to each 

candidate service cij, Qij={qij1, qij2, qij3, qij4, qij5} is used to describe its QoS level in 
aspects of time, cost, reputation, success rate and availability, respectively. 

(3) W= {w1, w2, w3, w4, w5} defines the weights for the five QoS criteria including 

time, cost, reputation, success rate and availability respectively, and
5

1
1pp

w
=

= .   

(4)ψ={ …, DR(ti, tj)≤du,…,} is the set of temporal constraints where du is the uth 
temporal requirement.  

The problem we focus on is to find an execution plan X =(x1, x2, ···, xn) where 
service xi belongs to Ci to maximize the QoS of the abstract processes. In sum, the 
formal statement of the problem which is addressed is presented as Equation (1) ~ (3). 
Qp(X) is the QoS level of the execution plan X; max

pQ and min
pQ  are the maximum and 

minimum QoS values of the pth criterion, respectively; si and pi denote the starting 
time and execution duration of task ti; U is the number of temporal constraints. 
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For simplification, we assume that the processes all begin at the same time and the 
iterative structure in the processes is pre-definied as some certain times. If one 
process begins later, we can always insert a dummy transition with exactly the same 
interval before the initial place of this process [9]. 

3 Our Approach Based on HPGA 

3.1 Chromosome Encoding and Fitness Function 

First of all, an integer string X={x1, x2, ···xn} is used for the chromosome definition 
where n is the number of tasks involved in the abstract processes, and xi (1≤i≤n) in the 
ith gene position is from 1 to the number of candidate services for task ti. For 
example, the tasks of the abstract processes in Fig.1 is sequenced as [t11, t12, t14, t15, 
t16, t18, t19, t21, t22, t23, t24, t25, t26], so a chromosome {2,1,1,1,3,1,1,2,3,1,4,1,2} 
represents the second candidate service in group one is selected for task t11, and the 
first candidate service in group two for task t12 and so on.    
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Then, a novel penalty and price fitness function is developed as follow:  

 ( )
( ) ( ) (1 )

num

V X
Fitness X F X P

V
= + − +  (4) 

Where Fitness(X) is the combination of penalty and price of X and its range is [0, 
3]; F(X) is the objective function defined in Section 2.2; V(X) is the total number of 
temporal violations of X; Vnum is the total number of temporal constraints; P is the 
price of X which equals to 1 for a feasible individual and 0 for an infeasible one.  

The above fitness function grantees: 1) the more temporal violations of an 
infeasible individual the more penalties it obtains; 2) any infeasible individuals will 
have less fitness than feasible ones. Therefore, it is helpful for feasible individuals 
with higher fitness to pass on to the next generation. 

3.2 Hamming Similarity Degree 

The hamming similarity degree [17] between each two chromosomes is calculated by 
Hij=hij/n. Herein, Hij is the hamming similarity degree between the ith and jth 
chromosome and its range is [0, 1]; hij is the number of services which both ith and jth 
chromosome select; n is the total number of tasks according to a given abstract 
processes.  

The parent selection strategy based on the hamming similarity degree is designed 
as follows: if some pairs of chromosomes whose hamming similarity degree is less 
than the threshold Ph, one pair of them would be selected by the roulette wheel 
selection rule [18] where the chromosome is selected with probability consistent to its 
fitness; otherwise, the parent chromosomes will be randomly selected from the 
chromosomes group by the roulette wheel selection rule.   

The hamming similarity degree can force chromosomes from different regions of 
the solution space to breed. Therefore, it is very helpful to keep the diversity and 
prevent premature converge which may be caused by inbreeding.  

3.3 Pheromone Strategy 

After the parent chromosomes are selected, the offspring is generated by Equation (5), 
where the crossover operator will choose the better parent with probability pp1, 
potential “fittest” candidate service which has high visibility and pheromone with 
probability pp2 -pp1, and with probability (1-pp2) randomly.  
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Where Nk(g) is the service selected for the kth task in the gth iteration; m and f are 
the number of parent chromosomes; τj(g) is the value of pheromone of the jth service 
in the gth iteration; ηj is the visibility of the jth service and it is defined as Equation 
(6); α represents the relative importance of the pheromone and visibility; r is a 
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decimal chosen randomly with uniform probability in [0, 1];  pp1and pp2 are the 
thresholds; R is a random variable defined as Equation (7). 
ηj  is the visibility which is used to make the service with high qualities have a 

higher probability to be selected, and it is defined by Equation (6). 
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Herein, min
kpq and max

kpq  represent the maximum and minimum QoS values of the pth 
criterion of candidate services for the kth task, respectively. 

R is a random variable selected according to the distribution [19] defined as follow:  
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Herein, )(gpk
j  is the probability to select the jth service for the kth task in the gth 

iteration.  
At the end of each iteration, the pheromone of each service will be updated 

according to Equation (8) ~ (9).  

 ( 1) ( ) ( )i i ig g gτ ρτ τ+ = + Δ  (8) 

( ( )), ( ),
( )

0,i

Fitness FG g if i FG g
g

otherwise
τ

∈
Δ = 


           (9) 

Where τi(g) is the pheromone of the ith service in the gth iteration, τi(0)=1/(1-ρ); 
ρ is the evaporation coefficient, ]1,0[∈ρ ; ( )i gτΔ is the pheromone new added to the 
ith service; FG(g) is the best chromosome before the gth iteration. 

The pheromone strategy can enhance the possibility of finding better solutions, 
because it uses not only the local information inherited from parents, but also the local 
QoS information recorded by parameter “visibility” and the global information 
inherited from the previous good solutions which are recorded by parameter 
“pheromone” to guide the offspring generation. Besides, the random selection is 
helpful to increase the variety of chromosomes, so as to prevent premature converge. 

3.4 The Procedure of Our Approach 

Based on the above discussion, the pseudo code of our approach is shown as Fig.2.  

3.5 A Case Study of Our Approach 

In this section, a real-life example in [14] describing the production processes of a 
new cell phone is used to illustrate the proposed approach. As shown in Fig.1, two 
processes include: WF-net1 (production of electronic main board) and WF-net2 

(production of peripheral parts). In order to shorten product’s release time into 
market and obtain a bigger market share, two temporal constraints are specified on 
them. Because of the limited scope of paper, the detailed descriptions of activities and 
the QoS attributes about the candidate services can be found in literature [14].  
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Fig. 2. The pseudo code of our approach  

According to the proposed algorithm, parameters are set as follows: pop_size=30, 
L=30, ph=0.5, pc=0.8, pm=0.2, α =3, pp1=0.3, pp2=0.9, ρ=0.95. The encoding sequence 
of tasks is t11, t12, t14, t15, t16, t18, t19, t21, t22, t23, t24, t25, t26. At the end of each run, we 
can get the best solution as {1,2,1,1,3,1,1,2,3,1,4,1,2} whose QoS value 0.8766. 
Therefore, the customer can select the specific service for each task, so as to fulfill the 
processes correctly and efficiently.    

Noting that the solution obtained by the proposed approach is much better than the 
best one {1,2,1,2,3,1,1,2,3,1,4,1,2} whose QoS is 0.8730 in [14].  

4 Validation of Our Approach by Test Cases 

In order to validate the precision of our approach, we compare our approach with the 
traditional GA method [20] and existing improved GA method [14] in the following 
three aspects: the number of tasks involved in the problem, the number of candidate 
services for each task, and the number of temporal constraints. 
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All above methods are implemented in C# under the Visual Studio.net 
environment, and run on a 2.2 GHz Intel Core 2 Duo CPU and a 2 GB RAM. For all 
three methods, the population sizes are 100, the probabilities for crossover and 
mutation are 0.8 and 0.2, respectively, and the termination conditions are stopping 
after 1500 iterations. Besides, more parameters necessary in our method are set as 
follows: ph=0.5, α =3, pp1=0.3, pp2=0.9, ρ=0.95.  

(1) Test Cases with Different Number of Tasks  
In this experiment, the number of tasks varies from 5 to 50 with an increase of 5, and 
the number of candidate services for each task is fixed as 10 and the number of 
temporal constraints as 5. The results are shown in Fig.3. We can see the 
improvement we obtain over the improved GA is enlarging from 3.57% to 25.86% as 
the number of tasks increase. (Improvement %= (avg.value of our GA- avg. value of 
improved GA)/ avg. value of improved GA*100) 

 

Fig. 3. The values of QoS under different tasks from 5 to 50 

(2) Test Cases with Different Number of Candidate Services  
In this experiment, the number of candidate services for each task varies from 10 to 
100 with an increment of 10, and the number of tasks is fixed at 30 and the number of 
temporal constraints at 10, respectively. Fig.4 shows the experimental results. The 
improvement we obtain over the improved GA is enlarging from 19.15% to 27.22% 
as the number of candidate services increase. 

 

Fig. 4. The values of QoS under different candidate services from 10 to 100 
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(3) Test Cases with Different Number of Temporal Constraints 
In this experiment, the number of temporal constraints varies from 5 to 50, and the 
number of tasks is fixed as 30 and the number of candidate services for each task as 
10. The experimental results are shown in Fig.5. We can see the improvement we 
obtain over the improved GA is enlarging from 17.55% to 35.23% as the number of 
temporal constraints increase. 

 

Fig. 5. The values of QoS under different temporal constraints from 5 to 50 

Based on the above three experiments, it can be concluded that the approach 
proposed in this paper is more precise than the other two methods [14, 20] in various 
cases with different number of tasks, different number of candidate services and 
different number of temporal constraints, respectively. 

5 Related Work 

As it is mentioned that there exist other researches [4-14] related to the global 
optimization for QoS-aware service selection, and they can be classified into two 
categories: analyzing methods considering time factors [4-6], and validating methods 
for temporal constraints [7-14]. 

(1) Analyzing methods considering time factors 
In order to solve the service selection problem, [4] presents a Cultural Algorithm 
which uses a global belief space with an influence function. [5] applies a GA with a 
seeded initial population to accelerate the searching efficiency. [6] proposes a mixed 
intelligent optimization algorithm based on Maximum Entropy Method and Social 
Cognitive Optimization. However, the above methods [4-6] do not support the 
definition of user-defined hard and soft temporal constraints. Because temporal 
constraints may widely exist in and between the concurrent processes, such methods 
can not be applied directly to the problems with temporal constraints.  

(2) Validating methods for temporal constraints  
Such kinds of works consider temporal constraints according to the requirements of 
users when selecting services. Recently, two kinds of methods are mainly used for the 
problem solving: exhaustive methods [7-9] and approximate methods [10-14]. 
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An Integer Linear Programming based method [7] is proposed to solve the problem 
of service selection with global QoS constraints. In order to solve the service selection 
including local temporal constraints, the Mixed Integer Linear Programming [8, 9] 
methods are proposed. The exhaustive methods [7-9] are very effective when the size 
of the problem is small. However, these methods suffer from poor scalability.  

Compared with exhaustive methods, the approximate methods such as meta-
heuristic methods are more efficient thanks to their less time consuming. In order to 
solve the problem with global duration constraints, an improved PSO algorithm [10] 
and an adaptive GA [11] are proposed.  [12] proposes a mutation operator for the 
service selection problem considering both the duration and atomic services 
constraints. [13] uses the GA for service composition and resources scheduling with 
local temporal constraints. An improved GA [14] is also proposed based on uniform 
crossover and improved mutation for the services selection with local temporal 
constraints. Although several improved meta-heuristic algorithms are proposed, most 
of them concentrate on the problems with just global duration or atomic services 
constraints which do not consider the local temporal constraints in or between 
processes. Besides, many of them only use the random evolutionary information to 
guide the evolution, and they are easy to fall into premature convergence. 

6 Conclusion 

In this paper, a novel approach to selecting the appropriate services for service based 
processes under temporal constraints is proposed. The hamming similarity degree is 
used to avoid inbreeding, and the specific pheromone is also designed to increase the 
searching efficiency. Compared with the existing works by various test cases, our 
approach is more precise and is particularly applicable for large-scale and complex 
processes. 

In the future, we would like to extend researches on the following aspects: 1) How 
to consider the multi-objective optimization of service selection, and 2) How to 
consider the soft temporal constraints under uncertain environment. 
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Abstract. Event detection on Twitter has become a promising research
direction due to Twitter’s popularity, up-to-date feature, free writing
style and so on. Unfortunately, it’s a challenge to analyze Twitter dataset
for event detection, since the informal expressions of short messages
comprise many abbreviations, Internet buzzwords, spelling mistakes,
meaningless contents etc. Previous techniques proposed for Twitter event
detection mainly focus on clustering bursty words related to the events,
while ignoring that these words may not be easily interpreted to clear
event descriptions. In this paper, we propose a General and Event-
related Aspects Model (GEAM), a new topic model for event detection
from Twitter that associates General topics and Event-related Aspects
with events. We then introduce a collapsed Gibbs sampling algorithm
to estimate the word distributions of General topics and Event-related
Aspects in GEAM. Our experiments based on over 7 million tweets
demonstrate that GEAM outperforms the state-of-the-art topic model
in terms of both Precision and DERate (measuring Duplicated Events
Rate detected). Particularly, GEAM can get better event representation
by providing a 4-tuple (T ime,Locations, Entities,Keywords) structure
of the detected events. We show that GEAM not only can be used to
effectively detect events but also can be used to analyze event trends.

Keywords: Event detection, Twitter, General and Event-Related
Aspects Model (GEAM), Topic model, Gibbs sampling.

1 Introduction

Social network services such as Twitter1, Facebook2 have experienced a rapid
growth in recent years. Millions of people turn from traditional news websites to

� Corresponding author.
1 https://twitter.com
2 http://www.facebook.com/
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these services to gather real-time news, share opinions, or read hot comments.
As a real-time information network to share “the latest stories, ideas, opinions
and news3”, Twitter allows users to express everything by writing a “tweet” up
to 140 characters. According to the Paris-based analyst group Semiocast, as of
July 2012, Twitter has more than 500 million users all over the world4. Twitter
has some unique characteristics that make it a better source for event detection
than traditional news articles, blogs, etc. Firstly, Twitter is the most up-to-date
information channel of real events. Because of the length limit and the popularity
of Twitter mobile applications, users can update information instantly at a pretty
low cost, which makes Twitter a fresher resource than others. Secondly, Twitter
covers a wider range of information than other sources. Millions of users in
Twitter are not only information consumers but also news publishers, they can
post tweets describing everything in their life. So, Twitter almost covers every
aspect of the society, from breaking news to personal opinions. Thirdly, we can
also analyze the opinions or sentiments related to the detected events in Twitter,
which can help the organizations respond to the upcoming event quickly [1].
Thus, event detection on Twitter has attracted more and more interest recently.

Although event detection has been well studied in formal text such as news
articles, blogs [2–4], Twitter dataset brings several challenges to us because it
contains many abbreviations, Internet buzzwords, spelling mistakes, meaningless
contents etc. In existing work on formal text, the underlying assumption is that
all the documents in the corpus is related to some undiscovered events, but it
is not reasonable in Twitter. According to Pear Analytics study5, about 40% of
tweets are “pointless babbles” like “I’m eating a sandwich”. Such tweets are lim-
ited to users’ personal feelings, and should not draw attention from the majority
audience. Unlike well-written text, Twitter dataset also contains a lot of Internet
buzzwords and misspelling due to the length limit and the free writing style[5].
All these unique characteristics make most existing techniques in formal text
unavailable on Twitter dataset. Besides, most recently proposed methods for
Twitter event detection are either limited to certain types of tweets (e.g. related
to earthquakes or crimes and disasters) [6–8] or based on clustering bursty words
[9–11], and provide results in the form of single terms, hashtags or n-grams. The
outcome of these approaches may be uninformative or meaningless, and can’t
help the users obtain more fine-grained insights of the whole event.

To tackle the above challenges,we proposeGEAM, aGeneral andEvent-Related
Aspects Model for event detection in Twitter. GEAM is an unsupervised genera-
tive topic model that differentiates General words (describing general opinions)
from Event-related Aspects words (describing different aspects of an event) in an
event-related tweet. In this paper, we focus on detecting realistic events, which are
discussed by a large number of users. We define a 4-tuple representation of a real-
istic event, e.g. (Time, Locations, Entities, Keywords), which are corresponding to

3 https://twitter.com/about
4 http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-

june-2012-140m-of-them-in-us-jakarta-biggest-tweeting-city/
5 http://news.bbc.co.uk/2/hi/technology/8204842.stm

https://twitter.com/about
http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-june-2012-140m-of-them-in-us-jakarta-biggest-tweeting-city/
http://techcrunch.com/2012/07/30/analyst-twitter-passed-500m-users-in-june-2012-140m-of-them-in-us-jakarta-biggest-tweeting-city/
http://news.bbc.co.uk/2/hi/technology/8204842.stm
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4 Event-related Aspects in GEAM respectively. Here, Time and Locations repre-
sent when and where the event happened; Entities represent main subjects (per-
sons, organizations, movies, etc.) in the event; Keywords describes the meaning
of the event. Unlike formal news articles, users in Twitter also use General words
in tweets. For example, during Obama’s victory speech, there are 327k tweets per
second posted/reposted to discuss Obama’s re-election6. One of the typical tweets
like “Thank The Lord for that!! Well done Obama in Chicago, Illinois!! That was a
Great victory speech!”. In this tweet: Time is “November 7, 2012”, “Chicago” and
“Illinois” representLocations, “Obama” representsEntity,Keywords are “Great”,
“victory”, and “speech”, and the rest are General words. GEAM can provide a
clearer description of events by separating General words from Event-related As-
pects words.

The most related work is the model proposed by Lau et al. [12]. They in-
troduce an online processing variant of topic model Latent Dirichlet Allocation
(LDA) [13, 14] to analyze tweets trend. Their graphic structure is the same as
LDA, which models each tweet as a multinomial mixture of all topics or events.
However, this assumption is obviously unreasonable due to Twitter’s short text
length, most users only discuss one event in a tweet. In this paper, we improve
LDA for Twitter event detection by assigning only one event to an event-related
tweet and differentiating General words from Event-related Aspects words.

To the best of our knowledge, we are the first to extend LDA to detect event
in Twitter by simulating the generative process of the General words and Event-
related Aspects words in a tweet. The advantages of our GEAM include: (1)
GEAM outperforms the state-of-the-art topic models LDA in terms of both
Precision and DERate (measuring Duplicated Events Rate detected); (2) the
result is more informative than previous clustering algorithms which based on
unigram text model, since we treat the words in a tweet differently based on
different information corresponding words express (General words and Event-
related Aspects words); (3) the event detection results of GEAM can also be
easily utilized to perform event trend analysis.

The rest of the paper is organized as follows. Section 2 presents related work.
Section 3 describes GEAM and its components in detail, and introduces the ap-
proximate inference algorithm for GEAM based on Gibbs sampling. In Section 4,
we present the experimental results. Finally, we conclude the paper in Section 5.

2 Related Work

We present a survey of the state-of-the-art Twitter event detection methods and
topic models in this section.

6 http://www.kansascity.com/2012/11/07/3903945/

social-media-pickup-lines-illegal.html

http://www.kansascity.com/2012/11/07/3903945/social-media-pickup-lines-illegal.html
http://www.kansascity.com/2012/11/07/3903945/social-media-pickup-lines-illegal.html
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2.1 Twitter Event Detection

Although event detection from formal texts [2–4] has been studied for over a
decade, event detection from Twitter is a relatively new topic which receives
more interests in recent years. Most existing approaches for event detection from
Twitter are limited to detect only certain types of events. For example, Sakaki
et al. [6] devise a classifier to recognize tweets describing earthquakes in Japan,
then they introduce a probabilistic spatiotemporal model to find the center and
the trajectory of the earthquake. Rui et al. [7] focus on detecting Crime and
Disaster related Events (CDEs), they also use a classifier to determine whether
a crawled tweet is related to CDEs or not. Then, they utilize the author’s net-
work information to predict the location of a tweet. Benson et al. [8] utilize a
graphic model to identify artists and venues mentioned with tweets posted by
users in New York. Very recently, some open domain Twitter event detection
approaches are proposed. Ritter et al. [9] extract an open-domain calendar of
significant events from Twitter, they utilize a named entity tagger and sequence-
labeling technology to extract event-related words. Chenliang et al. [10] propose
a segment-based algorithm to detect events. They utilize Microsoft Web N-Gram
service and Wikipedia to segment the tweets, detect the bursty event segments,
and cluster the event segments using k-Nearest Neighbor Graph.

So, existing Twitter event detection approaches are either limited to certain
types of tweets (e.g. related to earthquakes or CDEs, containing a predefined
location) or based on detecting bursty words (single terms, hashtags or n-grams)
which may be uninformative or meaningless.

2.2 Topic Models and Variants

Topic models (LDA) [13, 14] proposed by Blei et al. is popular for modeling
latent topics in a corpus. Many variants of LDA has been proposed for different
applications since it has been proven to be effective. Particularly, in social net-
work or social media, Jonathan et al. [15] analyze documents on Wikipedia and
infer descriptions of its entities and of relationships between those entities by
proposing a probabilistic topic model. Hong et al. [16] study how the standard
topic models can be trained on the microblogging dataset, they apply several
schemes to train the model and compare their quality and effectiveness. Hu et
al. [17] propose a Bayesian model called Event and Tweets LDA (ET-LDA) that
performs topic modeling and event segmentation in one unified framework. Given
transcripts of a known event from both New York Times and Twitter dataset,
their work focus on how to jointly extract the topics covered by the two different
datasets and segment the event.

The most related work is the model proposed by Lau et al. [12] to track
emerging events in Twitter. They describe a topic model that processes docu-
ments in an online fashion. The model can update automatically based on time
slices and can cope with dynamic vocabulary. However, they model each tweet
as a multinomial mixture of all topics or events, which is obviously unreasonable
due to short lengths of tweets. In this paper, we assign only one event to an
event-related tweet.
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3 General and Event-Related Aspects Model

We present an overview of our proposed system in Section 3.1. In Section 3.2,
we develop the General and Event-Related Aspects Model (GEAM), and explain
how to inference the model via collapsed Gibbs sampling.

3.1 Overview of the System

We aim at detecting open domain realistic events that a large number of people
talking about in Twitter. Figure 1 plots the main components and procedures
in our system for Twitter event detection. Given a raw stream of tweets, we
remove “pointless babbles”, which may not attract the majority users’ attention
based on the Named Entity Tagger information. Then, we send tweets (labeled
with named entity and time information) to the General and Event-Related
Aspects Model (GEAM) to estimate the General topic or Event-related Aspect
word distributions. Finally, we rank the detected events based on the number of
tweets assigned to each event.

Fig. 1. Overview of our system

We manually investigate a dataset of one day’s tweets on June 25, 2009. We
observe that almost all the tweets that related to an realistic event contain named
entities or hashtags. Table 1 shows 3 typical events on June 25, 2009, along with
the number of whole tweets and tweets that contain named entities or hashtags
corresponding to each event. From the numbers in Table 1, we can see that over
95% of tweets related to one realistic event contain named entities or hashtags.
Based on this observation, we apply a named entity tagger for Twitter provided
by Ritter et al. [5] to segment and label tweets. If no named entity or hashtag
exists in a tweet, we ignore it. In other words, if a tweet contains some named
entities or hashtags, it has great possibility related to a realistic event, and we
will process it further. We also analyze the time information in tweets. There
are several different ways to refer the same date in Twitter, for example “last
night” and “the next Friday” may represent the same day depending on when
the tweet was posted. So, we use natty7 to extract the time information referred
in a tweet. Natty is a natural language date parser that can recognize dates
described in many ways, like “the next Friday”.

7 http://natty.joestelmach.com/

http://natty.joestelmach.com/
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Table 1. Number of whole tweets and tweets which contain named entities or hashtags
corresponding to 3 typical events on June 25, 2009

Event Iran “Transformer Mark Sanford
election 2” released scandal

all tweets 24612 5644 3397

tweets contain named 23583 5368 3234
entities or hashtags

proportion 95.8% 95.1% 95.3%

After preprocessing and filtering, event-related tweets, which are labeled with
named entities and time information, are sent to the General and Event-Related
Aspects Model (GEAM), the kernel component of our system. GEAM is a prob-
abilistic graphical model that simulates the generative process of a tweet related
to a realistic event, and identifies General words and Event-related Aspects words
in the tweet. A collapsed Gibbs sampling algorithm is designed to estimate word
distributions of each event.

Finally, we rank the detected events, then present events in 4-tuple structures
and associated General topics. For Event-related Aspect, Time, we provide the
accurate date when the event occurred. For other three Event-related Aspects,
we provide the top words according to the multinomial word distribution of each
Event-related Aspect. We also provide the top General words associated with a
event based on the underlying General topics.

3.2 General and Event-Related Aspects Model (GEAM)

We present how to model the realistic event and the corresponding general words
associated with it by General and Event-related Aspects Model (GEAM), a
hierarchical Bayesian model based on Latent Dirichlet Allocation (LDA). The
inference of GEAM via collapsed Gibbs sampling will be introduced under the
definition of the model.

Model Description. We use a generative process to model the tweets that
describe a realistic event. GEAMmodels each tweet as a mixture of Event-related
Aspects and General topics, then generates each word from the Event-related
Aspects or General topics word distribution. We define a 4-tuple to represent an
event in Twitter, i.e. (Time, Locations, Entities, Keywords), each tuple reflects
an aspect of the event. Due to informal expression of Twitter, people always
use several words that doesn’t belong to any Event-related Aspects mentioned
before. We regard these part of words as General words in GEAM. For each
tweet in the corpus, we assign a latent variable event to it, the event variable
in GEAM is similar to a topic in LDA, and each event is characterized by 4
multinomial distributions over words, according to 4 Event-related Aspects. We
assign an Event-related Aspect (i.e. Time, Locations, Entities or Keywords) to
each named entity or hashtag word in a tweet, according to the named entity
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tagger results and hashtags. For other words, we use a switch variable to indicate
whether the word comes from General topic word distribution or Event-related
Aspect word distribution. If the word is chosen from the General topic word
distribution, then a General topic based on the whole corpus will be assigned to
this word. Otherwise it will be assigned to the Keyword Aspect of an event. The
graphical structure is shown in Figure 2.

Fig. 2. Graphical representation of GEAM

Let us briefly introduce notations in Figure 2. e is an latent variable assigned
to each tweet specifying which event the tweets are describing, for example, a
typhoon or a sports event. Each token in a tweet is associated with 4 variables
(only 3 of them are meaningful at one time): word, w, switch variable, x ∈ {0, 1},
to indicate whether this word is an Event-related Aspect word or a General word,
Event-related Aspect, a, to reflect which aspect (i.e. Time, Locations, Entities
or Keywords) this word belongs to (in this case x = 1), and General topic, z, to
specify which general topic the word corresponds to (in this case x = 0). Here
we assume that there are E events and Z general topics in the whole corpus,
each event has A Event-related Aspects, and the size of vocabulary is V . −→η is
the whole corpus’ multinomial distribution over events, which is E dimensional

and drawn from a Dirichlet distribution parameterized by σ.
−→
θ is a multinomial

distribution over General topics for each tweet, which is Z dimensional and
drawn from a Dirichlet distribution parameterized by αe.

−→ϕ is a multinomial
distribution over words specific to topic z or event e, which is V dimensional
and drawn from a Dirichlet distribution parameterized by ω. λ is the parameter
for sampling the binary variable, x, and both γ0 and γ1 are beta parameters
to generate λ. We summarizes the notations used in the GEAM in Table 2.
Formally, the generative process is described in Algorithm 1: For the whole
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Table 2. Notations in the model

Symbol Description
w a word in a tweet
x indicate if word w is from a general topic z or an event-aspect pair ea
e the event described by the tweet
z the topic assigned to w, x = 0
a the event aspect assigned to w, x = 1−→η multinomial distribution over events−→
θ multinomial distribution over topics−→ϕ z,

−→ϕ ea multinomial distribution over words specific to topic z or event e’s aspect a

σ, ω, αe Dirichlet priors to multinomial distributions −→η ,−→ϕ ,
−→
θ

λ parameter for sampling the binary variable x
γ0, γ1 Beta parameter to generate λ
E number of events
A number of aspects
Z number of general topics
V number of whole words, vocabulary size

corpus, Lines 1-2 draw event distribution −→η and word distribution −→ϕ . Then,
for each tweet, draw 3 variables associated with it (Lines 4-6): a latent variable

e, a general topic distribution
−→
θ , and a parameter λ for sampling the switch

variable x. Finally, for each token wi in the tweet: if the token is a named entity
or hashtag word (Lines 8-11), determine the Event-related Aspect, ai, based on
the named entity tagger and date time parser information, then generate the
word wi from

−→ϕ eai . Otherwise, a switching variable, xi ∈ {0, 1}, is drawn from
a Binomial distribution (Line 13) to determine whether this word is chosen from
the Keywords aspect distribution or from the general topic word distribution. If
xi = 0, choose a non-event (general) topic, zi, and draw the word wi from

−→ϕ zi

(Lines 14-17). If xi = 1, draw the word wi from event-relates Keywords aspect
−→ϕ e3 (Lines 18-20).

Model Inference. We use Gibbs sampling to estimate unknown parameters
−→η ,

−→
θ ,−→ϕ and λ in GEAM. Gibbs sampling allows the learning of a model by

iteratively updating each latent variable given the remaining variables. In partic-
ular, we follow the idea of collapsed Gibbs sampling to approximate the posterior
distribution of e, x, a, and z. We alternately sample the document-level variable
e and the token-level variables x, a, and z. Then, given the sampling results of

e, x, a, and z, we can easily infer −→η ,
−→
θ ,−→ϕ and λ.

Firstly, sampling tweet level event e according to:

p(ed|e−d,w,x, z, a) ∝ ned,−d + σed∑E
e=1 ne,−d + σe

×
K∏

k=1

∏V
t=1

∏nt
k,d−1

i=0 (nt
k,−d + ωt + i)∏n∗

k,d−1

i=0 (n∗
k,−d + ω∗ + i)

×
A∏

a=1

∏V
t=1

∏nt
eda,d−1

i=0 (nt
eda,−d + ωt + i)∏n∗

eda,d−1

i=0 (n∗
eda,−d + ω∗ + i)

(1)

where e−d is the event vector associated with each tweet in corpus D excluding
tweet d, ne,−d is the number of tweets in the whole corpus assigned to event e
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1 Draw an event distribution −→η ∼ Dir (σ) ;

2 Draw multinomial word distribution −→ϕ ∼ Dir (ω) for General topics (Z) and Event-related
Aspects (EA);

3 foreach tweet d ∈ [1, D] do
4 Draw an event e ∼ Mult

(−→η )
;

5 Draw a multinomial topic distribution
−→
θ ∼ Dir (αe) ;

6 Draw a switching distribution λ ∼ Beta (γ0, γ1) ;
7 foreach word wi ∈ Nd do
8 if wi ∈ {named entities or hashtag words} then
9 Determine aspect ai ∈ {0, 1, 2, 3} (Time, Locations, Entities, Keywords

aspect);

10 Draw word wi ∼ Mult(−→ϕ eai
);

11 end
12 else
13 Draw xi ∈ {0, 1} ∼ Bi(λ) ;
14 if xi = 0 then

15 Draw topic zi ∼ Mult(
−→
θ ) ;

16 Draw word wi ∼ Mult(−→ϕ zi
) ;

17 end
18 else
19 Draw word wi ∼ Mult(−→ϕ e3) (Keywords aspect);
20 end

21 end

22 end

23 end

Algorithm 1. Probabilistic generative process in GEAM

expect tweet d, nt
k,d is the number of word t assigned to general topic k (x = 0)

in tweet d and n∗
k,d =

∑V
t=1 n

t
k,d, n

t
eda,d

is the number of word t assigned to

event-related aspect eda (x = 1) in tweet d and n∗
eda,d

=
∑V

t=1 n
t
eda,d

.
Secondly, for each token in a tweet, if the token is recognized as a named

entity or a hashtag word, then the aspect is observed based on the preprocessing
result. Otherwise, we jointly sample the token-level variables x, a, and z.
For xi = 0:

p(xi = 0, zi = k|ed,w,x−i, z−i, a) ∝
Nd,0,−i + γ0

Nd,−i + γ0 + γ1

×
Nk

d,−i + αk
ed∑Z

k=1 N
k
d,−i + αk

ed

×
N t

k,−i + ωt∑V
t=1 N

t
k,−i + ωt

(2)

where Nd,0,−i is the number of words in tweet d associated with x = 0 excepting
word i, Nk

d,−i is the number of words in tweet d associated with general topic

k excepting the ith token, N t
k,−i reflects the number of term t associated with

general topic k excluding the ith token. For xi = 1, the derivation formula is
very similar to Eq.(2) (xi = 0). Due to the length limit, thus, we omit the
detail equation here. Finally, we can easily obtain the multinomial or binomial

parameters −→η ,
−→
θ ,−→ϕ and λ based on the previous sampling results.
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4 Experiments

We demonstrate GEAM’s performance from two aspects: effectiveness of event
detection and capability for event trend analysis. For event detection effective-
ness, the experiments show that GEAM outperforms the state-of-the-art topic
models [13, 14] with better Precision and DERate (measuring Duplicated Events
Rate detected). Also, 4-tuple structure (Time, Locations, Entities, Keywords)
makes the detected events much easier to be understood by users. And major-
ity people’s reaction to the detected events can also be provided by the General
topic words in GEAM. For event trend analysis, we demonstrate 3 typical events’
trend based on detected results, and find different time patterns of these events.

4.1 Dataset and Experimental Setting

Twitter Dataset. We use one week data (from June 25, 2009 to July 1, 2009)
from the tweets published by Stanford8 to evaluate our system. There are a
total of 7,088,229 tweets in the dataset. A number of realistic events happened
in this period, such as “Iran Election 2009”, “Micheal Jackson died”, etc. Figure
3 shows the average of tweets published within each hour of a day. From Figure
3, we can see that most tweets were posted during midnight and afternoon.
The average “pointless babbles” (tweets that contain neither named entities nor
hashtags) that we filtered away in the dataset is about 47.32%.
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Fig. 3. Tweet volume against hour of day

Parameter Setting. There are several parameters in GEAM, and we use a
validation set to find the optimal parameters. More specifically, GEAM archives
good performance, when we set five parameters as follows: (1) γ0 = 0.8 and
γ1 = 0.2 (to indicate that a word is more likely to be a General word), (2)
α = 0.01, ω = 0.01, and σ = 0.01 (for hyperparameters of Dirichlet distribution).
We can vary the number of events, E, and the number of general topics, Z,
according to the data time-window (e.g., one day or one hour). Note that, we
fix time-window to one hour in this experiment, and GEAM is flexible enough
to set the time-window to any time unit.
8 http://snap.stanford.edu/data/twitter7.html

http://snap.stanford.edu/data/twitter7.html
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Evaluation Metric. A common problem existing in Twitter event detection is
that we can’t evaluate the quality of detected events by labeled ground truth,
since it is infeasible to label over 7 million tweets manually. Alternatively, we
manually search related real world facts to evaluate the detected events in terms
of Precision and DERate. The Precision is defined as the fraction of detected
events that are related to a realistic event. Note that, if there are several detected
events related to the same realistic event, then all of them are regarded correct
in Precision. Actually, the same realistic event may not be provided several
times in the output. So, we use the metric DERate proposed in [10] to evaluate
our GEAM, which is defined as the fraction of duplicate detected events among
all all detected realistic events.

4.2 Event Detection Effectiveness

Our GEAM is different from LDA [13, 14]. LDA [13, 14] is a widely used statis-
tical topic modeling technique, which aims at discovering the latent ”topics” in
a document corpus. For LDA, we set the number of topics K equals to the num-
ber of events E in GEAM; and we set the Dirichlet hyperparameters α = 0.01,
β = 0.01 similarly as α, ω and σ in GEAM.

Event Detection Performance. We compare GEAM and LDA in terms of
Precision and DERate in Figure 4. We manually evaluate the top 5 words out-
putted by each model, if all the words are related to some realistic event, we
regard it as true positive. We range the number of events (E) in GEAM and
the number of topics (T) in LDA from 5 to 30. From the figure, we can see
that GEAM outperforms LDA in terms of both Precision and DERate. Figure
4(a) demonstrates that based on one hour time-window dataset,the Precision of
GEAM first increases with the increase of event number E, and archives highest
of 80.6% at E = 20, then decreases when E becomes larger. Similar behaviors are
also observed in LDA, who receives highest Precision at T = 25. It is reasonable
that the ptimal setting of E based on one hour time-window Twitter dataset is
about 20. When we set E smaller, the GEAM may combine two similar realis-
tic events into one detected event. This phenomenon is more obvious for LDA,
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Fig. 4. Comparison of GEAM and LDA. (a) shows the Precision of two models on dif-
ferent event numbers. (b) shows the DERate of two models on different event numbers.
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which models each tweet as a mixture of K latent topics. It shows in Figure 4(b)
that generally the DERate of GEAM is smaller than LDA, which means that
there are fewer duplicate events detected in GEAM. For each model, DERate
increases with the increase of event number E and topic number K. The reason
for this phenomenon is that, when event number E becomes larger, GEAM is
more likely to assign different emphasis of one realistic event to different detected
events. For example, when we set E = 30, the 2009 Iran election protest event
will be divided into two events, one is for the video of Neda’s death, the other is
for an online activity to “Show support for democracy in Iran add green overlay
to your Twitter avatar”.

Event Interpretation. Five typical examples of the event detected by our
GEAM in June 25, 2009 from 00:00 to 01:00 are demonstrated in Table 3, where
T for Time, L for Locations, E for Entities, K for Keywords, and G for General
words. For each event, we display top 10 Event-related Aspects words and top
3 General words. Due to the page limit, other events are not demonstrated. We
illustrate that the output of GEAM is more informative, and can be easily un-
derstood with little background knowledge. From Table 3, we can see that the
4-tuple structure makes the detected events much clearer, and thus, users can
easily access the different aspects of the event. GEAM can also provide reactions
of majority people to the event by listing the General words. For example, e3
expresses that the major audience enjoy the movie “Transformers 2”. Among the
5 typical events listed in Table 3, we see that GEAM is an open-domain event
detection model. It covers a wide range of events, from political events (Iran elec-
tion), to entertainment events (Transformers 2), to sports (FIFA Confederations
Cup), and to online hotspot (#lolquiz application).

4.3 Event Trend Analysis

By now, we evaluate GEAM on the basis of one hour time-window. It is more
interseting to explore what can be found if we combine the detected events of
continuous hours. As stated in Section 3.2, −→η in GEAM represents the multi-
nomial distribution over events and −→η e represents the fraction of tweets that
are assigned to evente. So, we can track the event in terms of hours. Figure
5 shows the trends of 3 events within a day. From Figure 5, we see that “Iran
Election” was a stable event discussed on June 25, 2009, whose proportion didn’t
change dramatically during the whole day; “Mark Sanford Scandal” received less
attention than “Iran Election”, and was not discussed since 5:00; the “Michael
Jackson died” event suddenly attracted majority users’ attention from 20:00,
and became much hotter than the other two events.

In summary, our GEAM outperforms the state-of-the-art topic models [13, 14]
with better Precision and DERate. Particularly, 4-tuple structure makes the
detected events much easier to be understood by users. Furthermore, event trend
analysis can be performed easily based on the detection results.
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Table 3. Examples of detected events

Event GEAM output Description

e1

T: 2009-06-25
Footage of the death of Neda drew
international attention after she was
shot dead during the 2009 Iranian
election protests.

L: Iran, Tehran
E:
K: #Iranelection, #Neda, #Iran, Mousavi, sup-

port, democracy, green, avatar
G: video, crime, freedom

e2

T: 2009-06-24
The U.S. National Team won World No.
1 Spain, 2-0, in the semifinals of the
FIFA Confederations Cup on June 24,
advancing to next final against the
winner of Brazil and South Africa.

L:
E: U.S., Spain, USA, Brazil, South Africa
K: win, soccer, beat, team, school, 2-0
G: great, watching, shocked

e3

T: 2009-06-25
“Transformers 2” released on June 24,
2009 in North America. Many people
tweet about watching the film.

L: America
E: Transformers 2, Transformers
K: good, movie, watch, tonight, wait, wish, lines
G: tonight, join, happy

e4

T: 2009-06-25 South Carolina Governor Mark
Sanford’s disappearance and
extramarital affair in June, 2009 was
reported. He was in Argentina with his
mistress for six days.

L: Argentina, South Carolina
E: Make Sanford, Sanford
K: governor, mistress, e-mails, affair, exposed,

bizarre
G: shamed, news, dumbass

e5

T: 2009-06-25
A web entertainment application called
#lolquiz gets popular. Many users try it
to know which star available for them.

L:
E: twilight, Knotb Song, Jonas Brothers Song,

Mcfly
K: try, quiz, #lolquiz, song, fan, what
G: took, lover, try
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5 Conclusions

In this work, we introduce a General and Event-Related Aspects Model (GEAM)
for detect realistic event in Twitter. We design a collapsed Gibbs sampling algo-
rithm to estimate the word distributions of an event. We also divide the words in
an event-related tweet into General words or Event-related Aspect words, which
matches the Twitter characteristic better than any unigram model. Our exper-
iments demonstrate that GEAM outperforms the state-of-the-art topic model
LDA in both Precision and DERate. Particularly, GEAM can get better event
representation by providing a 4-tuple (T ime, Locations, Entities,Keywords) of
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the detected events and the associated General topics. Moreover, GEAM can be
used to analyze event trends in continuous hours.
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Abstract. The web is the largest bulletin board of the world. Events of all types,
from flight arrivals to business meetings, are announced on this board. Track-
ing and reacting to such event announcements, however, is a tedious manual task,
only slightly alleviated by email or similar notifications. Announcements are pub-
lished with human readers in mind, and updates or delayed announcements are
frequent. These characteristics have hampered attempts at automatic tracking.

PEACE provides the first integrated framework for event processing on top of
web event ads. Given a schema of events to be tracked, the framework populates
this schema through compact wrappers for event announcement sources. These
wrappers produce events including updates and retractions. PEACE then queries
these events to detect complex events, often combining announcements from
multiple sources. To deal with updates and delayed announcements, PEACE’s
schemas are bitemporal so as to distinguish between occurrence and detection
time. This allows complex event specifications to track updates and to react to
differences in occurrence and detection time. Our evaluation shows that extract-
ing the event from an announcement dominates the processing of PEACE and that
the complex event processor deals with several event announcement sources even
with moderate resources. We further show, that simple restrictions on the com-
plex event specifications suffice to guarantee that PEACE only requires a constant
buffer to process arbitrarily many event announcements.

1 Introduction

Most events are announced first and often only on the web these days. This trend is even
more pronounced for time critical events, as the web is a ubiquitous and prompt infor-
mation source. While the immediate availability of up-to-date information is a blessing
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in enabling much more complex, rapid interactions, it also imposes a challenge: The im-
mediacy of web-published events allows for frequently and quickly distributed updates,
leading to fragmentary and preliminary but inaccurate advertisements which are fixed
later. Therefore, modern coordination tasks often boil down to continuously checking
all relevant event advertisement sources for changes, ready to react on violations of
our constraints. For example, awaiting a person on a flight with a stopover, we need to
check that both flights are in time. If the second flight is delayed, the person will arrive
late the same day; in contrast, if the first flight is late, the person might not even arrive
on the same day, depending on the timeliness of the second flight and other available
connections. But these distinctions do not suffice, as incomplete, incorrect, and late an-
nouncements complicate the situation even more. For example, not only may scheduled
flights arrive late, but also the event announcements for such events may be advertised
late themselves. This requires us to consider the bitemporality of events: Each event
has an occurrence time, when it supposedly takes place, and a detection time, when its
advertisement is detected on the web.

Checking all these cases is a boring, stressful, and repetitive task, ideally suited for
automation – at least at first glance. Except for specific domains, however, such systems
are rare as the available technologies do not allow for a rapid development of event an-
nouncement detection integrated with complex event processing: The employed com-
plex event processor must be able to deal with event announcements that are unreliable,
volatile, and out of time, as published on the web, i.e., the event processing must be
fully bitemporal. While complex events have been studied extensively, see [8] for a sur-
vey, existing systems deal only with some aspects of the bitemporality. For example,
[2] considers events with two time dimensions, but does not consider mutable events or
delayed events; [17] only allows to deal with mutable events in terms of new and uncon-
solidated update events. Most systems [7,9,10,18,21] assume a single time dimension,
i.e., events are detected instantaneously when they occur. To extract event announce-
ments from the web, however, an easy to use, scalable extraction system is needed that
is able to produce a continuous stream of extracted event announcements.

The PEACE (Processing Event Ads into Complex Events) framework introduced
in this paper addresses these challenges by an integrated framework for extracting
event announcements and detecting complex events over such announcements through
a bitemporal complex event processor. PEACE is driven by event models that specify
the attributes of events in a domain and are used both in the specification of wrap-
pers (for extracting event announcements) and in the specification of complex event
queries. For the former, we use an extension of OXPATH [11], a highly efficient web
automation language, slightly adapted to the needs of event announcement extraction.
OXPATH is particularly well suited for this task as it is able to extract data from even
heavily scripted modern web sites such as Ebay. For the latter, we introduce a novel
bitemporal complex event processing language BICEPL (Bitemporal Complex Event
Processing Language) that can be evaluated directly on top of the event announcements
extracted by OXPATH. As required, BICEPL distinguishes between detection and oc-
currence time of events. This bitemporal event handling allows for enacting different
actions, depending on the events’ properties and timing information, e.g., considering
delays between event detection and occurrence time. For a long-running complex event
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Fig. 1. Complex Event Publishing Cases

processing system it is essential that the memory use does not increase over time but
remains constant (after a certain warm-up). This is guaranteed in BICEPL through the
use of sliding windows, and, uniquely, in OXPATH through a novel buffer manager
that guarantees constant memory regardless of the number of extracted events or web
pages visited. This is key to an efficient implementation of BICEPL, since web event
processing is dominated by loading and rendering web pages, as shown in Section 6.

PEACE is designed to support developers in adding new event announcement sources
or new complex event queries. Both parts are driven by the event model and are min-
imal extensions of established query languages: OXPATH extends XPATH for web ex-
traction. Most wrappers in OXPATH are a series of XPATH expressions, interspersed
with action (such as clicking a button) and extraction instructions, that specify the at-
tribute of the event model to populate with the selected web data. The XPATH portions
can be created by a myriad of mature developer tools in Browsers such as Firebug, and
then only (simple) actions and extraction instructions must be added to complete the
wrapper. OXPATH also provides a visual interface that further simplifies this task [15].

BICEPL extends SQL-select statements to define complex events described with
SQL-select statements that are extended, first with temporal comparisons between
events, and second, with a definition of the occurrence time of the complex event in
relation to the timing information of the involved events. The resulting events are con-
tinuously updated in their attributes, such as location or ticket price, and in their timing
information. This leads to 10 different cases when complex events should be published,
updated, or retracted, see Figure 1 and Section 5. Notice, Allan [3] defined possible re-
lations between immutable, unitemporal intervals; in contrast Figure 1 displays possible
cases in a life cycle of a single mutable, bitemporal event.
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Contributions and Organization. PEACE is the first integrated framework for complex
event processing on event announcements in the web, designed around the following
four contributions:

(1) Integration (Section 3). PEACE integrates extraction and complex event pro-
cessing through a joint event model. The event model not only provides the interface
between the PEACE parts, it also drives the development of OXPATH wrappers just as
much as BICEPL complex event queries.

(2) Bitemporality (Section 5). PEACE inherently relies on two time dimensions: It
distinguishes between events’ occurrence and detection time and allows different ac-
tions, depending on the relation between those times and the current time. Despite this
powerful event model, PEACE’s complex event language BICEPL is a small exten-
sion atop SQL-select statements to provide a powerful yet easily understood way for
describing event schemata.

(3) Integrated event extraction (Section 4). The event schemata declared in BICEPL
are populated by wrappers written in OXPATH. OXPATH is also built atop a commonly
known declarative language, namely XPATH.

(4) Lightweight, memory efficient implementation (Section 6). The prototype imple-
mentation of PEACE is highly efficient and lightweight, requiring only constant mem-
ory regardless of the number of events or sources to extract from.

1.1 Running Example

We illustrate PEACE through a simple scenario taken from the daily live of a business
man, who travels regularly by plane to business meetings (we discuss the details of
the code shown in Sections 4 and 5). Flights are often delayed and hence, he must
update his business partners frequently about delays. This is not only costly in time
and effort but sometimes impossible, e.g., when he is on a flight without access to
communication services. However, this task could be delegated to PEACE, such that
it informs his colleagues whenever he would get late to a meeting. To simplify the
example for presentation the business man only takes direct flights. To detect potential
delays, the web sites of airlines and airports are observed continuously.

In this example we identify the following event classes: FlightArrival signifies the
landing of a plane with the attributes flightDay, flightNo, fromLoc, and toLoc, the latter
describing the departure and destination locations. Instances of FlightArrival are ex-
tracted from the web by wrappers covering airline and airport sites. OneDayToArrival is
a complex event that occurs one day before a flight arrival associated with a business
meeting, with attributes flightDay, flightno, meetingId, and toLoc. It announces rele-
vant flight arrivals one day before the actual expected arrival takes place and is kept up-
to-date on changes of the estimated arrival time. All classes have an additional implicit
attribute occ for the occurrence time of the event and det for the detection time. Finally,
the BusinessMeeting is provided through some database for this example, though they
could also be extracted from a web calendar or some other meeting planning system.

To detect subscribed events on the web, PEACE integrates OXPATH wrappers that
are executed on (possibly several) target pages. A wrapper for a certain event class
produces data compliant with the schema of the event it observes. For this example,
the wrapper in Figure 2 detects FlightArrival events from flightarrivals.com. This

flightarrivals.com
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1 doc("http://www.flightarrivals.com")

2 //a#panel0/{click /}//form#qbaForm/descendant::field()[1]/{$airport }

3 /following::field()[3]//option{select }/following::field()[1]/{click /}

4 /(/descendant::a[string(.)=’Next >’][1]/{click /})*
5 //table#flifo//tr[position()>1]/self():<FlightArrival>

6 [./td[1]:<fromLoc=string(.)>] [./td[2]:<flightNo=string(.)>]

7 [./td[3]/div:<flightDay=string(.)>] [.:<toLoc=$airport>]

8 [./td[3]/text()[1]:<occTime=toUnixTime(.)>]

Fig. 2. OXPATH Wrapper

1 CREATE MUTABLE SUBSCRIBED EVENT CLASS FlightArrival(flightDay TEXT, flightNo

TEXT, fromLoc TEXT, toLoc TEXT)

2 ID (flightDay, flightNo)

3 LIFESPAN (2d);

4

5 CREATE COMPLEX EVENT CLASS OneDayToArrival(flightDay TEXT, flightNo TEXT,

toLoc TEXT, meetingId TEXT)

6 ID (flightDay, flightNo, meetingId)

7 AS SELECT fa.flightDay, fa.flightNo, fa.toLoc, bm.meetingId

8 FROM FlightArrival fa, BusinessMeeting bm

9 WHERE fa.flightNo = bm.flightNo AND fa.flightDay = bm.flightDay

10 OCCURRING AT fa - 1d

11 PUBLISH OneDayToArrival_OnTime

12 CASE LATE(0s,1m) OneDayToArrival_OnTime

13 CASE LATE(1m,1h) OneDayToArrival_Late

14 CASE RETROACTIVECHANGE OneDayToArrival_RAChanged

15 CASE REVOKE OneDayToArrival_Revoked;

Fig. 3. Event Definition for Flight Arrivals

wrapper fetches the target page (Line 1), then selects and submits the form for flights
arriving at the parameterised arrival airport at any of the possible time windows in the
day (Lines 2–3). The wrapper deals with paginated results by repeatedly clicking on
“next” (Line 4). On each result page, FlightArrival objects are extracted along with
their attributes (Lines 5–7) for every flight arrival entry listed, resulting in an event
tuple as shown below:

FlightArrival

flightDay flightNo fromLoc toLoc occ

May 21 BA 112 New York JFK London LHR 1369116000

Figure 3 shows the BICEPL specification for importing the subscribed event class
FlightArrival and defining the complex event class OneDayToArrival. The first statement
(Lines 1-3) declares the subscribed event class FlightArrival with its explicit attributes
flightDay, flightNo, fromLoc and toLoc, with flightDay and flightNo as key (Line 2).
FlightArrival is defined mutable (Line 1), since estimated flight arrival times change
over time, and with a lifespan of 2d, meaning 2 days (Line 3).
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The second statement (Lines 5-15) defines the complex event type OneDayToArrival

based on the constituent event classes FlightArrival and BusinessMeeting. It features
as attributes flightDay, flightNo, toLoc, and meetingId, with flightDay, flightNo, and
meetingId as key (Line 6). A OneDayToArrival event occurs one day before the flight
arrives, as defined with the OCCURRING AT clause (Line 10). When the complex event is
detected on time, or with up to one minute delay (0s,1m), the complex event publishes
OneDayToArrival_OnTime (Lines 11-12). If the event is detected within a delay of more
than one minute (1m) up to one hour(1h), OneDayToArrival_Late is published (Line 13).

If an already published event must be revised, e.g.. the flight arrives later than as-
sumed beforehand, OneDayToArrival_RAChanged is published (Line 14). If an already
published event is revoked, e.g., if the flight is canceled less than a day before it is
planned to arrive, OneDayToArrival_Revoked is published (Line 15). All these following
the schema of the associated complex event OneDayToArrival.

2 Related Work

To the best of our knowledge, PEACE is the first system that addresses the complex
event processing for event announcements from the Web. This differs from mining
events from Twitter or other sources [5,13] but is related to typical complex event pro-
cessing where many event sources are integrated to detect complex events and react to
these. Therefore, we focus on the difference of PEACE and its complex event processor
and language BICEPL with existing complex event processing systems.

Event processing approaches can be classified into three different approaches: Active
Database Management Systems (ADMS) [1,12,20], Data Stream Management Systems
(DSMS) [4,6,16] and Complex Event Processing Systems (CEP) [2,7,9,10,18,21]. Un-
fortunately, all ADMS and DSMS approaches do not fit PEACE for not supporting
bitemporality, as these systems make the perfect technology assumption [23], i.e., they
assume an event is known instantaneously after it occurred. Even most CEPs make this
assumption: The occurrence time of an event is given to it when entering the system.
This restrictive time model disables reasoning over events in an imperfect world, as
for this task the occurrence time and detection time are essential. To the best of our
knowledge AMIT [2] is the only CEP system thinking about two time dimensions.
Yet, these time dimensions are not supported to be used for temporal comparisons in
complex event processing. Situations, as they call complex events, are defined by their
highly expressive, imperative complex event language which is conceptually similar to
the ones used in active database systems, e.g., in [20].

Mapping our complex event declarations to existing complex event processing ap-
proaches is only partly possible: The on time case, defining the reaction if there are
no delays, changes, or errors in the event planning and announcement, is the standard
scenario assumed by all approaches. This is the only case that is directly supported.
The late case, is not supported at all by existing approaches due to a missing second
time dimension. Notice, the occurrence time is event inherent (implicit) and may not be
compared with user defined (explicit) attributes. Mapping the retroactive change case
as well as the revoke case to existing languages is possible, though a tenuous task and
requires the subscription to multiple event types.
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Beside event processing, also Event Calculus (EC) [14,19,22] in knowledge rep-
resentation deal with events, representing knowledge about events for reasoning pur-
poses. Originally EC is unitemporal, though, there exist extensions [19,22] to imple-
ment bitemporal deductive database systems. EC rules are expressive enough to model
complex events, but would require a number of low-level rules to represent a single
complex event declaration of BICEPL: EC provides a general event model while BI-
CEPL is a succinct yet expressive language tailored for event management.

3 PEACE Approach and Event Model

PEACE is designed for quickly instantiating a complex event detection system on top of
event announcements from new sources. The setup of PEACE application requires the
provision of the following: (1) Subscribed event classes, specifying the schema of their
events. (2) OXPATH wrappers for those subscribed event classes which feed from web
sources, matching the schema of their subscribed event classes. (3) Wrappers for other
sources, if any, matching again the schema of their subscribed event classes; examples
include database triggers, e.g., to retrieve background information on a business meet-
ing. (4) Complex event classes to aggregate the subscribed events into complex events
for capturing the conditions and information required by the application and for driving
the publication of events to be delivered to the client of PEACE.

In our running example, for (1), we show the subscribed event class FlightArrival in
Lines 1-3 of Figure 3, omitting the BusinessMeeting which is similar. For (2), we show
the OXPATH wrapper in Figure 2 while, for (3), BusinessMeeting is filled via a database
trigger. At last, Lines 5-15 of Figure 3, show the definition of a complex event. In total,
the entire example takes 19 lines of BICEPL and 13 lines of OXPATH plus a database
tigger to implement.

Event Model. We identify such a BICEPL program with the event classes E it declares.
Every event e processed by E belongs to one such class e.class = E ∈ E. Depending
on the concrete class E , the event features certain attributes e.attr for the attributes
attr ∈ E.schema, as specified in the schema E.schema of E . Each event schema con-
tains a set of key attributes E.key ⊆ E.schema and we denote with e.key the values of
the key attributes in event e ∈ E . Further, the occurrence time and detection time of
each event e is accessible via the implicit attribute e.occ and e.det, respectively. These
attributes are implicit, since we want to control the way they are computed and accessed,
providing occurring-at and checking-at clauses. Note that the key of an event identifies
the event but not the announcement, i.e., there may coexist several announcements e
and e′ referring to the same event e.key = e′.key detected at different times, i.e., with
e.det �= e′.det.

Event classes in E are partitioned into subscribed and complex events S and C. In
addition to the schema, subscribed event classes S ∈ S also have a lifespan S.lifespan,
determining how long an event is retained before being purged, and an associated
wrapper S.wrap or trigger expression. In contrast, complex event classes C ∈ C have
a set of publication statements C.pub and a query function C.query. The publication
statements in C.pub are subdivided into C.pub[O], C.pub[L], C.pub[C], C.pub[R] for
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Fig. 4. Form and Result Page on www.flightarrivals.com

on-time, late, change, and revoke publication events. If the query C.query depends on
observed subscribed event classes or other complex event classes (derived from those
observed events), then we call these classes constituent event classes of C. The con-
stituent classes do not only include direct dependencies but also indirect dependencies
via other constituent complex classes. If E ∈ E is a constituent event class of C ∈ C,
we write E ⊂ C; hence ⊂ is transitive by definition. Additionally, we require ⊂ to
be irreflexive and asymmetric, i.e., we allow no cyclic dependencies in complex event
queries. Likewise, we write e ⊂ c for concrete event instances e and c, if e is a con-
stituent event of c. For the set of C-events obtained by evaluating C.query, we write
C.query(O,D, t), where O is the set of so far observed subscribed events, D is the set of
derived constituent complex classes, and t is the wall clock time.

4 Extracting Event Announcements

For detecting events announcements on the web, PEACE integrates OXPATH, a recent
state-of-the-art tool for highly efficient data extraction [11]. OXPATH’s main strengths
lie in its ability to deal with modern scripted websites necessitating complex interaction
(e.g., Ajax forms, auto-completion fields), and the capability to scale well in time and
memory, handling even millions of pages and extracted results at ease. Indeed, OX-
PATH’s output handling requires no buffer as the extracted data is streamed out once
matched on the page, see [11]. This behaviour fits perfectly with the needs of PEACE.
A full description of OXPATH is out of this paper’s scope, and can be found in [11].
In short, OXPATH is an extension of XPATH with four features: (1) actions, such as
mouse events, form filling, for simulating user interactions with web pages; (2) iter-
ation via Kleene stars, e.g., to deal with sites that present their results across several
pages or use any pagination techniques; (3) more expressive node selection through the
style axis, querying the actual visual attributes as rendered by the browser, to select
e.g. all elements coloured green; and, (4) specification of data to be extracted in terms
of (nested) records and attributes, via extraction markers. To illustrate OXPATH’s capa-
bilities, we discuss how to derive a wrapper from a PEACE event schema E in OXPATH

along the running example from Figure 2.
There are two steps in the derivation for a specific event class E ∈ E: First we define

the navigation on the event source to the event announcements. Second, we specify how
to map each of the event model’s attributes to fragments of the event announcements.
In our example, Lines 1–4 perform the navigation and Lines 5–8 the attribute mapping.
Figure 4 shows the form on the left hand that the navigation part first fills by selecting
the “By airport” tab and then filling the airport into the arrival airport field. It then
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iterates over all options of the second select in the time period and submits the form once
for each of those options. On the result page, it iterates through the next links connecting
the paginated results using a Kleene star expression. This entire expression can be easily
obtained using standard web developer tools present in most browsers or in Firebug,
though we here use some of OXPath’s extensions to obtain a more readable expression.
We also provide a visual tool that allows the recording of interaction sequences and
automatically generates the corresponding navigation sequence so that the user only
has to change the parameterized values or adjust the iteration parts.

For the attribute mapping, one can again use standard web developer tools to obtain
XPath expressions for identifying which peace of a page maps to which attribute of E .
This is shown in Lines 5–8. Each result page reached contains a table with flight arrival
entries in its rows. We skip the first row as it only contains the column headers (Line 5),
and for all the remaining we use OXPATH’s extraction markers to shape the extracted
data in compliance with the schema of the corresponding event class FlightArrival

defined in Figure 3: One event :<FlightArrival> is created for each table row, along
with attributes such as <fromLoc=string(.)> for the departure airport in the first col-
umn ./td[1]; similarly for flight number, flight day, and occurrence time in adjacent
columns. Notice, that all key attributes (E.key) must be present explicitly on the web
site to allow for tracking changes to the event (here flight day and number).

The resulting wrapper is used in PEACE to poll the website repeatedly and produce
the input events for the complex event processor. The polling frequency and behaviour
can be adjusted by the user, though PEACE provides a simple, but effective change
detection based on a sample of the result pages by default. If within E.lifespan the same
event is detected multiple times (in different pollings), it is only reported if its attributes
have changed.

5 Event Processing with BICEPL

We designed BICEPL to handle event advertisements as they occur on the web. In a per-
fect world, each event, as identified by its key attributes, would be announced once and
would have a single event occurrence time. Web announcements are certainly subject to
frequent updates, hence BICEPL features events which are updated independently of
the event’s actual occurrence time, e.g., allowing for retro-actively changes or revoca-
tions. Moving into such an imperfect world, we still assume that events occur only once,
but the attributes and occurrence times for past and future events may change. If there
are different announcements e and e′ for the same event e.key= e′.key, we assume that
those announcements have different detection times e.det �= e′.det. But given det and
key, only a single event announcement e may exist with e.det= det and e.key= key.

In BICEPL, all events belong to a event class, defining a schema for its events’ ex-
plicit attributes. Subscribed events are produced by OXPATH wrappers or other sources,
hence BICEPL only define their lifespan. Complex events are derived from constituent
events which are either subscribed or other complex. The definition of a complex event
class comes in two parts, (1) as an event selector based on an SQL select statement
which aggregates constituent events into complex events. The event selector describes
the attributes of the corresponding complex events in a perfect world, i.e., it disregards
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event updates. (2) For each complex event, we define publication statements in reac-
tion to certain update types. We consider situations when events (a) are announced on
time, (b) have been detected late, after having already occurred, (c) are retro-actively
changed, or (d) are retro-actively revoked.

Syntax of BICEPL BICEPL’s syntax in Figure 5 defines a program 〈program〉 as se-
quence of event class declarations, each describing either a simple or complex event
class. We declare a subscribed event class S ∈ S via 〈sclass〉 as either mutable or im-
mutable, with an event schema S.schema, a key S.key, and a lifespan S.lifespan, given as
〈time_literal〉 which consists of a positive integer with s, m, h, or d for seconds, minutes,
hours, or days. A complex event class C ∈ C is declared via 〈cclass〉, consisting of a
schema C.schema, an SQL select statement C.query, and event publication statements
C.pub. The SQL select statement may refer to subscribed event classes in S and to
other complex event classes in C, as long as no circular dependency arises. The schema
〈schema〉 describes with 〈attributes〉 the typed attributes E.schema and with 〈key〉 the
attributes forming the key E.key of event class E . The select statements are extended
with occurring-at and checking-at clauses. An occurring-at clause describes a complex
event’s occurrence time, while a checking-at clause describes when the event is checked
for, parameterized with start and end times of those checks and the interval between two
consecutive checks. Both clauses are based on time expressions 〈time〉 which refer to
occurrence times of constituent events. The occurrence time of a constituent event is
accessed via 〈table_ref 〉, e.g., in a statement SELECT FROM FlightArrival fa..., we use
fa to refer to the occurrence time of the selected flight arrival event. In occurring-at
clauses only, time expressions may also contain ‘NOW’ to refer to the current system
time. This implies that the boundaries of checking-at clause are determined by occur-
rence times of constituent events. Based on these basic expressions, time expressions
involve recursively min/max and increment/decrement computations. The where-clause
of a select statement may also involve comparisons of 〈time〉 expressions (not shown
in the grammar). Next to the select statement, complex events also describe publication
events C.pub in 〈publication〉. We distinguish publication events for on-time, late, retro-
actively changed, and revoked event announcements, referred to as C.pub[O], C.pub[L],
C.pub[C], and C.pub[R], and declared with 〈ontime〉, 〈late〉, 〈change〉, and 〈revoke〉. In
all four cases, BICEPL requires the name of the publication event to generate. Late
events are optionally parameterized with an interval restricting the considered delay.

Semantics of BICEPL We define the semantics of BICEPL in two variants – first
as idealized semantics without ever purging observed events, and second as sliding
window semantics by considering the lifespan of the subscribed events and purging
them when they turn stale. As a technical prerequisite, we start with rewriting complex
event queries into standard SQL.

Query rewriting: Given an expanded SQL select statement, we turn C.query into
standard SQL by performing three rewriting steps: (1) We expand all table references
so as to access the implicit occurrence time attribute, e.g., in our running example we
rewrite OCCURRING AT fa - 1d into OCCURRING AT fa.occ - 84600, as 1 day equals 84600
seconds. (2) We rewrite occurring-at clauses into a definition of the implicit occurrence
time attribute occ, e.g., OCCURRING AT fa.occ - 84600 yields SELECT fa.occ - 84600 as
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〈program〉 ::= { 〈sclass〉 | 〈cclass〉 }
〈sclass〉 ::= ‘CREATE’ ( ‘MUTABLE’ | ‘IMMUTABLE’ ) ‘SUBSCRIBED EVENT CLASS’

〈schema〉 ‘LIFESPAN’ 〈time_literal〉 ‘;’
〈cclass〉 ::= ‘CREATE’ ‘COMPLEX EVENT CLASS’

〈schema〉 ‘AS’ 〈selection〉 [ ‘PUBLISH’ 〈publication〉 ] ‘;’
〈schema〉 ::= 〈name〉 ‘(’ 〈attributes〉 ‘)’ ‘ID’ ‘(’ 〈key〉 ‘)’
〈attributes〉 ::= 〈name〉 〈type〉 { ‘,’ 〈name〉 〈type〉 }
〈key〉 ::= 〈name〉 { ‘,’ 〈name〉 }
〈selection〉 ::= ‘SELECT’ 〈select_clauses〉 ‘OCCURRING AT’ 〈time〉

[ ‘CHECKING AT (’ 〈time〉 ‘,’ 〈time〉 ‘,’ 〈time_literal〉 ‘)’ ]
〈time〉 ::= 〈table_ref〉 | ‘NOW’ | 〈time〉 [ ( ‘+’ | ‘-’ ) 〈time_literal〉 ]

| ( ‘MAX’ | ‘MIN’ ) ‘(’ 〈time〉 { ‘,’ 〈time〉 } ‘)’
〈publication〉 ::= 〈ontime〉 { 〈late〉 } { 〈change〉 } { 〈revoke〉 }
〈ontime〉 ::= 〈name〉
〈late〉 ::= ‘CASE LATE’ [ ‘(’ 〈min_delay〉 ‘,’ 〈max_delay〉 ‘)’ ] 〈name〉
〈change〉 ::= ‘CASE RETROACTIVECHANGE’ 〈name〉
〈revoke〉 ::= ‘CASE REVOKE’ 〈name〉

(with 〈select_clauses〉 and 〈table_ref 〉 taken from a SQL grammar)

Fig. 5. BICEPL Syntax

occ ..., defining the occurrence time as first attribute in the newly created event. (3) We
turn checking-at clauses into additional where-clauses.

Idealized Semantics: A BICEPL program, identified by its event classes E= S∪C,
observes a sequence of pairs Oi, ti, where Oi is the set of subscribed events detected
up to time stamp ti. We set t0 to the system start-up time, and require ti > ti−1 for all
i > 0. We start with O0 = /0, and for i > 0, we set Oi = {e ∈ Oi−1 | �e′ ∈ Δi and e.key=
e′.key} ∪ Δi where Δi contains the subscribed events observed between ti−1 and ti.
Depending on the differences between Oi and Oi−1, program E publishes a set of
publication events, as specified in C.pub for C ∈ C. Hence we define the semantics
�E�(Oi, ti,Oi−1, ti−1) of program E over two pairs Oi, ti and Oi−1, ti−1 to be compared.
The distinction between mutable and immutable events has no semantic effect but en-
ables an optimized treatment of immutable events.

The semantics

�E� (Oi, ti,Oi−1, ti−1) = compare(derive(Oi, ti),derive(Oi−1, ti−1))

is computed in two steps: (A) We derive the complex events Di = derive(Oi, ti) and
Di−1 = derive(Oi−1, ti−1) with derive(O, t) = Dl for complex classes C = {C1 . . .Cl}.
Herein, we set D0 = /0 and D j = D j−1 ∪ C j.query(O,D j−1, t). We assume C j ⊂Ck for
all j < k, as ⊂ is irreflexive and asymmetric. (B) We determine the resulting publication
events by comparing Di and Di−1 and adding to compare(Di,Di−1) the publication
events arising in the following cases (see Figure 1):

(1) Announcement – there exists e ∈ Di but no e′ ∈ Di−1 with e.key= e′.key.
(a) For e.occ= ti we add p ∈ e.class.pub[O] (on-time).
(b) For e.occ< ti we add p ∈ e.class.pub[L] if p.min< ti − e.occ≤ p.max (late).
(c) For e.occ> ti we add nothing (future event).
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(2) Revocation – there exists e ∈ Di−1 but no e′ ∈ Di with e.key= e′.key.
(a) For e.occ< ti we publish p ∈ e.class.pub[R] (revoke).
(b) For e.occ≥ ti we add nothing (future revoke).
(3) Change – there exists e ∈ Di−1 and a e′ ∈ Di with e.key= e′.key but e �= e′.
(a) For e.occ≤ ti and e′.occ≤ ti we add p ∈ e.class.pub[C] (retroactive change)
(b) For e.occ> ti and e′.occ> ti we add nothing (future change).
(c) For e.occ> ti and e′.occ≤ ti we add p ∈ e′.class.pub[R] (revoke).
(d) For e.occ< ti and e′.occ> ti we add p ∈ e.class.pub[L]

with p.min< ti − e.occ≤ p.max holds (late).
(e) For e.occ= ti and e′.occ> ti we add p ∈ e.class.pub[O] (on-time).
Sliding Window Semantics: Ideally, we would never drop observed, un-revoked sub-

scribed events, but due to limited resources, we have to drop events eventually. To avoid
altering the semantics, we need not only consider the lifespan of each subscribed event
e but also the lifespan of all subscribed events e′ such that e and e′ are involved into
some complex event c. We set c.expiration= max{e.occ+ e.class.lifespan | e ⊂ c} and
e.expiration = max{c.expiration | e ⊂ c}. Then we purge events with purge(O, t) =
{e ∈ O | e.expiration ≥ t}, keeping only unexpired events. Finally, we need apply the
same time stamp ti−1 in purging Oi and Oi−1 (instead of ti and ti−1), leading to

�E�purge (Oi, ti,Oi−1, ti−1) = �E�(purge(Oi, ti−1), ti,purge(Oi−1, ti−1), ti−1) .

This windowing and idealized semantics behave identically ifE uses only (A1) mono-
tone queries, i.e., C.query(O,D, t) ⊆ C.query(O′,D′, t) for all O ⊆ O′, D ⊆ D′, and
C ∈ C, and is (A2) key subsuming, i.e., E.key ⊆ C.key for all E ⊂ C; and if the sub-
scribed events O0,O1, . . . fed to E have (B1) timely updates, never updating an event
beyond its lifespan (for e′ ∈ Oi−1 and e ∈ Oi with e′.key = e.key, we have e′.occ+
e.class.lifespan ≥ e.det), and (B2) cohesive updates, i.e., the constituent events of a
complex event must share an overlapping lifespan as matching constituent events.

Theorem 1. If a program E satisfies (A1-2) and if the events O0,O1, . . . satisfy (B1-2),
then �E�purge (Oi, ti,Oi−1, ti−1) = �E�(Oi, ti,Oi−1, ti−1) holds.

6 Implementation and Evaluation

PEACE should not only support server systems but also applications on small mobile
devices. Therefore, our current implementation has been designed to be lightweight and
portable, implemented in Java and SQLite in-memory database, and tested on Android
and Ubuntu. We evaluate PEACE in three scenarios: The first two scenarios both extract
and process flight arrivals from the web site of Heathrow Airport but differ in scale. The
third scenario involves a stress test on PEACE’s complex event processor to demonstrate
its scalability.

In Scenario 1 we extract all flights from Frankfurt Airport to London Heathrow Air-
port, which were 36 flights on the day we performed the test. Requiring to load multiple
pages, this test took 17 seconds on average. In Fig. 6a we show the time spent in dif-
ferent of PEACE modules; the initialization of the event detector (EDT), performing
the OXPATH query, forwarding the events to the buffer (Event Buffer Maintenance),
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Fig. 6. Profiling PEACE components

and processing the BICEPL programs. OXPATH dominates the complex event proces-
sor with about 96,7% of the time needed to perform one processing step. As OXPATH

spends 98% of its time in browser overhead [11], PEACE is dominated by browser
overhead as well.

In Scenario 2 we increase the number of extracted and processed events to esti-
mate the behaviour of the system when scaling up. We extracted all 1680 flight arrivals
at London Heathrow Airport. As shown in Fig. 6b OXPATH dominates PEACE with
97,8% even stronger, as initialization overhead becomes less important.

In Scenario 3 we performed a stress test on BICEPL’s complex event processor to
show the scaling behaviour of the complex event processor. To significantly increase
the number of events, we would have to deploy a multitude of OXPATH wrappers.
Therefore, we perform three experiments: Experiment 1 involves 5 subscribed event
classes and 3 complex classes, each producing 10.000 events per hour. In Experiment
2, we add 2 more complex classes, and in Experiment 3 we use 2 complex classes and
another complex class atop the former two. Fig. 6c shows the performance curve in
milliseconds per processing step, and the number of subscribed events present in the
repository (in hundreds, the same in all three experiments). All complex events include
on-time, late, retroactive change, and revoke event publication statements. As Fig. 6c
shows, the runtime of the complex event processor increases with the number of events
in the repository. Keeping the number of event occurrences in the repository constant,
also the time needed for processing steps remains constant. Due to lifespan specifica-
tions of subscribed events and the subsequent purging of old events the processing time
can be capped together with the number of events in the repository. In the three experi-
ments the database size was bounded by 165 MB, 221 MB, and 158 MB, respectively.

7 Conclusion

We have presented PEACE as an integrated framework to extract and process event
announcements on the web. PEACE relies on a bitemporal event model which sup-
ports BICEPL, a compact language for complex event processing, and an efficiently
implementable semantics, requiring limited buffering only. We are currently expanding
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BICEPL with action executors to react on occurring complex events. Furthermore, we
will evaluate PEACE on mobile devices, e.g., tablet-computers or smartphones.
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Abstract. As two of the most important characteristics of Web systems’
workloads, burstiness and self-similarity are gaining more and more at-
tentions. And synthetically generating bursty and self-similar workloads
is a key technique for Web system performance analysis. In this paper, a
configurable synthetic approach for bursty and self-similar workload gen-
eration has been proposed based on a superposition of 2-state Markovian
arrival processes (MAP2). This method can generate workload with both
specified intension of burstiness and self-similarity. The detailed evalua-
tion show the accuracy and robustness of our method.

Keywords: Workload Generation, Markovian, Burstiness, Self-similarity.

1 Introduction

In recent years, more and more Web-based systems have been moved to cloud
computing platforms such as Amazon EC2 and Google App Engine, which can
promise of on-demand resource provisioning based on virtualization techniques.
And some characteristics such as burstiness of workloads can have critical im-
pact on resource provisioning strategies and performance of cloud platforms.
For example, flash-crowd service requests can cause resource allocation prob-
lems and seriously degrade system performance [1]; Simultaneously launching
jobs for different cloud applications, which are no longer single-program-single-
execution applications, during a short time period can immediately aggravate
resource competitions and load unbalancing among computing sites [16]. So syn-
thetically generating bursty workloads is an important technique for Web system
performance analysis, especially in the context of cloud computing.

Burstiness, which means highly variable request arrival rate or service time,
has been observed in Ethernet LAN, Web applications, storage systems [15] and
grid systems [10]. Many mathematical methods, including peakedness, peak-to-
mean ratio, coefficient of variation, and indices of dispersion for count (IDC)
have been proposed to characterize the intension of burstiness. The Markovian
Arrival Process (MAP) [5,13], which is a generalization of Markov Modulated
Poisson Process (MMPP), is usually leveraged to model bursty request arrivals.
And some workload generators such as SWAT [8] and Geist [7] can also support
the bursty workload generation.
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However, these methods only focus on the burstiness at some specific time-
scale, while self-similarity, which has been also observed in a variety of working
communication networks and computing systems, presents a process displaying
similar-looking workload burstiness over all or a wide range of time-scales. The
intension of self-similarity is often characterized by the Hurst parameter. And
some new models, such as chaotic maps [11], fractional brownian motion (FBM)
[17] and fractional autoregressive integrated moving average (FARIMA) model
[9], have been proposed to describe self-similar behavior in a relatively simple
manner. Also, a number of self-similarity models have been developed based on
traditional traffic models. Similarly, these methods merely focus on modeling
and fitting self-similarity, none of them can synthetically generate workloads
that exhibit both specified burstiness and self-similarity degree.

In order to deal with these deficiencies, a markovian approach for bursty
and self-similar workload generation has been proposed in this paper based on
a superposition of 2-state Markovian arrival processes (MAP2). Our approach
can leverage some simple traffic parameters, which can be straightforwardly
derived from real system logs or provided by performance analysts, to compose a
MAP with both required intension of bursiness and self-similarity. The detailed
analysis and experiment results show the accuracy and robustness of our method.

The remainder of this paper is organized as follows. Section 2 introduces
the motivation. Section 3 describes the Markovian approach for bursty and self-
similar workload generation. Section 4 evaluates our workload generation method
by conducting a detailed accuracy and robustness analysis. Finally, section 5
concludes and describes the future work.

2 Motivation

For workload analysis, the IDC has been widely used to characterize the bursti-
ness of arrival. This is a standard burstiness index first used in networking, and
then applied to model workload burstiness in Multi-Tier applications [12]. The
IDC at time t is the variance of the number of requests arrived in an interval of
length t divided by the mean number of requests arrived in this interval:

It =
V ar(Nt)

E(Nt)
(1)

where Nt represents the number of arrivals in the continuous interval of (0, t).
Traditional workload generators such as Surge [4] and Httperf [14], can not

support burstiness generation. Then, SWAT [8], Geist [7] and the method pro-
posed in [13] were developed to provide mechanisms for burstiness injection.
Although these methods can support injecting burstiness into workloads, the
resulting models, based on burstiness characterizations using IDC, are adequate
only over a limited range of time-scales. No one can synthetically generate work-
load with specified long range bursty behavior across large time-scales, i.e. the
self-similarity.



An Approach for Bursty and Self-similar Workload Generation 349

Let the discrete-time stochastic process X = {Xi, i = 0, 1, ...} is used to
describe the number of arrivals in the i-th interval (length is Δ). And the aggre-
gated process of X is defined as follows:

X(m) = {X(m)
i } = {X1 + ...+Xm

m
, ...,

Xmk+1 + ...+X(m+1)k

m
, ...}

Then X is called exactly second-order self-similar with the Hurst parameter
H = 1− β/2 if

V ar(X(m)) = σ2m−β . (2)

where σ2 is the variance of X , m is the aggregate level. There are some other
equivalent definitions of self-similarity, we mainly consider the one relates to IDC
in this paper. That is if X satisfies the following formula, X is self-similar.

Im = I(t=mΔ) =
V ar(N(mΔ))

E(N(mΔ))
= I1m

2H−1. (3)

where I1 denotes the IDC of the arrival process at the unit interval Δ.
Some new models such as chaotic maps, FBM and FAIMA have been devel-

oped to describe and model the self-similar behavior, and the corresponding ap-
proaches are also developed to generate self-similar traffic or workload based on
these models. Because the queueing theoretical techniques are hardly to be used
for these new models, a number of self-similarity models have been developed
based on traditional traffic models too. For instance, MMPP as a superposition
of 2-state Markov processes, is used to emulate self-similarity over a certain range
of time scales in [2,3,18]. In [6], markovian arrival process as a superposition of
a phase type renewal process and an interrupted Poisson Process (IPP), is pro-
posed to approximate real traffic behavior. However, all these methods proposed
to generate self-similar workload are only dedicated to the long range bursty
behavior across large time-scales, they can’t be used to generate self-similar
workloads with specified burstiness on certain time-scales.

Motivated by the fact that current workload generation methods only focus
on either burstiness or self-similarity, we claim a complete and practical work-
load generator should support workload generation with specified intension of
burstiness and self-similarity. Then two questions may come into being:

First, why should we consider both the burstiness and self-similarity during
workload generation. Here we use a real case to describe the reasons in the follow-
ing. Three workloads with identical burstiness profiles (IDC = 400) and differ-
ent intensions of self-similarity (H = 0.62, 0.76, 0.9 separately) are described in
Fig. 1. For each plot of this figure, there are 105 inter-arrival time samples, whose
mean value is 0.001 seconds. If single burstiness is enough to describe the bursty
characteristic of the workload, the performance of these three workloads should
be identical or nearly identical when they are imposed to the same system with
identical environment. In order to verify this claim, we show the queueing per-
formance of these workloads with ·/D/1 queueing network simulation in Fig. 2.
The constant service time for each request is set to 0.001 seconds.
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Fig. 1. Three workloads with identical burstiness (IDC = 400) but different self-
similarity (H = 0.62, 0.76, 0.9) separately

0 2 4 6 8 10
x 10

4

0

5

10

15

Request Sample (K)

W
ai

tin
g 

T
im

e 
(S

)

λ=1000, IDC=400

 

 

H=0.62
H=0.76
H=0.9

(a)

0 5 10 15
0

0.2

0.4

0.6

0.8

1

Waiting Time (S)

C
D

F

λ=1000, IDC=400

 

 

H=0.62
H=0.76
H=0.9

(b)

0 20 40 60 80 100 120
0

5000

10000

15000

Time (S)
Q

ue
ue

 L
en

gt
h

λ=1000, IDC=400

 

 

H=0.62
H=0.76
H=0.9

(c)

Fig. 2. Performance of the workloads depicted in Fig. 1 with ·/D/1 queue
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Fig. 3. Three workloads with identical self-similarity H = 0.76 but different burstiness
(IDC = 10, 200, 400) separately

As shown in Fig. 2(a), the waiting time of each request when H = 0.62 is
much smaller than H = 0.76 and H = 0.9. Though the waiting time when
H = 0.76 is larger than H = 0.9 for some requests, the average and maximum
value when H = 0.9 is larger than H = 0.76. This observation is validated by
Fig. 2(b) and Fig. 2(c). From Fig. 2(b), we can see the waiting time for 80% of
the requests is 2.72, 7.26 and 10.05 separately for the corresponding workload
(H = 0.62, 0.76, 0.9). The queue length curve plotted in Fig. 2(c) also show
evident performance differentiation when H is assigned to different values, even
the IDC is identical. So we can see it’s apparently inaccurate to describe the
bursty characteristic of the workload merely by the burstiness parameter IDC.
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Fig. 4. Performance of the workloads depicted in Fig. 3 with ·/D/1 queue

Similarly, Fig. 3 shows the inter-arrival time samples for another three work-
loads with identical self-similarity (H = 0.76) but different burstiness (IDC =
10, 200, 500 separately), while Fig. 4 shows the corresponding performance for
these workloads with the same ·/D/1 queueing network. As shown in Fig. 4,
even with identical self-similarity intension, the performance is still significantly
different for different value of IDC. And the higher the IDC the worse the perfor-
mance. So single self-similarity is also not adequate to model the bursty behavior
of practical workload. That means combining the burstiness and self-similarity
is more completed and practical to generate workloads.

And the second question is how can we combine the burstiness and self-
similarity. From previous description we know MMPP2 is often used to model
workload burstiness, and some superpositions of Markov processes can be used to
generate self-similar workload. So the natural way we may consider is to develop
a method to generate the bursty and self-similar workload based on Markovian
models, and with which the queueing theoretic techniques developed in the past
can be used to guide the performance evaluation.

In a word, motivated by current workload generation methods usually focus on
single burstiness or self-similarity, we aim to seek for a completed and practical
approach for bursty and self-similar workload generation. Considering the com-
putational tractability and the convenience for performance evaluation based on
queuing theoretic techniques, the proposed approach for workload generation is
based on Markovian models.

3 Markovian Modeling for Bursty and Self-similar
Workload Generation

The proposed Markovian approach for bursty and self-similar workload genera-
tion is based on the model by Anderson et al. [2,3], where workload is modeled
by the superposition of several 2-state MMPPs. The benefits of using a Markov
model is that it is possible to re-use the well-known queuing theoretical tech-
niques developed before and a whole array of tools for calculating performance
measures is already available.
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3.1 Superposition of Two State Markovian Sources

In this subsection, some main characteristics of MMPP will be summarized first.
In the case of m-state MMPP, the underlying Markov process can switch among
m Poisson processes, each of which has a unique request arrival rate λi, (1 ≤ i ≤
m). That is, the arrival rate is λi when the Markov chain is in state i. In the
2-state case, two square matrices Q and Λ are used to define a MMPP2 from a
client’s point of view.

Q =

[
−r1 r1
r2 −r2

]
. Λ =

[
λ1 0
0 λ2

]
,

For the case of MMPP2, the mean value of Nt is given by

E(Nt) =
r2λ1 + r1λ2

r1 + r2
t. (4)

And the variance of Nt is can be calculated as follows:

V ar(Nt) =
r2λ1 + r1λ2

r1 + r2
t+ 2A1t−

2A1

r1 + r2
(1− e−(r1+r2)t)

where A1 = r1r2(λ1−λ2)
2

(r1+r2)3
.

Since any MMPP obtained by superposing several MMPP2s can be described
by a superposition of several interrupted Poisson processes (IPP) and one Poisson
process. We consider the required MMPP is composed of d(> 1) IPPs and one
Poisson process. ith IPP can be give by

Qi =

[
−r1i r1i
r2i −r2i

]
, Λi =

[
ri 0
0 0

]
.

The superposition can be described as follows

Q = Q1

⊕
Q2

⊕
...
⊕

Qd

Λ = Λ1

⊕
Λ2

⊕
...
⊕

Λd

⊕
λp,

where
⊕

is the Kronecker’s sum and λp means the arrival rate of the Poisson
process. The whole arrival rate of the superposition process λ can be given by

λ = λp +

d∑
i=1

r2iλi

r1i + r2i
(5)

In the next subsection, we show how to determine the parameters of the IPPs
and the Poisson process.
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Table 1. Preliminarily Required Parameters

Parameter Meaning

λ Average arrival rate of the whole process.

mmin, mmax Minimum and Maximum of the time-scales over which self-similarity
is taken into consideration.

Immin The IDC value at the minimum time-scale.

H Hurst parameter.

d Number of IPPs.

3.2 Applied Parameterizing Algorithm

In this subsection, a procedure is given to determine the parameters of the IPPs
and the Poisson procss to construct a MMPP such that the properties of the
workload generated by our approach match predefined values. Table 1 shows the
preliminary required parameters for our generation model.

Let Nt|i and Nt|p be the number of arrivals during the t-th time slot in the i-th
IPP and the Poisson process separately, and let Nm

t|i and Nm
t|p be the correspond-

ing aggregated processes of them. Considering the computational tractability,
we assume the r1 and r2 satisfy the following relation, for each IPP.

f =
r2i

r1i + r2i
, (1 ≤ i ≤ d) (6)

Then using (5), we have

λ = λp +

d∑
i=1

fλi (7)

and using (4), we obtain the variance of the i-th IPP as

V ar(Nt|i) = fλit+
2(1− f)2λ2t

r1if
− 2(1− f)3λ2

i

fr21i
(1− e−

r1i
1−f t) (8)

The variance of aggregated arrival process N
(m)
t|i can be expressed as

V ar(N
(m)
t|i ) =

V ar(N(mΔ)|i)
(mΔ)2

(9)

where Δ is previous mentioned sampling resolution. Here we consider Δ one
time unit, using (8) and (9), we can get

V ar(N
(m)
t|i ) =

fλi

m
+ 2f(1− f)2ηiλ

2
i (10)

where

ηi =
1

mr1i
− 1− f

m2r21i
(1 − e

1
f−1mr1i) (11)



354 X. Lu et al.

The corresponding variance of the Poisson process is λp/m. For independent
subprocesses, the variance of the superposition equals the sum of individual
variances, so the variance of the whole process is given by

V ar(X
(m)
t ) =

λp

m
+Σd

i=1V ar(Nm
t|i) =

λ

m
+ 2f(1− f)2

d∑
i=1

ηiλ
2
1i (12)

where we used (7). Then using (12) and (1), we can get

Im =
V ar(N(mΔ))

E(N(mΔ))
=

m2V ar(X
(m)
t )

mλ
= 2f +

2mf(1− f)2

λ

d∑
i=1

ηiλ
2
1i (13)

Since the superposition of d IPPs and a Poisson process is expected to show
self-similarity over d different time-scaless, and the sojourn time of each IPP
is in accordance with the different time-scales, so there are d different points
mi(1 ≤ i ≤ d). According to the range of time-scales specified by the input
parameters, we have mmin ≤ mi ≤ mmax, let

mi = mmina
i−1 (14)

where

a = (
mmax

mmin
)

1
d−1 , d > 1. (15)

In order to reduce the number of parameters which have to be determined,
we also assume mir1i = 1, i.e.

r1i =
1

mi
, (1 ≤ i ≤ d). (16)

Then using (6), (14)-(16), we can obtain r2i for each IPP. Now the parameters
we need to obtain are only f and λi, since λp can be derived from (7) if λi is
determined. Based on the above analysis, the applied parameterizing algorithm
is in the following:

– SETP1. Determine λi as the function of f . From (4) and (14), we have

I1

⎡⎢⎢⎢⎢⎣
m

(2H−1)
1

m
(2H−1)
2
...

m
(2H−1)
d

⎤⎥⎥⎥⎥⎦ = 1 +B

⎡⎢⎢⎢⎣
λ2
1

λ2
2
...
λ2
d

⎤⎥⎥⎥⎦ (17)

where B is the d× d matrix whose (i, j) element is

Bij =
2f(1− f)2

r1iλ
− 2f(1− f)3

mir21iλ
(1− e

mir1i
f−1 ) (18)

Solving this, we can determine λi as the function of f .
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– STEP2. Find the value of f heuristically. First, find the range of f
heuristically, and set an initial value for f and the largest number of itera-
tions. Then, use STEP1 to obtain λi and further other needed parameters
to determine the MMPP. Next, use this model to generate specified number
of the inter-arrival time sample. Then we calculate the value of the average
arrival rate, IDC and H from the generated sample data, to obtain the com-
bined error. The value of f that minimizes the combined error is selected
as the final value of f . Then other parameters can also be determined to
generate the required workload.

To conclude, we compare our method with that of [2] and [18] in Table 2.
Here, we call the procedure of [2] covariance method, the procedure of [18] vari-
ance method, and ours IDC method. The generation procedure of our method
and the variance method are exactly constructed while that of [2] contains
some approximations. Furthermore, the variance method does not hold when

V ar(N
(m)
t ) ≤ λ/m or V ar(N

(m)
t ) ≥ λ/m+ λ2, while our method does not have

this constraint. This is significant to workload generator, which not only needs
to fit the original trace, but also need to allow the generation of workload with
desired characteristics which may cover a large different range.

Table 2. Comparison between IDC, Variance, and Covariance Methods

IDC Variance Covariance

Required Parameters λ,H, I1, d, λ,H, d, σ2, λ,H, d, r(1),
Time scale Time scale Time scale

Type of Component MMPPs IPP IPP SPP

Parameter Fitting Exact Exact Approximation

Constraint None λ
m

< V ar(N
(m)
t ) < λ

m
+ λ2 None

4 Evaluation

Accurately and robustly generating required workloads is the most important cri-
teria to evaluate a workload generator. Thus in this section, we mainly evaluate
the accuracy and robustness of our bursty and self-similar workload generation
approach with the notion of average deviation, which is the relative error be-
tween the derived indicator parameter values with the expected ones. And it can
be calculated as follows:

Avg Dev =
1

n
∗

n∑
i=1

Dev(Xi)− Expec(Xi)

Expec(Xi)
(19)

where Dev(Xi) and Expec(Xi) denotes the derived and expected value of λ,
IDC or H during i-th execution. For each indicator parameter, we execute the
generation approach n = 100 times to derive the average value of deviations.
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4.1 Accuracy Analysis

In this subsection, we evaluate the accuracy of generating workloads with spec-
ified intension of IDC and H . During these experiments, we experimentally set
the expected average arrival rate λ = 1000, the number of IPPs d = 4, the
burstiness IDC = 10, 50, 100, 200, 400, 500 (in practice, the maximum value 500
is enough to present the typical large value of IDC when λ = 1000), the self-
similarity H = 0.55, 0.62, 0.69, 0.76, 0.83, 0.9, 0.97, and the minimum and maxi-
mum time-scale is 1 and 104 separately. By changing the value of IDC and H ,
we can derive the generating accuracy of our approach under different intension
of burstiness and self-similarity. For giving an intuitive presentation of the gen-
erated workload by our approach and describing the motivation of this paper,
we plot one set of the inter-arrival time samples with identical burstiness and
different self-similarity in Fig.1, while inter-arrival time samples with identical
self-similarity but different burstiness in Fig.3. And the corresponding queueing
performance of these samples is depicted in Fig.2 and Fig.4 separately.

In table 3, we describe the average deviation of λ for each composition of
IDC and H . From this table, we can see the deviation of λ is low, even when
IDC = 500 and H = 0.97 the value is only 6.63%. And the tendency is evident
that the deviation of λ increases with IDC (or H) when the value of H (or IDC)
is identical. That is the higher the intension of burstiness or self-similarity the
lower the accuracy of our method. The main reason for this behavior is that
higher intension of burstiness or self-similarity means more variability of the
inter-arrival times, which often brings more difficulty in accurately estimating
the mean value, so the resulted average arrival rate may have a larger deviation.

The average deviation of IDC is described in table 4, generally the value of
these deviations is larger than the ones of λ, since the calculation of IDC is more
complex and inaccurate than the mean value of average arrival rate. It is also
obvious that the deviation of IDC increases with the expected value of IDC
and H . For instance, the deviation of IDC is only 0.75% when IDC = 10 and
H = 0.55, while the value of deviation reaches 10.06% when IDC = 500 and
H = 0.97. The reason is similar to the one of the deviation of λ.

However, the average deviation of H , as shown in table 5, shows a different
tendency compared with the one of λ and IDC. First, the deviation of H doesn’t
show a complete increasing or decreasing tendency during the entire range of H .
It decreases initially and then increases with the value of H . The main reason
can be explained as follows: Our approach is developed based on the assumption
that the required workload is self-similar, it doesn’t work well under the case of
no or low intension of self-similarity. Thus the lower the value of H the higher
the inaccuracy to generate self-similar inter-arrival time samples, and further
the higher the inaccuracy to derive the expected value of H . Furthermore, when
the value of H closes to the maximum value 1, the relative error to get the
required parameters of the MMPP model is larger than the low or moderate H ,
so the deviation of H begins to increase again after the minimum value. Second,
although the deviation of H show an increasing tendency with the value of IDC,
the increasing rate is not identical for different intensions of self-similarity. From
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table 5, we can see the increasing rate when H closes to the extreme value (1/2
or 1) is much larger than the one when H is moderate. That means the value
of IDC plays less influences on the deviation of H when the self-similarity is
moderate. The reason is also due to the extreme values of H make the fitting
method more inaccurate during the workload generation process.

From above analysis, we can see our bursty and self-similar workload genera-
tion approach can ensure the accuracy within a reasonable range (< 10%) for a
wide range of specified intension of IDC and H .

Table 3. Average deviation of average arrival rate λ (%)

IDC
H

0.55 0.62 0.69 0.76 0.83 0.90 0.97

10 0.11 0.13 0.18 0.23 0.44 0.51 0.91

50 0.20 0.32 0.53 0.51 0.93 1.01 2.12

100 0.35 0.51 0.62 0.79 0.80 1.61 3.07

200 0.49 0.54 1.10 1.23 1.73 2.34 4.82

400 0.85 0.92 1.56 2.37 3.15 4.26 5.89

500 1.54 2.03 2.98 3.52 4.36 5.49 6.63

Table 4. Average deviation of burstiness intension IDC (%)

IDC
H

0.55 0.62 0.69 0.76 0.83 0.90 0.97

10 0.75 0.80 0.94 1.25 1.97 3.51 5.81

50 0.67 0.71 1.06 1.37 2.33 3.63 6.32

100 0.59 0.71 1.11 1.45 2.23 3.58 6.85

200 0.84 0.95 1.47 1.55 2.56 3.79 7.94

400 1.11 1.56 2.16 2.79 3.25 4.56 8.60

500 1.94 2.23 2.94 3.44 4.32 5.07 10.06

4.2 Robustness Analysis

For a robust workload generation approach, it is not only to ensure the accuracy
for different input parameters of the generation model, but also required to
make sure the number of samples won’t influence the generation accuracy. In
order to evaluate the impact of the number of samples on the accuracy, we test
the deviation of λ, IDC and H with different number of generation samples.
During these experiments, we change the number of samples from 105 to 106

with the interval of 105, and for each of which, we generate the specified number
of inter-arrival samples 100 times for different compositions of the value of IDC
and H . And other parameters are also set λ = 1000, d = 4, the minimum and
maximum time-scale 1 and 104 separately.
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Table 5. Average deviation of self-similarity intension H (%)

IDC
H

0.55 0.62 0.69 0.76 0.83 0.90 0.97

10 2.36 0.95 0.81 0.90 0.87 0.91 0.96

50 2.71 1.05 0.85 0.87 0.84 0.89 1.04

100 2.83 1.38 0.93 0.92 0.86 0.91 1.16

200 3.09 1.17 0.84 0.95 1.08 0.115 1.32

400 3.42 1.32 0.89 0.93 1.32 1.28 1.67

500 3.61 1.43 0.95 0.97 1.41 1.35 1.95

1 2 3 4 5 6 7 8 9 10
x 10

5

0.2

0.4

0.6

0.8

1

1.2

Number of inter−arrival time samples

A
ve

ra
ge

 d
ev

ia
tio

n 
(%

)

λ=1000,IDC=200,H=0.62,d=4

 

 

λ deviation
IDC deviation
H deviation

(a)

1 2 3 4 5 6 7 8 9 10
x 10

5

0

0.5

1

1.5

2

Number of inter−arrival time samples

A
ve

ra
ge

 d
ev

ia
tio

n 
(%

)

λ=1000,IDC=200,H=0.76,d=4

 

 

λ deviation
IDC deviation
H deviation

(b)

1 2 3 4 5 6 7 8 9 10
x 10

5

0

1

2

3

4

5

Number of inter−arrival time samples

A
ve

ra
ge

 d
ev

ia
tio

n 
(%

)

λ=1000,IDC=200,H=0.90,d=4

 

 

λ deviation
IDC deviation
H deviation

(c)

1 2 3 4 5 6 7 8 9 10
x 10

5

0

0.2

0.4

0.6

0.8

1

1.2

Number of inter−arrival time samples

λ=1000,IDC=10,H=0.76,d=4

 

 

λ deviation
IDC deviation
H deviation

(d)

1 2 3 4 5 6 7 8 9 10
x 10

5

0.2

0.4

0.6

0.8

1

1.2

1.4

Number of inter−arrival time samples

λ=1000,IDC=100,H=0.76,d=4

 

 

λ deviation
IDC deviation
H deviation

(e)

1 2 3 4 5 6 7 8 9 10
x 10

5

0

1

2

3

4

Number of inter−arrival time samples

A
ve

ra
ge

 d
ev

ia
tio

n 
(%

)

λ=1000,IDC=400,H=0.76,d=4

 

 

λ deviation
IDC deviation
H deviation

(f)

Fig. 5. Accuracy analysis with different number of samples for different compositions
of the value of IDC and H

During these experiments, the deviation of λ, IDC and H show little fluctua-
tion with the number of samples. The deviations roughly stay around a constant
value when the number of samples exceed 2 × 105 or 3 × 105. We plot the de-
viations in Fig.5 with six typical compositions of IDC and H . The first three
with identical value of IDC = 200 and different value of H , while the last three
with identical value of H = 0.76 but different value of IDC. As shown by these
plots, the deviations generally vary a little even though the higher the value of
H or IDC, the larger the average value of these deviations. Furthermore, the
deviations show significant improvement when the number of samples start to
increase initially, while then the improvement begins to ease up until reaching
around a constant value. The main reason for this kind of behavior lies in that
when the number of samples is very small (e.g. 105), there maybe no enough data
samples to fitting the expected value of λ, IDC and H . Thus the deviations de-
crease greatly when the number of samples start to increase initially. However,
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once the number of samples is large enough to fit the required parameters, the
deviations begin to stay around a constant value, even though the number of
samples is still keep increasing.

The results in above experiments show strong robustness of our approach.
Even with extremely large number of samples to be generated, our approach can
still ensure the accuracy of the required parameters within a reasonable range.
This property is meaningful to the practical Web system workload generation,
especially in the context of cloud computing, in which the large scale of sys-
tem architecture and users often require a large number of workload samples to
evaluate system performance or do optimal resource provision.

5 Conclusion and Future Work

Synthetical workloads modeling emerging or future applications is extremely
important in the design of efficient system architecture. However, current ap-
proaches for workload generation only focus on either burstiness or self-similarity.
With accurate characterization of the two key properties of the workloads by IDC
and Hurst parameter separately, we developed a markovian approach for bursty
and self-similar workload generation by fitting a MMPP model as a superposition
of several IPPs and one Poisson process. The main contribution of the proposed
approach lies in workload generation with specified intension of both bursti-
ness and self-similarity, the simultaneous occurrence of which is the real case
for cloud applications in the production. And the experiments and evaluation
show the accuracy and robustness of our approach. After focusing on bursty and
self-similar workload generation in this paper, our future work on this subject is
mainly to evaluate the system performance under such kind of workloads, and
find approaches for performance optimalization and resource efficient utilization
to reduce the negative impacts of burstiness and self-similarity.
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Abstract. Effective event modeling allows accurate event identification and
monitoring to enable timely response to emergencies occurring in various ap-
plications. Although event identification has been extensively studied in the last
decade, the triggering relationship among initial and subsequent events has not
been well studied, which limits the understanding of event evolvements from
both spatial and temporal dimensions. Furthermore, it is also useful to measure
the impact of events to the public so that the important events can be first seen.
In this paper, we propose to systematically study event modeling and ranking in
a novel framework. A new method is introduced to effectively identify events by
considering the spreading effect of event in the spatio-temporal space. To cap-
ture the triggering relationships among events, we adapt the self-exciting point
process model by jointly considering event spatial, temporal and content similar-
ities. As a step further, we define the event impact and rank them at different time
stamps. Extensive experimental results on real-life datasets demonstrate promis-
ing performance of our proposal in identifying, monitoring and ranking events.

Keywords: Spatio-temporal, Event Identification, Modeling, Ranking.

1 Introduction

Event identification, monitoring and ranking play a critical role in many applications
such as health monitoring and environmental management. For example, early warn-
ings of impending natural disasters or disease are critical for the safety and security
of populations within the affected areas. Timely access to detailed event information
provides an aggregated source of information on events of significance to the public,
enables rapid response to public emergencies, and facilitates the monitoring of crowd
sentiment among affected people. Thus, under a variety of situations, it is in high de-
mand to derive an effective approach to identify events, track their evolvements and
report their impact to the public.

In recent years, event identification and tracking in social network has attracted a
lot of attention from different research communities. With the rapid development of
Web 2.0, social media has become a common platform for communication and useful
resource for facilitate various database and multimedia applications [19]. The unprece-
dented public access to large streams of real-time human communication presents a
prime opportunity for automated analysis of important events, their evolving trends,
and the corresponding public sentiment [12,16]. Thus, it is promising to detect events
from social media data by utilizing its associated rich information.

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 361–374, 2013.
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However, the complexities of event detection pose an array of research challenges,
including how to incorporate spatio-temporal context and content; how to distinguish
different events and model their relationships; how to measure the event impact to the
public, and so on. Some existing work incorporates temporal or spatial dynamics into
event detection [9,12,20], while others combine spatio-temporal and content informa-
tion into one similarity metric [2,14]. They either do not well address the problem of
modeling events from a comprehensive spatio-temporal viewpoint or spend too much
time tuning coefficient of each feature. Furthermore, event relationships and impact to
the public have not been systematically studied.

In this paper, we propose a framework for systematic study of event modeling and
ranking. Our principle contributions are summarized as follows:

– We propose a new method to effectively identify events from the social media data
by jointly considering the spatio-temporal context and textual content. Particularly,
spatial and temporal expansions are employed to reflect the natural spreading of
events in the spatio-temporal space.

– We model the triggering relationships among events by a triggering probability
graph. We adapt the self-exciting point process model to capture the spatio-temporal
and content triggering relationships among events. Conducting the graph visualiza-
tion along the time line, the evolvements of events can be monitored.

– We further define and compute the event impact from the constructed triggering
probability graph. Events can then be ranked and recommended to users according
to their impact to the public.

We organize the rest of the paper as follows. Section 2 provides the problem def-
inition and introduces the overall framework. We describe event modeling with event
identification and triggering analysis in Section 3. Event ranking is discussed in Section
4. The results are shown in Section 5. The related work is summarized in Section 6,
followed by conclusion in Section 7.

2 Definitions and Framework

Definition 1 (Incident). An incident is defined as a spatio-temporal object. It is de-
noted as di = {ti, li, ci}, where ti and li are the time and location spot where the
incident di takes place respectively, and ci is the content describing the incident.

Definition 2 (Incidents Similarity). Given a set of incidents D = {d1, d2, · · · , dn},
∀di, dj ∈ D, we define that two incidents di, dj are similar and denoted as di ↔ dj iff
the difference of di and dj in temporal, spatial and content properties are respectively
not greater than three given thresholds θt, θl and θc, i.e. |ti − tj | ≤ θt, |li − lj | ≤ θl
and |ci − cj | ≤ θc.

Definition 3 (Event). An event Ei can be characterized as Ei = {Ti, Li, Ci, Ni},
where Ti and Li are the time and location information of all the incidents in Ei, Ci

represents the combination of the content from all the incidents in Ei, and Ni stands
for the total number of incidents in Ei.
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For simplicity, an event’s time is represented as the earliest time of all the incidents, its
location is represented as the centroid of all the incidents’ location and its content is
represented by combining all the texts into a single bag-of-word vector.

Definition 4 (Event Relationship). The relationship among events is illustrated by
conditional probability matrix P , which indicates the triggering relationship between
any pair of events. Given a set of N events,Pi,i indicates how possible Ei is an initiative
event and Pj,i stands for the probability of Ei being triggered by Ej .

Apparently,Ej must occur beforeEi to achieve a non-negativePj,i. Otherwise,Pj,i = 0.
After events are detected and their triggering relationship is obtained, we define event
impact based characteristics of events. Ranking result is obtained from impact. As illus-
trated in Figure 1, we aim to identify social events from the Flickr photos and further
analyse their relationships to calculate event impact and there are four major tasks in our
work, including event identification (step 1), event triggering relationship analysis (step
2), event impact calculation (step 3) and event ranking at a certain time point (step 4).
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Fig. 1. An overview of the framework

3 Event Modeling

In this section, a novel model is derived to represent events, reveal the triggering rela-
tionships among events and give a ranking result based on event impact.

3.1 Event Identification

According to the Definition 1, spatial, temporal and content are three major character-
istics of an incident. However, grouping incidents into events considering all aspects is
not easy work. Our goal of event identification is to partition all incidents into repre-
sentative sets(events) so that incidents in one set strictly satisfied constrains from three
features, maximum number of incidents are covered by one set and minimum number of
sets is discovered. We would also like to extend the event boundary in spatio-temporal
space so that relatively far away relevant incidents can be grouped together.

Incident Set Initialization and Expansion. With the definition of incidents similarity,
for each incident di ∈ D, we collect all similar incidents to di into a set, which can be
represented as Di = {dl|dl ↔ di, dl ∈ D}. Hence, the set Di covers di and all incidents
similar to di. Our general idea is to find events to cover all incidents D. It can also be
treated as to find minimum sets to cover all incidents. Furthermore, by considering the
overlapping between two sets, we define the set connectivity and reachability below.
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Definition 5 (Set Connectivity). Given two sets Si and Sj , 1 ≤ i, j ≤ n, they are
connected if there exists a bridging dk ∈ D such that dk ∈ Si and dk ∈ Sj .

Definition 6 (Set Reachability). Given set Si and set Sj , they are reachable if there
exists {Sk0 , ..., Skr}, Sk0 = Si and Skr = Sj , such that Skl−1

and Skl
are connected

for all 1 ≤ l ≤ r.

For spatial and temporal flexibility, we use set reachability to define spatial and tem-
poral expanding as follows, based on which the expanded incident sets are generated.
A strict constraint is applied in the spatial/temporal expansion that content dissimilarity
for any two incidents to be grouped together must not be greater than θc. It is because
that from the perspective of semantics, compared with the spatial and temporal infor-
mation, the content information has greater potential to distinguish one incident from
another in event identification.

Definition 7 (Temporal Expanding). Given a set Si for di, 1 ≤ i ≤ n, it can be
temporally expanded by including a number of reachable sets Sk1 ,...,SkZ , 1 ≤ kz ≤
n, z = 1 . . . Z where the spatial distance between di and any incident from S′ =
(
⋃Z

z=1 Skz ) ∪ Si satisfies θl.

Definition 8 (Spatial Expanding). Given a set Si for di, 1 ≤ i ≤ n, it can be spatially
expanded by including a number of reachable sets Sk1 ,...,SkZ , 1 ≤ kz ≤ n, z = 1 . . . Z

where the temporal distance between di and any incident from S′′ = (
⋃Z

z=1 Skz ) ∪ Si
satisfies θt.

For each incident di, its initial set Si can be expanded in the spatio-temporal space
to include more relevant incidents via transitive connectivity. With spatial or temporal
expanding, incidents across different locations or time stamps can still be grouped to-
gether, which avoids splitting a complete event into several pieces due to the location
or time threshold.

Event Generation. Given the expanded incident sets {Si}, i = 1 . . . n, we aim to find
the minimal number of sets to cover all incidents, where each set is considered as an
event. This objective can be transferred into a minimum set cover problem. Thus, the
basic idea of our algorithm is to repeatedly select the current largest set to generate a
new event and remove the incidents belonging to this set from any other sets until no
set is left. The proposed algorithm is greedy in nature, and it has approximation ratio of
(1 + ln r), where r is the cardinality of the largest set.

3.2 Event Triggering Analysis

Events can be divided into different types. Some events arise independently while oth-
ers are triggered by previous events or influence their subsequent events. One typical
example is the earthquake model [21] where the outbreak of an fore-shock earthquake
is inevitable to increase the likelihood of the main shock and other aftershocks nearby,
and another example is the crime model in criminology [13] where burglars may repeat-
edly attack nearby targets. Inspired from the above event models, we believe that social
events happen in similar ways with more complex mutual relationship. This provides
an intuition for analysing the triggering relationship among events.
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Basic Self-exciting Point Process. A point process N(t) is a type of random pro-
cess which counts the number of events and the time that these events occur in a given
time interval t. It is generally characterized via its conditional intensity λ(t). The self-
exciting point process model [13] is a more appropriate way to model the event evolve-
ment, because it also considers the emergence of the history independent events. Every
event is possible to enhance the emergence chance of its following events and the ker-
nel function φ(Δt) models the enhanced chance which spreads in time. The intensity
function of self-exciting point process model is defined as follows [13]:

Definition 9 (Self-exciting Point Process).

λ(t) = η(t) +
∑
i,ti<t

φ(t− ti) (1)

where ti is the occurrence time of the i-th event, η(t) is a Poisson background rate
of the event occurs at t, φ is the memory kernel function indicating the increase rate
in the intensity triggered by previous events at ti (ti < t), and λ(t) is the conditional
intensity of a point process.

Adapted Self-exciting Model for Social Events. Naturally, the self-exciting point
process can also be used to model social events’ evolvements. Here we adapt the self-
exciting point process to utilize the spatio-temporal context and content for social event
relationship analysis.

For each event Ei={Ti, Li, Ci, Ni}, we define its intensity λ as:

λ(Ei) = ηt(Ti)ηl(Li)ηc(Ci) +
∑
j

φ(ΔTj , ΔLj , ΔCj) (2)

where ηt(·), ηl(·), and ηc(·) are the Poisson background rates of the event Ei occur-
ring at time Ti, in location Li, and with content Ci respectively. φ is the memory kernel
function indicating the increase rate in the intensity triggered by previous events before
Ti. ΔTi, ΔLi and ΔCi are the distances between Ei and its previous event Ej along
the temporal, spatial, and content dimensions respectively.

In the above adapted model, the first component ηt(·)ηl(·)ηc(·) can be understood as
the opportunity for the event to self-occur, and the second component φ indicates the
probability of the event being triggered by previous events.

When calculate the intensity of each event, we aim to model the relationships be-
tween events by the event relationship matrix P , as defined in Definition 4. For a spe-
cific event Ei, it has a probability Pi,i of being a history independent event and Pj,i

indicating the probability of Ei being trigged by Ej . For event Ei, its total sum of Pi,i

and Pj,i should add up to 1. For example, if Pi,i =1, then Ei is self-triggered and it is
an isolated event or initiative event.

Based on the adapted self-exciting point process model, Pi,i and Pj,i are calculated
as:

Pi,i =
ηt(Ti)ηl(Li)ηc(Ci)

λ(Ei)
(3)
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and

Pj,i =
φ(ΔTj , ΔLj , ΔCj)

λ(Ei)
(4)

To compute P based on the adapted self-exciting point process model, the events
need to be separated into two groups: background (or history independent) events Eb

corresponding to the first component, and triggered events E−Eb corresponding to the
second component in the model. Here we apply the stochastic declustering method [21]
to separate events, estimate ηt, ηl, ηc, and φ, and update P iteratively until convergence
is achieved. The scheme is sketched in Algorithm 1.

We first provide an initial guess for P (line 1). With this initial guess, we use an
expectation maximization (EM) algorithm to finalize P . While P is changed from last
iteration, the following E-step and M-step are repeated (lines 2-8). In the E-step, a
threshold on Pi,i is firstly generated using Monte Carlo method, and the events whose
Pi,i values in P are greater than the threshold will be added into Eb and the rest belong
to E − Eb (line 4). Based on Eb and E − Eb, ηt, ηl, ηc and φ for each event are then
estimated using the Variable Bandwidth Kernel Density Estimation (VBKDE) (line 5).
In the M-step, P is updated from ηt, ηl, ηc, and φ using Equations 4 and 5. These steps
are repeated until P remains unchanged.

Algorithm 1. P Estimation
Input : E
Output: P

1 Initialize P ;

2 while P is changed from last iteration do

3 E-step:
4 Generate Eb and E− Eb using Monte Carlo method and Pi,i;
5 Estimate ηt, ηl, ηc, and φ from P , Eb and E− Eb using VBKDE (Variable Bandwidth

Kernel Density Estimation);

6 M-step:
7 Update P from ηt, ηl, ηc, and φ using Equations 4 and 5 ;
8 end

We use Kernel Density Estimation (KDE) to estimate the values of both Poisson
background rates and the increase rate in the intensity triggered by previous events.
Kernel density estimation is a non-parametric estimation way to estimate the proba-
bility distribution of a random variable [13]. The quality of KDE depends mainly on
its bandwidth. Small values of bandwidth lead to very spiky estimates with small bias
and large variance while large values of bandwidth lead to small variance and large
bias which will cause over-smoothing. Therefore choosing appropriate bandwidth is
very important. Since the memberships of background events Eb and triggered events
E − Eb change in each iteration, a fixed bandwidth will thus lead to the problem of
over-smoothing or under-smoothing at different iterations. To address this problem, we
also choose Variable Bandwidth KDE as in [13] which is outlined in Algorithm 2.
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Algorithm 2. VBKDE
Input : P , Eb and E− Eb

Output: Estimated ηt, ηl, ηc, and φ for each Event

1 Scale inter-event distance to have unit variance and zero mean along temporal, spatial, and
content dimensions respectively;

2 Compute bandwidths based on scaled data in three dimensions;
3 Transfer scaled data back to the original scales;
4 Estimate ηt, ηl, ηc, and φ for each event using Gaussian Kernel.

In the above VBKDE, the first three steps are used to generate the bandwidths for
three dimensions. The inter-event distances on different dimensions could be computed
differently since different applications may have different types of data to represent
temporal, spatial and content information. We will present the distance functions for
the tested datasets in the experiment section. For each event, the distance of its k-th
nearest neighbor is regarded as the bandwidth for that event. In the fourth step, the
Gaussian kernel is used to estimate the values of ηt, ηl, ηc, and φ.

The time complexity of computing P based on the adapted self-exciting point pro-
cess model is O(iter × N2), where iter is the number of iterations. Based on the fact
that people will only care about the top 10 or top 200 events in a ranking, events with
small impact are ignored and less than 10% of all events remain, which leads to a rather
small N.

From the generated matrix P , a triggering probability graph can be constructed,
where each node represents an event, and the directed edge from one eventEj to another
event Ei represents the probability of Ei being triggered by Ej . Recall the three types
of events. Subgraphs with single nodes represent isolated events. Nodes with outgoing
links but without incoming links are initiative events, and nodes with incoming links
are subsequent events. By visualizing the graph, event relationships and their evolve-
ments along time line can be easily monitored. With such a graph, events can also be
ranked according to their impact to the public so that the most important events can be
identified and recommended earlier.

4 Event Ranking

In this section, we rank events from the triggering probability graph represented by P .

4.1 Event Impact

Numerous new events occur continuously in the world. Some of them have significant
impact to the society while some others fade away quickly with not much effect. We
consider several factors in determining the event impact. Firstly, it is observed that
if an event has major impact to the society, it usually draws high attention from lots
of people, reflected by the number of photos uploaded for the event and the number
of users who upload the photos. The more photos related to the event and the more
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unique users participating in the event, the more impact an event can gain. Secondly, it
is highly expected that events spreading over larger regions and lasting longer can affect
the public in greater spatial and temporal scales. Therefore, here we use four factors to
define the event impact as below.

Definition 10 (Event Impact). Given an event Ei, its impact denoted as I(Ei) is com-
puted as:

I(Ei) = α1logNi + α2N
u
i + α3ρ

l
i + α4ρ

t
i (5)

where Ni is the number of incidents in the event, Nu
i is the number of unique users

participating in the event, ρli and ρti are the area and the period covered by all the
incidents in the event respectively. α1 + α2 + α3 + α4=1. They are the coefficients
of the linear combination. Logarithmic function is used on the number of incidents to
avoid the effect of large number of photos uploaded by a single user.

Obviously, the above four factors are not directly comparable. We have to normalize
all of them before they can be combined. They are normalized by dividing by the max-
imum values among all the events on each individual factors respectively. The weights
of different factors will be empirically tuned in the experiments.

4.2 Event Ranking

The global event impact reflects the importance of an event in the whole graph. How-
ever, the impact of an event at a particular time point could be different. It is usual that
the impact of an event decays as time goes by. Given an event, to calculate its current
impact to the society is critical. By taking into account the time decay effect on event
impact, we derive the following formula to calculate the local impact of event Ei at a
given time point t.

Ît(Ei)=

{
Ik(Ei)× (1− Sigmoid(t− ti)), t ≥ ti

0, t < ti
(6)

Where k is the last number of iteration and the sigmoid function is Sigmoid(t) = 1
1+e−t .

1 - Sigmoid(t− ti) is adopted to model the time decay. Given a time point t, the events
identified from the social media data will be ranked according to their Ît values.

5 Experiments

5.1 Set Up

Data Sets. Three real-life datasets are used in our experiments. All these datasets are
extracted from Flickr by applying Flickr search API. (a)London dataset. We extract
29,682 photos from Flickr, which were taken between July 1, 2012 to September 15,
2012, within the region bounding box from (longitude:-0.557, latitude:51.283) to (lon-
gitude:0.327, latitude:51.686). It covers greater London area. (b)Brisbane dataset. A
total number of 11,330 photos taken between January 1, 2011 to May 1, 2013 are ex-
tracted from the online group Brisbanites: Brisbane Photos. (c)New York dataset. By
setting the search bounding box as (longitude: -74.5, latitude: 40) to (longitude: -73.5,
latitude: 41.2) and the time interval as 1 Jan, 2011 to 1 May, 2013, we collect 372,357
photos taken in New York City and its neighboring areas.
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All extracted Flickr photos are associated with taken time, location and text tags
and the text tags are pre-processed by removing stop words, splitting compound words,
stemming, etc. The proposed algorithms are applied to the above three datasets to iden-
tify the events and also calculate their impacts for event ranking.

Distance Functions. To measure the distance between two events, in this paper we use
a relatively simple event representation. The earliest of all the incidents’ time stamps in
an event is taken as the event’s time, and the centroid of all the incidents’ locations in
an event is taken as the event location. An event content is constructed by combining all
the tags from the member incidents and the content distance is measured by the cosine
distance function in the vector space model.

Ground Truth Generation. Two groups of ground truth are generated for event iden-
tification and event ranking separately. We manually identify all events for London,
Brisbane and New York data sets. A web system is developed to collect the crowd intel-
ligence for event ranking ground truth generation. Each event is represented by its most
frequent tags and four photos which are randomly selected to depict the event. Users
are required to give an impact rate to each event from five levels from 5 to 1 indicating
the decreasing importance of the event. The final impact of each event is calculated by
averaging the rates from 30 users.

Performance Indicators. Two measures are used for performance indication.

– Event coverage. This indicator is used to measure the effectiveness of the event
identification algorithm. For each ground truth event and its best matched event
returned from the algorithm, its coverage is defined as the ratio of the size of the
overlapped incidents to the size of the union of incidents in two events. The av-
eraged coverage over all the ground truth events is used as the final indicator to
indicate the effectiveness of the algorithm. Note that every event identified by the
algorithm can only be matched at most once with the ground truth events. Obvi-
ously, the bigger the value of event coverage, the more effective the algorithm is to
identify events and assign incidents to correct events.

– Normalized Discounted Cumulative Gain (nDCG) [10]. nDCG is used to eval-
uate the event ranking performance. It uses a graded relevance scale of events (5
levels in our experiments) in the result list, and measures the gain of an event based
on its position in the result list. The gain is accumulated from the top of the result
list to the bottom with the gain of each result discounted at lower ranks.

Compared Methods. Two different comparison strategies are used in our experiment
for event identification and event ranking respectively.

Event identification. We compare our event identification work with three existing
work [2], [4] and [14]. In [2], a supervised learning method is introduced to learn sim-
ilarity metrics for time, location and text features in event identification. [4] analyse
the temporal and spatial distributions of tags by means of discrete wavelet transform
and identify events from related tag clusters. In [14], a content-similarity graph is first
constructed by pair-wisely comparing images’ content, followed by applying SCAN
approach [18] to do graph clustering. Each generated subgraph is regarded as an event.
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In this paper, we use incremental clustering, wavelet-based clustering and graph clus-
tering to refer to the method in [2], [4] and [18] respectively.

Event Ranking. Due to the lack of existing work on event ranking, we evaluate the
proposed framework in the way of replacing our proposal in each step by one or several
baseline algorithms and study their differences on performance. The effect of event
triggering relationship analysis, the effect of event impact initialization for random walk
and the effect of random walk itself are quantitatively analyzed. All the experiments are
implemented on a PC with Windows 7, Intel(R) Core(TM) i7-2600 CPU, and 8GB of
RAM.

5.2 Results on Event Identification

In our event identification algorithm, we have three parameters θt, θl and θc to tune. Our
preliminary results on textual content only show that a content distance smaller than 0.8
can find high quality events from the perspective of semantics. Therefore, we fix θc =
0.2 and tune θt and θl in this experiment. Different users may have interest in different
event types. Those who focus on large global events may provide larger thresholds
while others who care about local events may provide relatively small thresholds. Here
we aim to tune the thresholds such that events can be identified as many as possible,
based on the given ground truth.

Figure 2 (a)-(c) shows the effects of θt and θl on event coverage without spatial or
temporal expansion, and Figure 2 (d)-(f) shows the results with spatial and temporal
expansions. It is noticed that events in London and New York typically span shorter
time period and smaller location range than events in Brisbane. One reason is that there
are less photos in Brisbane dataset which also have a longer time range than the other
two datasets. Thus, there are less events which potentially last longer in larger area in
Brisbane dataset. Comparing (a)-(c) with (d)-(f) in Figure 2, it is clear that the iden-
tification algorithm with spatial and temporal expansions improves the base algorithm
significantly on all three datasets. This confirms that proper expansions can better cap-
ture the event in both spatial and temporal dimensions. Based on the results in Figure 2
(d)-(f), for London dataset, we set θt=2 hours and θl=1 km. For New York dataset, we
set θt=1 hour and θl=2 km. As for Brisbane dataset, we set θt=4 hours and θl=4 km.

The comparison of average coverage among different methods is illustrated in Figure
3. We select top 10, 30, 50 largest events from ground truth and compare them with gen-
erated events from three methods. As can be seen, our method outperforms other three
methods consistently. Incremental clustering in [2] applies supervised learning which
relies on the prior knowledge of ground truth. However, it is still outperformed by our
method. One main reason we believe is that the enforced similarity combination from
three different features using a voting scheme may not work very well. Three features
have completely different properties. It is not intuitive to combine them in a sensible
way. However, our method deals with different features individually by providing dif-
ferent thresholds to them, according to their own properties. This shows that it might
not be necessary to combine the evidences from different features as a single indicator,
when they are not comparable at all. Wavelet-based clustering in [4] analyse spatial and
temporal distribution of tag usage to identify event. Since the periodic events do not
match the definition of events in our method, it has relatively lower coverage value.
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(a) London (b) Brisbane (c) New York

(d) London (e) Brisbane (f) New York

Fig. 2. Event coverage under different thresholds without expansion ((a)-(c)) v.s. with expansion
((d)-(f))

Graph clustering in [14] performs worst since the information on location and time is
not fully utilized in recognizing events.

5.3 Results on Event Ranking

Effect of Event Relationship Generation. To evaluate the effectiveness of the adapted
self-exciting model, we design a naive algorithm which does not consider the probabil-
ity that an event occurs independently. We also apply the basic self-exciting model to
each individual feature respectively to generate relationship for comparison. The global
ranking results of the adapted self-exciting model, the naive algorithm and basic self-
exciting model are compared in Figure 4, where the x-axis indicates the number of
top ranked results and y-axis indicates the nDCG value. We can see that the adapted
self-exciting model outperforms the naive method and basic self-exciting models sig-
nificantly, which implies that first, there are many isolated events and initiative events

(a) London (b) Brisbane (c) New York

Fig. 3. Average coverage comparison among different event identification methods
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(a) London (b) Brisbane (c) New York

Fig. 4. nDCG comparison between the adapted self-exciting model, naive method and basic self-
exciting model

that cannot be properly identified by the naive method. Second, using three features
simultaneously performs better than using a single feature only. Notice that the nDCG
lines for Brisbane dataset go down as the number of returned events increases. This is
mainly because there are not many significant events in Brisbane dataset. Except for the
top few events, it is actually a bit random for users to clearly indicate the ranks for less
important events.

Effect of Time Decay. In the last experiment, we also look at the effect of time decay
in ranking events. As it is really difficult to obtain ground truth for event ranking at
different time stamps, we use a real example generated by our method to show the clear
differences for event ranking with time decay in Table 1. Each event is represented by
a collection of most representative tags and occurring date. Each column of the table
contains a list of top ten ranked events at different time points. The events in the first
column are ranked by their global impact, while the events in the other two columns
are ranked by their local impact on 13 Aug and 11 Sep respectively. As we can see,
Olympic ceremony is ranked the first based on the global impact (the first column).
However, when September arrives, it is ranked the third (the third column), due to the
time decay. This makes sense since people start to look at other important events such
as supercar race and the Paralympic Games opening ceremony after Olympic Games
all finish.

Table 1. Time decay illustration of London dataset

Ranked by Global Impact Ranked by Local Impact on 13/08/12 Ranked by Local Impact on 11/09/12

olympic, opening, ceremony (27 Jul) olympic, opening, ceremony (27 Jul) supercar, chelsea, auto, legends (2 Sep)
shard, laser, light, night (05 Jul) shard, laser, light, night (05 Jul) paralympic, opening, ceremony (29 Aug)
paralympic, opening, ceremony (29 Aug) olympic, park, game, handball (12 Aug) olympic, opening, ceremony (27 Jul)
cycling, olympic, road, trial (1 Aug) olympic, close, ceremony, firework(12 Aug) shard, laser, light, night (05 Jul)
olympic, park, game, handball (12 Aug) thames, river, millennium, bridge (12 Aug) cycling, olympic, road, trial (1 Aug)
hyde, madonna, concert, park (27 Jul) olympic, freestyle, wrestle, medal (12 Aug) olympic, park, game, handball (12 Aug)
supercar, chelsea, auto, legends (2 Sep) volleyball, olympic, beach (12 Aug) hyde, madonna, concert, park (27 Jul)
public, telephone, britain, icon (21 Jun) cycling, olympic, road, trial (1 Aug) public, telephone, britain, icon (21 Jun)
marathon, women, run, square (5 Aug) mascot, olympic, stroll, wenlock (10 Aug) marathon, women, run, square (5 Aug)
olympic, close, ceremony, firework(12 Aug) olympic, wembley, stadium, football (5 Aug) olympic, close, ceremony, firework(12 Aug)
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6 Related Work

Event detection has been widely studied in rencently. In early time, events are extracted
from news documents through textual similarity, where text is the major feature used in
the detection. As one of the earliest work on news event detection, [1] deals with a stream
of news stories to detect new event. As event detection is considered as part of topic detec-
tion and tracking (TDT) problem, many topic models such as latent Dirichlet allocation
(LDA) [3] and probabilistic latent semantic analysis (pLSA) [8] are naturally applied
to discover the latent topic structures embedded in the document collection, based on
which a number of events related to different topics are identified. By monitoring the
topic changes over time, the event evolvement is assumed to be captured [7,9,12].

With the extensive use of social media data recently, non-textual features such as
geo-tags, time, visual content has been involved in event detection. In [20], a location-
driven model and text-driven model are derived to detect location-based activities from
Flickr images. [2] studies different similarity metrics for both textual and non-textual
features contained by the social media data to facilitate effective event clustering. A
variety of techniques for learning multi-feature similarity metrics for social media doc-
ument are explored. Utilizing the tag’s usage distribution to detect events is studied
in [15,4]. Both of them deal with Flickr photos. [4] analyzes the temporal and loca-
tional distributions of tag usage through wavelet-based spatial analysis. Tags with simi-
lar spatio-temporal usage distributions are clustered and assumed to represent an event.
[15] uses GPS data from Flickr images to extract event and place semantics. [17] puts
forward a model-based framework GeoFolk which combines textual feature with geo-
graphical attributes, to improve content classification and clustering. [20] introduces a
text-location joint model called latent geographical topic analysis by combining a prob-
abilistic topic model with a Gaussian mixture model to detect geographical topics as
well as to estimate distribution of locations for topic comparison.

Event relationship analysis has been widely studied in IR community. In [5], dynamic
connections among entities are discovered from an event which can be further consoli-
dated from the discovered entity dynamic relationship. In [6], it is proposed to trace paths
of diffusion and influence through networks and then infer the networks over which con-
tagions propagate. In this way the optimal network that best explains the observed infec-
tion can be identified. In [11], a framework is developed for tracking short, distinctive
phrases that travel relatively intact through on-line text, coupled with a scalable algorithm
to identify and cluster textual variants of such phrases. All these works focus on relation-
ship analysis among different entities to consolidate or trace event. However, our work
considers the triggering and self-triggering relationships among events simultaneously
and utilizes such relationships to reinforce each other’s impact in event ranking.

7 Conclusions

In this paper, we propose a novel framework for event ranking. Most of the current work
focus on event detection and do not consider the event relationships and the impact of
events to the society. Our approach tackles these issues by effectively analyzing the
event relationships with an adapted self-exciting point process model and ranking events
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with random walk. Our experimental results verify the effectiveness of our method.
In future, we plan to study sophisticated event representation models and introduce
scalable algorithms to detect events from large-scale datasets.
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Program (Grant No. 2012AA011001) and the Australian Research Council
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Abstract. The increase in use of smart devices nowadays provides us with a lot
of personal data and context information. In this paper we describe an approach
which allows users to define and register rules based on their personal data ac-
tivities in an event processor, which continuously listens to perceived context
data and triggers any satisfied rules. We describe the Rule Management Ontology
(DRMO) as a means to define rules using a standard format, whilst providing a
scalable solution in the form of a Rule Network Event Processor which detects
and analyses events, triggering rules which are satisfied. Following an evalua-
tion of the network v.s. a simplistic sequential approach, we justify a trade-off
between initialisation time and processing time.

1 Introduction

The increase in the use of smart mobile devices provides us with ample data regard-
ing the users’ surroundings, activities and information. This data can be collected from
various applications, embedded physical sensors (such as GPS), and users’ online pres-
ence. As this information is heterogeneous in nature, it cannot be readily unified under
a common domain model. This limits the potential of having smart devices operating
on this combined user data, in order to provide added value. If this limitation is ad-
dressed, smart devices can become increasingly aware of a user’s activities, situations
and habits. As a result, daily repetitive tasks (e.g. changing the mobile mode to silent
when arriving at work) can be automated or suggested to the user.

The di.me1 project addresses the above limitation by unifying the user’s personal in-
formation across various heterogeneous sources, including social networks and personal
devices, into one standardised data representation format. di.me restricts the working
Knowledge Base (KB) to cover a personal closed-world environment; introducing and
extending ontologies modeling the user’s Personal Information Model (PIM). Thus we
represent both information about me2 (such as current location, nearby persons, live

� This work is supported in part by the European Commission under the Seventh Framework
Program FP7/2007-2013 (digital.me – ICT-257787) and in part by Science Foundation Ireland
under Grant No. SFI/08/CE/I1380 (Lı́on-2).

1 http://www.dime-project.eu
2 Term coined by David Karger in the blog: http://groups.csail.mit.edu/
haystack/blog/2012/02/17/personal-information-management-
is-not-personal-information-management/

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 375–384, 2013.
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posts, etc) and for me2 (such as calendar, emails, contacts, etc), rather than just the lat-
ter, as covered by the Social Semantic Desktop [8]. The availability of the di.me PIM
enables us to tap this personal data and allow users to define declarative rules.

In di.me, we develop a scalable solution that assists the user with daily repetitive
tasks within a personal information sphere. This paper’s objectives are to:

1. Enable the declarative representation of event patterns and associated actions (i.e.
rules), so as to enable both human users and their machines to make sense of them;

2. Create an Event Processor that interprets declarative rules, detects events and trig-
gers the desired actions;

3. Evaluate the performance and scalability of the Event Processor implemented.

The rest of this paper is organised as follows: Section 2 compares related work; Sec-
tion 3 and 4 focus on the DRMO ontology and Event Processor respectively; whereas
Section 5 presents the process and results of our evaluation. Future work will be dis-
cussed in the concluding remarks in Section 6.

2 Related Work

Every solution which implements event processing requires an underlying rule-
language. Systems such as [2] propose rule languages which are specific to their partic-
ular framework. One major issue in such approaches is that the modelled rules cannot be
easily reused on other frameworks. RuleML3 is an XML markup language which allows
rules to be defined using a formal notation. Since our user-defined rules are dependant
on PIM data, the use of the Resource Description Framework (RDF) to model rules was
a natural choice. In contrast to XML-based frameworks, RDF helps us achieve seman-
tic interoperability more easy [4]. Since in di.me we strive to have one unified model
to represent the user’s KB, XML based rules would need to be transformed into RDF
prior to being stored in the user’s PIM. Another advantage of RDF over XML is that
known knowledge can be reused in rule instances having the same semantics, thus for
example saved rule conditions can be reused in other rule instances.

Complex Event Processing (CEP) and Rule-based systems are commonly used to
allow rules to define how perceived data (or events) is processed. Whilst CEP (using
the Event-Condition-Action pattern) rules are only triggered by specific events and do
not need advanced matching techniques such as RETE, production rules are constantly
being monitored for activation using such algorithms. The DRMO vocabulary allows
users to express rules whose conditions can be expressed in a sequential fashion using
the succeeded by and preceded by operators, though rules are not necessarily activated
via specific events. Therefore DRMO rules can be classified as production rules with
the added value of temporal constraints. Our approach in creating an event processor is
to exploit CEP properties that enable the use of temporal constraints in rules and per-
ceive data from multiple sources, whilst having a rule processing algorithm to filter and
trigger relevant rules. Traditionally, the Rete algorithm [5] is used in rule-based sys-
tems to match facts with rule patterns. This algorithm was extended by various efforts

3 http://ruleml.org

http://ruleml.org
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including in [9], where the authors tackle the missing temporal aspect to support com-
plex event detection. One main problem of the original Rete Algorithm is that values
in the network should be explicit, where non-constants and variables requiring further
querying in a KB are not allowed. In this paper we create a Rule Network based on the
idea of the Rete network, supporting the two mentioned shortcomings; temporal aspect,
and allowing implicit values in the tree. Unlike Rete, the proposed Rule Network will
be used to efficiently filter rules, rather than to match conditions with nodes.

3 di.me Rule Management Ontology (DRMO)

The Rule Management Ontology (Figure 1) concepts are inspired by the Event-
Condition-Action (ECA) pattern. The ECA pattern is used in event-driven architectures,
where the event specifies what triggers the rule, what conditions to specify, and what
actions are executed, unlike in our case where DRMO rules do not expect any transac-
tion event signals (such as “on update” or “on delete”) to invoke the rule. The DRMO
is based on the following rule pattern:

if R =⇒ {a1, .., an} ;R = {c1, ..., cm} ;Cm = {cm1 , ..., cmn} (1)

where R represents a rule that consists of a combination of conditions cm, triggering
one or more resulting actions an. cm consists of a number of constraints cmn , possi-
bly recursive. In theory, constraints can be applied recursively, thus allowing an infi-
nite number of embedded conditions. For practical reasons, we expect applications of
DRMO to set a limit on the amount of embedded conditions (more on this later). We
refer the reader to [3] or the schema online4 for a full description of the ontology.

Fig. 1. An extract of the Rule Management Ontology5

3.1 Defining Rules

Figure 2 demonstrates how a user can define a rule using the intelligent di.me User
Interface(UI) [7]. The defined rule consists of three adjoined conditions (a specific user-
created Situation, a Contact and an Image) and an action (share image). The latter two
conditions have been constrained. The full rule can be described as: “When in Situation
‘going out’ and in the vicinity of any Contact(s) belonging to a Group ‘Friends’ and
a new Image is created then: Share the Image with that Contact(s)”. This functionality

4 http://www.semanticdesktop.org/ontologies/drmo/
5 The full visualisation and description of the DRMO ontology can be found online:
http://www.semanticdesktop.org/ontologies/drmo/

http://www.semanticdesktop.org/ontologies/drmo/
http://www.semanticdesktop.org/ontologies/drmo/


378 J. Debattista et al.

Fig. 2. Creating rules using the Rule Manager in di.me userware

is similar to that used in IFTTT6 services, where users can define rules in terms of
condition blocks and actions. JSON7 is used as a communication interface between the
DRMO instances stored in the PIM and the UI.

4 Rule Network Event Processor

For the Rule Network Event Processor, a network is generated based on the idea of
Forgy’s Rete network [5], where DRMO rule instances are registered in the event pro-
cessor, forming a network structure. Rule instances are also transformed into SPARQL
queries, each of which is stored in a level above the network’s terminal node. An algo-
rithm based on the K-Shortest Path [10] is proposed to filter and trigger candidate rules
from the network. The system architecture is illustrated in Figure 3. Different sources
send data about the user’s activities, surroundings and information as registered in the
PIM. A broadcaster broadcasts the new events to the registered processes (the rule net-
work), which is then processed to trigger any rules relevant to the newly perceived event.
A garbage collection (GC) service is attached to the rule network to discard any expired
partial results stored in join nodes. Below, we first discuss how rules are transformed
into a rule network carrying SPARQL queries. Then, we explain the event object and
its lifetime in the rule network. Finally we show how the network is processed to filter
and trigger those which are satisfied.

Fig. 3. General System Architecture Fig. 4. A Rule Network Example

6 http://ifttt.com
7 http://www.json.org

http://ifttt.com
http://www.json.org
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4.1 Building the Network

In our rule network we define six different nodes. The Root node is the one with no
incoming vertices and the Terminal node is the one with no outgoing vertices. Figure 4
is an example of a rule network.

Each rule instance registered to the event processor is fed through the root node of
the network to start the process of adding rules to the network and transforming them
into SPARQL queries. A rule instance is first broken down into a number of conditions
defined by the property drmo:isComposedOf. These conditions and their constraints are
attached to the network’s root as nodes, starting with the Object-Type node (in Figure 4,
nmo:Email) and finishing with the Rule node (represented as circle nodes : R1, R2, R3),
storing the transformed SPARQL query. Then, for each of condition’s constraints, we
check the drmo:hasConstraintOnProperty and add the node to the network (attached
to the previously added Object-Type node), followed by the associated constraint value
(subject/object) node. These last two mentioned nodes are Triple-type nodes (shown as
rectangles in Figure 4) and store the triple patterns required to create the final query.

Two conditions (in a rule) can be joined together using the Join node, apart from
those linked together with a drmo:or operator. In the latter case, the event processor
handles the drmo:or joined conditions as two distinct rules triggering the same action
since these are independent from each other (see all supported operators in [3]). An
advantage of this decision is that for such queries the response time is decreased, as we
are adding less triple patterns to the queries. A Join node refers to two ordered inputs.
For each input we store the intermediate query and intermediate result. The advantage
of storing intermediate results is that during processing they enable us to check if a
rule can be triggered based on the intermediate result. Intermediate queries are used in
order to avoid using SPARQL FILTERS to compare the event’s occurrence time for rule
conditions joined by the drmo:succeededBy and drmo:precededBy operators. Another
advantage of storing intermediate results is that unlike the sequential processor defined
in [3], there is no need for an Event Log to keep track of the perceived events. Similar
to [9] the ordered inputs are used to check the temporal constraints of a rule. If the join
node is a succeededBy node, then the left input must be satisfied first in order to trigger
the right input (and vice-versa for a preceededBy node, where the right input is the first
input to be satisfied). There is no particular order for and join nodes.

The rule transformation ends with the Rule node, in which the transformed SPARQL
query [3] and the action instances are stored. SPARQL allows the fast querying of the
perceived events stored in the user’s KB. These queries also help in filling the “blank” in
a rule which does not have an explicit value, for example a rule “Receive an email from
<urn:Person1>” would require a further query to the PIM to get all the email addresses
linked to <urn:Person1>, since the email event metadata would contain a raw email
address (e.g. “person1@email.com”) rather than the URI defined in the user’s PIM.

4.2 Events and Validity

Events perceived by the sensors and stored in the user’s KB (PIM), can trigger any user-
defined rule. When events are perceived (this could be a created, modified or deleted
resource in the PIM), semantic lifting is performed on relevant graphs in order to store
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the metadata for the event perceived. The event’s resource type together with a times-
tamp, a pointer to the graph this resource is stored in, and the event operation (e.g.
Resource Modified), is then broadcasted to the event processor.

The lifetime of an event is difficult to predict since different event types might have
different time-spans when correlated to other events in rules. In order for the rule “If I
receive an email succeededby a new document created” to trigger, two events (receive
an email) and (new document created) need to occur after each other. This could lead
the rule to trigger at an indefinite time if the first event does not expire after a certain
time. On the other hand, premature event expiry might also lead to relevant rules being
missed. In our system we employ the consumption mode technique, maximum event
lifetime technique, and the time-based windows technique, similar to how these are
described in [9]. The first technique is used to keep the most recent resource URI in
a join node. On the other hand the maximum event lifetime expires resource URIs in
join nodes after an X amount of time, irrelevant of the resource type, whilst for the last
technique, these expire according to a time period assigned to the respective resource
type. Events defining a context state [1] (e.g. current availability) are automatically
invalidated and removed from the join nodes according to the changed state.

4.3 Processing the Network Algorithm

Algorithm 1. Processing Rule Network
to trigger rule(s) from detected events

Data: Perceived Event E; Rule Network
N; ResultSet S

get resource type T for event E ;
PL ← ksp(N,T) ;
from PL find common subpaths Cp ;
while ∃ path P in PL do

if path P contains join node J then
inputPath ← get left or right
input of P in J ;
if J = AndNode then

inputPath.result ←
execute(inputPath.query) ;

checkEventJoinNode(N ,
inputPath, J) ;
continue iteration ;

else
if path execute(P.rule) 
= null
then

remove all paths in PL

where P is not a subpath
(Cp) ;
S.add(P.rule)

remove all paths in PL where P
is a subpath (Cp) ;

Procedure checkEventJoinN-
ode(N ,P ,J)

Input: Rule Network N ; InputPath P ;
JoinNode J

if J = SucceededByNode then
if inputPath is the left input then

inputPath.result ←
execute(inputPath.query) ;

else
if left input result is not empty
then

if execute(inputPath.query)

= null then

S.add(P.rule) ;

if J = PrecededByNode then
if inputPath is the right input then

inputPath.result ←
execute(inputPath.query) ;

else
if right input result is not empty
then

if execute(inputPath.query)

= null then

S.add(P.rule) ;
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In contrast to the Rete Algorithm [5], the improved processor we introduce does
not process the network by matching patterns, but aims to efficiently filter and find
candidate rules. This is done by forming a subgraph, with the perceived resource type as
the root node. Algorithm 1 shows how the processing of the network is done. Candidate
rules are filtered (PL) using Yen’s K-Shortest Path algorithm [10]. Common subpaths
(Cp) are also discovered during the execution of the k-shortest path algorithm. This has
the benefit of reducing the number of queries performed to check for potential rules
to be triggered. Once a set of paths is ordered, these are iterated and the query in the
rule node is executed. Rules whose queries return a result (indicating a rule triggered)
are stored in a set which is then passed to the action executor. The rule matcher runs
its matching process until all paths (in PL) are checked. At worst, the matcher iterates
on all candidate paths found by the KSP algorithm. When a rule is matched, all other
paths which do not have the same condition as the rule in question, are removed and
not checked by the matcher. This approach is due to the non-repetitive nature of the
network, where rules with the same condition are represented by the same branch in the
network.

5 Evaluation

Our evaluation serves two purposes: to compare the efficiency of the new network-
based approach to the sequential approach proposed earlier [3], and to investigate its
scalability. We base our investigation on a study on the performance of event process-
ing systems [6], which focus on the bottlenecks and the degrading of performance as
the load is increased. The authors suggest benchmarking various factors, including the
selection and pattern detection. The key performance aspects to prove the scalability of
the proposed event processor are:

– The initialisation of the Rule Network;
– The selection of rules on event detection;
– The maximum load of events the event processor can handle.

For these tests, we require a knowledge base (KB), DRMO rule instances and event
data. As a KB, we use a sample di.me PIM containing data based on various OSCAF8

ontologies. Test rules were manually created. In the context of di.me, we limit the num-
ber of recursive conditions (defined in Section 3 - equation (1)) to 2. For these evaluation
tests no repeated rules were used so that the Rule Network event processor is not given
an advantage over the Sequential. We also propose the following limits: 50 different
rules each having 5 conditions, based on the sample PIM and following a small user
study. For the generation of the event data we developed an event generator that gener-
ates realistic9 daily events based on the given PIM and scenarios. The evaluation tests
have been carried out on a Macbook Pro, Intel Core i5 with 2.4Ghz processor speed and
4GB of RAM. Data is stored in-memory using Sesame10.

8 http://www.oscaf.org
9 All data and evaluation results can be found:
http://smile.deri.ie/Rule-Network-Evaluation

10 http://www.openrdf.org

http://www.oscaf.org
http://smile.deri.ie/Rule-Network-Evaluation
http://www.openrdf.org
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5.1 Initialisation Test

The aim of this test is to measure the time taken to register rule instances in both event
processors (sequential vs rule network). We initialise our event processors ten times
each, starting with five rules and progressively incrementing the number of loaded rules
by five. Figure 5 shows the time taken (in milliseconds), against the number of rules
loaded in the event processors with each initialisation. The graph shows that the be-
haviour of the time consumed in relation to the number of rules loaded in the system is
linear. The rule network event processor consistently took more time to initialise than
the sequential event processor, due to the extra overhead needed to update the network.

Fig. 5. Time taken to initialise Event Proces-
sors

Fig. 6. No. of distinct events perceived over
time

5.2 Filtering Test

In this test we measure the time taken (in ms) by the processors to select candidate
rules with each event perceived. We use data generated over 24-hours, thus assuming
that events in the event log (required only for the sequential event processor) remain
valid throughout this period. After loading all 50 rules in both processors, the test was
repeated four times, each time producing a number of events until the desired number
of distinct types were available on the event log. For the experiment we require that the
filtering algorithm returns candidate rules satisfying either of the following criteria:

1. A rule with one condition where the associated resource type
(drmo:hasResourceType) is the same as the perceived event’s type;

2. A multiple-condition rule such that one of it’s conditions is satisfied by the type of
the new event.

The graph in Figure 6 shows how the sequential process grows in time as the number
of distinct event types increase in the event log, whilst the network filtering process
remains constant. This result was expected, since the sequential’s filtering process needs
to go through all the rules to check their resource types against the distinct event types
on the event log, in order to satisfy either of the mentioned criteria. On the other hand
the network is built such that the associated rules can be automatically found by forming
a sub-graph, using the resource type as the start vertex. The network filtering process
takes time in order to sort the possible rules by shortest path first, allowing simple rules
to be evaluated before the more complex ones.



Processing Ubiquitous Personal Event Streams 383

5.3 Load Testing

The aim of this experiment is to understand to which extent the event processors can
work sufficiently and in an acceptable manner. For this experiment we created a pro-
ducer/consumer service, where the producer sends a stream of generated events to the
consumer (the event processor), which filters and triggers rules simultaneously. After
both processors were loaded with the 50 rules, we ran this test five times, progressively
increasing the event load up to a maximum 16000 events. We established that an accept-
able time-frame for the processing of consumed events should be less than 20 seconds.
Since the sequential process failed this test outright, with 100 events being processed in
92.48 seconds, it was subsequently eliminated from this experiment.

Figure 7 shows time time taken (in seconds) to perform all consumed events for the
rule network event processor. In particular, we observe that 10000 events were con-
sumed and processed in around 2 seconds. In the di.me userware, we do not foresee a
user to have anything near 10000 events being perceived at the same time. More realis-
tically, we observe that the rule network event processor can process up to 2000 events
in a reasonable time (≈ 0.4 sec), with 100 events being processed in less than 0.1 sec.

Fig. 7. Testing time taken to process events

From these results we conclude that although during the initialisation stage the Rule
Network event processor takes longer than the Sequential event processor, the runtime
process for filtering and triggering takes considerably less time, regardless of the load
of events being consumed by the processor. The trade-off between the time taken to
initialise the rule, and to process events, is justified for the following reasons:

1. The initialisation process is done only once;
2. The difference in milliseconds between both event processors is almost insignifi-

cant (to initialise 50 rules, the network takes < 100ms more);
3. The filtering of events takes considerably less time in the network event processor;
4. Even with a load of 10000 events, the rule network performs within a reasonable

time-frame.

6 Conclusion

In this paper we describe an ontology-driven event processor which operates on personal
activities and context; as perceived by various devices and online sources. The event pro-
cessor compares event streams to the antecedent of declarative rules, defined by a user
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through an intelligent UI. Prospectively, a JSON-LD11 serialisation would enable us to
interchange DRMO instances, ensuring that the full semantics are retained event at the
UI level. Rules consist of various conditions corresponding to items in a unified PIM,
and one or more resultant actions. Due to the nature of the rule conditions and their con-
straints, we propose to represent them by a rule management ontology. This also means
that in theory, the personalised user-defined rules can be processed by various platforms.
In the future, we also intend to investigate the possibility of enabling the automatic rule
learning and discovery based on the availability of a user’s context history.

Defined rules are then transformed and registered in a Rule Network, which is then
operated upon by the event processor. After initialising the rule network, the system is
ready to start perceiving events from multiple datasources. With each new event, the
rule network filters candidate rules and triggers any which are satisfied. The proposed
network-based event processor is compared to an earlier sequential approach. Evalu-
ation results show that although the rule network takes more time at the initialisation
stage, it performs considerably better than the alternative, during both the filtering and
triggering processes. In particular, our event processor can process 100 events in less
than 0.1 seconds.
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Abstract. The proliferation of location-acquisition technologies and online 
social networks such as twitter, Foursquare, Meetup lead to huge volumes of 
spatio-temporal events in the form of event stream. In this study, we investigate 
the problem of discovering spatio-temporal co-occurrence patterns from spatio- 
temporal event stream (CoPES). We propose an effective sliding-window based 
dynamic incremental and decayed (abbreviated as DIAD) algorithm for 
discovering CoPES. DIAD algorithm proposes a novel decay mechanism to 
calculate the prevalence of CoPES and a sliding-window to process the event 
stream time slot by time slot to discover CoPES. The algorithm utilizes a hash 
tree to store the closet COPES. Then the decay mechanism and the sliding-
window exploit the superimposed spatio-temporal neighbor relationships 
between time slots to get the accurate prevalence from event stream and 
discover CoPES efficiently. The experimental results on real dataset show that 
our proposed algorithm has superior quality and excellent expansibility.  

Keywords: Co-occurrence Patterns, Event Stream, Spatio-temporal Support- 
prevalence, Decay Mechanism. 

1 Introduction 

The advances in location-acquisition devices and social networks have generated 
huge amount of social events data: (1) Twitter has started supporting location service 
in message. Based on geo-twitter message, the social events are generated in the 
manner of event stream. (2) Location-based online social networks such as 
Foursquare, Gowalla enable mobile users check-in POIs (Point of Interests) in real-
time. (3) Newly emerged event-based online social networks, such as Meetup and 
Eventbrite have provided convenient online platforms for people to create  and 
organize social events. Therefore, the social events generated can be regards as the 
event stream.  

CoPES discovery gives us important insights for many application domains, 
including ecology, public health, Earth science, electronic business and so forth. For 
example, spatio-temporal co-occurence patten can calibrate the urban planning of a 
city and contribute to the future planning. Besides, spatio-temporal co-occurence 
patten can also benefit hotspots choosing for a business and advertisement in differnt 
time domain.  
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A close work of CoPES discovery is conducted by Lee Chang-Hung[4]. He 
proposed a SWF algorithm [4] which uses a sliding-window to find frequent itemsets 
in the fixed number of recent data records. The method maintains candidate 2-
itemsets of all transactions in the window separately. With the window being 
advanced, the oldest partition is disregarded and a new partition containing newly 
generated data records is appended to the window. Although this approach is 
available for mining frequent itemsets, but it is incompetent to find CoPES because it 
can’t process the complex relationship between the new data records and the old data 
records.  

In order to discover the spatio-temporal co-occurrence patterns, we propose a 
dynamic incremental and decayed algorithm (abbreviated as DIAD). Different from 
the SWF algorithm [4], we first distribute the event stream into grid partitions, then 
we will calculate the original spatio-temporal co-occurrence patterns. When new data 
records arrived, we distribute them into related grid partition, and refresh the gird 
record. Then we adopt a decaying technique to capture the dynamic changes of an 
event stream. The main contributions of this work are summarized as follows. 

─ We define the problem of discovering CoPES and propose a new method to 
measure the spatio-temporal co-occurrence patterns.  

─ We propose a novel algorithm DIAD to discover CoPES. The algorithm can 
efficiently process the relationship between the new data records and the old ones. 

─ Extensive experiments evaluate the efficiency of our algorithm and the results 
show that the proposed algorithm outperforms the baseline approach. 

The remainder of the paper is organized as follows. Section 2 formally presents the 
related works of spatio-temporal co-location pattern mining. Section 3 gives the basic 
concepts and defines the problem of CoPES discovery. Section 4 describes the 
processing procedure of DIAD in detail. The experimental evaluation is shown in 
section 5. Finally, we conclude the paper in section 6. 

2 Related Works 

The research on spatio-temporal co-occurrence patterns can be divided into two areas, 
namely co-location pattern discovery and spatio-temporal co-occurrence pattern 
discovery. 

In the spatial association mining literature, [2,3,5,6,7,11,13] proposed different 
approaches for mining co-location patterns. Morimoto et al. [3] first defined the 
problem of finding frequent neighboring co-locations in spatial databases. Huang et 
al. [6] proposed a general framework for apriori-gen [1] based co-location pattern 
mining. Based on the general approach, Yoo et al. [7,10] proposed methods that 
materialize neighborhoods of objects.  

In the spatio-temporal co-occurrence pattern discovery area, many researchers 
conduct their work on spatio-temporal data with time labels [8,9,12,14]. They first 
discover the co-location patterns from a certain time slot. After all time slots having 
been processed. they calculate the temporal property, only the patterns which satisfy the 
temporal prevalence can be identified as a spatio-temporal co-occurrence  pattern.  
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3 Basic Concepts and Problem Statement 

3.1 Basic Concepts 

Formally, let E be a set of spatial event types, I be a set of their instances, RS be a 
spatial neighbor relationship where the distance between two event instances in I is 
smaller than threshold θS.  

Definition 3.1 ( co-occurrence pattern). Given an event stream and a set of time 
slots, the co-occurrence pattern is a subset of spatio-temporal events whose 
instances form a clique using the spatio-temporal neighbor relationship.  

Here, we regard the time as a dynamic parameter, we propose a novel method to 
measure the CoPES. The measure method is defined as follows. 

Definition 3.2 (sliding-window). Given an event stream ES and a set of time slots, 
the sliding-window SWi,j represents the sliding-window processing the event stream 
arriving from time ti to time tj.  

Definition 3.3 (original spatial support-prevalence ratio). Given an event stream 
and a SWi,j, Let CO={e1,e2,…,ek} be a co-occurrence pattern in SWi,j at time tk which 
does not exist at time tk-1 (abbreviated as original-CoPES), Di denotes the number of 
event instances of ei in SWi,j, ICOi denotes the number of distinct event instances of ei 
participating in CO. Then the original spatial support-prevalence ratio of event ei 
in CO is defined as follows. 

 SPRo(CO, ei, tk)=ICOi /Di                         (1) 

Definition 3.4 (spatio-temporal support-prevalence ratio). Given an event stream 
and a SWi, j, let CO={e1,e2,…,ek} be a co-occurrence pattern at time tk, PDi denotes 
the integrated number of event instances of ei at time tk-1, PICOi denotes the integrated 
number of event instances of ei participating in CO at time tk-1, CDi denotes the 
number of new arrival event instances of ei at time tk. Let CICOi denotes the number 
of event instances of ei participating in CO at time tk. The spatio-temporal support-
prevalence ratio of event ei in CO at time tk is measured as follows. 

 SPRu(CO,ei, tk)=( λPICOi+CICOi) / (λPDi+CDi) {0<λ<1}          (2) 

Specially, for the co-occurrence in definition 3.4,  

 SPRu (CO,ei,tk)= SPRo (CO, ei,tk)                     (3) 

Definition 3.5 (Spatio-temporal support-prevalence). Given an event stream and a 
set of time slots (t0,t1,…), let CO={e1,e2,…,ek} be a co-occurrence pattern at time tk, 
the spatio-temporal support-prevalence of CO at tk is the minimum of spatio-
temporal support-prevalece ratio values of events in CO.  

 STSP(CO, tk)=mim{ STSPR(CO,ei, tk)}                (4) 
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Definition 3.6 (CoPES). Given an event stream and a set of time slots(t0,t1,…tk…), let 
μ be the spatio-temporal support-prevalence threshold, then the CoPES at time tk is 
the co-occurrence patterns which satisfy STSP(CO, tk)>μ . 

 

Fig. 1. An example of CoPES discovery from event stream 

3.2 Problem Statement 

Given:  
1) A spatial framework SF 
2) A time framework TF=t0U…..Utn. 
3) A set of spatio-temporal events E and a set of their instances I. 
4) A spatio-temporal support-prevalence (abbreviated as STSP). 
5) A spatio-temporal support-prevalence threshold SPT (defaulted as 0.5). 
6) A temporal decayed factor λ over time sequence. 
Develop: An algorithm to find CoPES whose STSP satisfy a given threshold. 
Objective: Find a complete and correct set of CoPES on event stream. 

Example: The spatio-temporal event stream given in Fig. 1 contains 3 event types, 
A,B and C for 3 time slots. Let the λ be 0.5. In this example, {A,B},{A,C}, {B,C} and 
{A,B,C} form candidates of CoPES. At time t0, the SPRu of {A,B} is (4/4,4/5), when 
it comes to time t1,the SPRu of {A,B} becomes (4/5,5/5.5) which integrated the 
previous result of time t0. Therefore, {A,B} is a CoPES at time t0 and t1. 

4 DIAD: Sliding-Window Based Dynamic Incremental and 
Decayed Mining Algorithm 

Nowadays, few researchers concentrate attentions on spatio-temporal co-occurrence 
patterns discovery from event streams (CoPES). A straightforward method is to 
exploit the existing method (e.g. a density based approach in [15] ) in each time 
window to identify the co-location patterns. This method first distribute all data 
records into grid partitions, then it identifies the size-2 co-occurrence patterns by 
processing these grids, after that, it joins the size-k co-occurrence patterns to generate 
the size-k+1 co-occurrence candidates and identifies them by processing the grids. 
However, this method has several mortal drawbacks. First, it can’t differentiate the 
information between different time slots. Second, it can’t dynamically process the 
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new coming event stream. Therefore, in this paper, we propose a DIAD algorithm to 
discover CoPES. In section 4.1 we shall give a introduction about the decay 
mechanism of DIAD. Then, we give the main processing of algorithm DIAD in 
section 4.2. 

4.1 Decay Mechanism for Calculating STSP 

Let basic-CoPES represents all the new generated instances of CoPES at time tk. 
Suppose that we have a CoPES CO=(A,B) at time tk, then the number of distinct event 
instances participating in basic-CoPES of CO at time tk is SPk(A,B)= (XkAB, YkAB), and 
the number of new arrival event instances of each event type at time tk is 
TNk(A,B)=(NkA,NkB). The integrated number of event instances participating in CO at 
time tk is ISPk(A,B)= (IXkAB,IYkAB), the integrated number of event instances of each 
event type at time tk is ITNk(A,B)=(INkA,INkB). 

Assume that we have processed 11 time slots t0,t1,…,t10 and (A,B) is always a 
CoPES at each time slot, then the basic-CoPES state of CO=(A,B) in each time slot is  

t0: (AB)-(X0AB / N0A,Y0AB/ N0B) 
t1: (AB)-(X1AB/ N1A,Y1AB/ N1B) 
…… 
t10: (AB)-(X10AB/ N10A,Y10AB/ N10B) 
Then the CoPES of CO at time t10 will be: 
T10: (A,B)-(IX10AB/ IN10A,IY10AB/ IN10B) 
Then we have the following relationship. 
IX10AB=X10AB+λX9AB+…+λ10X0AB        IY10AB=Y10AB+λY9AB+…+λ10Y0AB 
IN10A= N10A+λN9A+…+λ10N0A                 IN10B= 
N10B+λN9B+λ2N8B+…+λ10N0B 
Therefore, the STSP of CO at time t10 is  

 STSP(CO, t10)=min(IX10AB /IN10A,IY10AB /IN10B)              (5) 

Here, the above method needs us to store all previous basic-CoPES for processing, 
and this is highly cost both on time and memory. Through our research work, we find 
that the above procedure can be simplified as one step. 

Lemma 1. Given a spatio-temporal co-occurrence pattern CO=(A,B) at time tk, then 
the STSP of CO at time tk is  

                        STSP(CO, tk)=min((XkAB+λIXk-1AB)/(NkA+λINk-1A), 

 (YkAB+λIYk-1AB)/(NkB+ λINk-1B))           (6) 

Proof. 
Let k represents the number of time slot. 
(1) If k=0, then 
t0: (A,B)-(X0AB/N0A,Y0AB/ N0B), T0(A,B)-(IX0AB/IN0A,IY0AB/IN0B) 
we have, (X0AB,Y0AB)= (IX0AB,IY0AB), (N0A,N0B)= (IN0A,IN0B) 
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(2) If k>1, then   
tk: (A,B)-( XkAB/NkA, YkAB/NkB)  
Tk:(A,B)-(IXkAB/INkA, IYkAB/INkB) 
We have 
IXkAB/ INkA = ( XkAB+λXk-1AB+…+λkX0AB)/(NkA+λNk-1A+…+λkN0A) 
IYkAB/ INkB= ( YkAB+λYk-1AB+…+λkY0AB)/(NkB+λNk-1B+…+λkN0B) 
Then, 
tk+1: (A,B)-( Xk+1AB/Nk+1A,Yk+1AB/Nk+1B)  
Tk+1(A,B)- (IXk+1AB/Nk+1A,IYk+1AB/Nk+1B) 
Then, 
IXk+1AB/ INk+1A =( Xk+1AB+λXkAB+…+λk+1X0AB)/(Nk+1A+λNkA+…+λk+1N0A) 
                =(Xk+1AB+λIXkAB)/(Nk+1A+λINkA) 
Similarly, IYk+1AB/ INk+1B =(Yk+1AB+λIYkAB)/(Nk+1B+λINkB) 
Therefore, STSP(CO, tk+1)=min((Xk+1AB+λIXkAB)/(Nk+1A+λINkA), 

 (Yk+1AB+λIYkAB)/(Nk+1B+ λINkB)) 

According to Lemma 1, we can iteratively calculate the STSP at time tk just by 
utilizing the STSP at time tk-1 and this method can drastically improve the efficiency. 

4.2 The Processing Procedure for DIAD 

Here, we first explain the meanings of symbols we used in our research in Table 1. 

Table 1. The meanings of symbols 

Symbols meaning 
P-CoPES Previous integrated CoPES 
E-CoPES The basic-CoPES which is exist in P-CoPES 
O-CoPES The original-CoPES which is not exist in P-CoPES 
CoPESk A set of size-k spatio-temporal co-occurrence patterns 
AGP Grid partitions which have received new data records 
COCk A set of size-k candidates 

 
The DIAD algorithm adopts different strategy to handle the event stream arriving 

at different time slot. For simplicity, we set the number of sliding-window to be two. 
The CoPES discovery can be decomposed into two steps: 

• Preprocessing procedure: It deals with mining on the data sets of first time slot. 
• Incremental mining procedure: It deals with the update of the CoPES for an 

ongoing time-variant event streams. 

4.2.1 Preprocessing Procedure 
The preprocessing procedure is only utilized for the initial mining of CoPES in the 
first time slot.   
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Algorithm 1. Preprocessing procedure of Algorithm DIAD 
1. n is the number of grid partitions, k is the spatio-temporal co-occurrence size 
2. while data records at time t0 not end 
3.    distribute the data records into grid partitions 
4. CoPES1=E,k=1,P-CoPES≠φ 
5. while CoPESk≠φ do 
6.    generate size-k+1 candidates COCk+1 
7.       identify size-k+1 CoPESk+1 in each AGP 
8.       add the CoPES k+1 into P-CoPES 
9.   k=k+1 
10. return CoPES; 

 

Fig. 2. An example of a DIAD algorithm 

In Algorithm 1, we first hash the data records arriving at time t0 into grid partitions 
(line 1-3). Then, we initialize the CoPES1, k, P-CoPES (line 4). 

After that, we identify all CoPES at time t0 (line 5-10). We iteratively use the 
CoPESk to generate COCk+1(line 6), and then we process all the AGPs to identify the 
STSP of CoPESk+1 (line 7). Besides, we add the identified CoPES into P-CoPES for 
the incremental mining procedure (line 8). 
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Example: In Fig. 2(a), we first hash the data records arriving at time t0 into grid 
partitions. After distribution, the grids-{1,2,3,5,7} have received data records. Then 
what we need to do is processing these girds to identify the size-2 co-occurrence 
candidates—{(A,B),(A,C),(A,D),(B,C),(B,D),(C,D)}. We can see that {(A,B),(A,C), 
(B, C),(A,D)} have enough co-occurrence instances, and the STSP of them satisfy the 
SPT(0.5), therefore, they are identified as CoPES2.  

After that, we will use the size-2 CoPES to generate the size-3 candidates. As only 
(A,B,C) has all size-2 subset {(A,B),(A,C), (B,C)}, then only (A,B,C) can be 
generated as a size-3 candidate. Here, the STSP(A,B,C,t0) is min(2/4,3/5,2/5) =2/4, 
which satisfy the SPT(0.5). Then (A,B,C) shall be identified as CoPES3.  

After we identify all the CoPES, we add them into P-CoPES for future work. It is 
noted that we not only store the CoPES, but also store their SPRu , it means that if a 
CoPES’s SPRu is (5/10,2/4) it can’t be stored as (1/2,1/2), because they are different. 

4.2.2 Incremental Mining Procedure 
After all the data records of time t0 have been processed properly, we shall handle the 
new arrival data of time t1. The incremental procedure is as follows. 
 

Algorithm 2. Incremental procedure of algorithm DIAD 
1. m is the number of AGPs 
2. distribute the data records into grid partitions 
3. CoPES1=E, k=1 
4. while CoPESk≠φ do 
5.      generate size-k+1 candidates COCk+1 
6.      for i=1 to m do 
7.           identify the E-CoPESk+1 in each AGP 
8.      for(i=m+1 to n) 
9.           identify the O-CoPESk+1 in the remaining grid partition 
10.   k=k+1 
11. return CoPES; 
 
Here, we first distribute the new data into grid partitions (line 1 to 2). Then we 

initialize the CoPES1 and the size of co-occurrence pattern as 1 (line 3). 
Next, we use a iterative method to generate and identify size-k+1 co-occurrence 

patterns. We process the AGPs to calculate the SPRu of E-CoPES(line 6 to 7). After 
we identify the E-CoPES, we process the remaining grid partitions to identify O-
CoPES (line 8 to 9).  

Example: In Fig. 2(b), we first distribute the event stream into grid partitions 
{1,3,6,7,9}.Then we use CoPES1 to generate the size-2 co-occurrence candidates. We 
use two different strategy to process the different type of size-k(k≥2) candidates. If 
the size-k(k≥2) candidates happened in P-CoPES, we process the AGPs to identify 
whether they are CoPES or not, like {(A,B),(A,C),(B,C),(A,D)}. If the size-k(k≥2) 
candidates didn’t happen in P-CoPES, we have to process all grid partitions to 
measure them, like {(B,D),(C,D)}. 
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After all CoPES2 are identified, we shall identify CoPES3. In Fig. 2(b), the only 
COC3 is (A,B,D), as (B,D) is a new identified size-2 CoPES, then (A,B,D) can’t be a 
CoPES in the previous time slot. Then we will process all the grids to identify 
whether (A,B,D) is a pattern or not. After all CoPES identified, we add them into P-
CoPES. 

5 Experimental Evaluation 

In this section, we present our experiment to compare the performance of DIAD 
algorithm with a baseline method proposed by X. Y. Xiao in [15]. Our experiments 
used a real data set—geo-twitter dataset (GTT). The GTT dataset contains profile 
information of 225098 users and more than 22 million check-ins from Jan. 2011 to 
Sep 2011 in the united States. After filtering, the dataset contains 300 event type and 
1500000 event instances in total.  The minimum instance number is 1856, the 
maximum instance number is 6843. The average instance number is 5000.  

In order to simulate real data stream scenario, the r%(e.g. r=10) of check-in records 
in GTT can be regards as the original dataset. In each time slot, we select s% (e.g. 
s=5) check-in records of the rest of  dataset that are added into the original dataset in 
the form of data stream. Experiments were conducted on an intel Core™-2 quad 2.66 
GHz computer with 2GB of RAM.  

5.1 Effect of the Number of Time Slots Per Sliding-Window 

In first experiment, we evaluated the effect of the number of time slots in a sliding-
window on the execution time of both algorithms.  

 

Fig. 3. Effect of the number of timeslots per sliding-window 

In Fig. 3, we can see that, the DIAD algorithm is computationally more efficient 
than the baseline approach. It is vividly that the DIAD algorithm gets a linear growth 
with the number of timeslots increasing while the baseline approach is exponential 
growth.  
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5.2 Effect of the Decay Factor λ and SPT 

We study the effect of the decay factor λ and the SPT on the efficiency of our 
algorithm. The default number of time slots per sliding window is 5. 

       

Fig. 4. (a) Effect of the decay factor λ   (b) Effect of the SPT on the execution time 

In Fig. 4(a), we can see that with the decay factor increasing, the execution time of 
DIAD does not change linearly. The execution time first diminished quickly, 
however, when λ is bigger than 0.7, it bounced. In Fig. 4(b), with the SPT 
diminishing, the execution time of baseline approach is increasing drastically, and at 
the meantime, the DIAD algorithm maintains a well performance. 

6 Conclusion and Future Work 

In this paper, we define the problem of discovering CoPES. Our work is different 
from previous research as we focus on the event stream data. Besides, we integrate 
the spatial and temporal property as one factor-STSP to identify the CoPES. Our 
experimental results provide further evidence of the viability of our approach. 

In the future, we plan to examine the behavior of our algorithm in more skewed 
datasets. Besides, we plan to consider other more efficient method to discover CoPES. 
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Abstract. We present Icecite, a new fully web-based research paper
management system (RPMS). Icecite facilitates the following otherwise
laborious and time-consuming steps typically involved in literature re-
search: automatic metadata and reference extraction, on-click reference
downloading, shared annotations, offline availability, and full-featured
search in metadata, full texts, and annotations. None of the many ex-
isting RPMSs provides this feature set. For the metadata and reference
extraction, we use a rule-based approach combined with an index-based
approximate search on a given reference database. An extensive quality
evaluation, using DBLP and PubMed as reference databases, shows ex-
traction accuracies of above 95%. We also provide a small user study,
comparing Icecite to the state-of-the-art RPMS Mendeley as well as to
an RPMS-free baseline.

1 Introduction

This paper is about Icecite, a new research paper management system (RPMS)
that provides the following unique set of features:

(1) Automatic Metadata AND Reference Extraction: Icecite automati-
cally extracts, with accuracies over 95%, bibliographic metadata (title, authors,
year, conference, etc.) as well as references from academic research papers up-
loaded to the system.

(2) On-Click Download of New Papers:When reading a paper, other papers
cited or listed in the reference section can be downloaded with a single click.
Using the metadata from the reference extraction from (1), Icecite automatically
searches the web for the correct PDF and uploads it to the system.

(3) Collaborative Annotation: Research papers can be annotated in the
browser using the PDF standard. This ensures, that annotations remain modifi-
able in all standard (annotation-enabled) PDF viewers. Internally, annotations
are kept separately from the PDF files. This enables collaborative annotation
with other users in both online and offline mode (when annotating offline, an-
notations will be synchronized the next time the user goes online).

(4) Offline Availability: Icecite is web-based (no software download required),
but papers can be read and annotated also when offline.

(5) Full-Featured Search: With Icecite, all the metadata, references, anno-
tations, full texts as well as the underlying reference databases can be searched
interactively (search as you type).

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 396–409, 2013.
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Document [icecite] Library 

A Survey of Smoothing Techniques for ME Models 
Stanley Chen, Ronald Rosenfeld 
IEEE Transactions on Speech and Audio Processing, 2000 

  

Metadata 

Logged in as: Anton Chigurh 

J. Goodman. 2003. Exponential Priors for Maximum 
Entropy Models. MSR Technical report, 2003. 

 Anton Chigurh 

   Very important. 

Accurate Information Extraction from Research 
Papers using Conditional Random Fields 
 
Fuchun Peng, Andrew McCallum 
 
HLT-NAACL 
 
2004 

References 

Automatic Document Metadata Extraction Using  
Support Vector Machines 
Hui Han, C. Lee Giles, Eren Manavoglu, Hongyuan Zha, 
Zhenyue Zhang, Edward A. Fox 
JDCDL, 2003 

Fig. 1. A screenshot of the Document View. The left panel displays the PDF file,
the right panels display the metadata (upper right) and the extracted references (lower
right). The PDF file can be annotated in the browser using standard PDF annotations.
The metadata and references panel can be arbitrarily resized, or hidden to display the
PDF file in full screen mode. The references are listed with their full metadata. If no
metadata record was found in the reference database, only the extract is displayed (as
for the 2nd reference). The documents of the user are organized in a personal library
(accessible by clicking the tab “Library” in the header). The colored bullet besides
each reference indicates its availability in the user’s library. A green bullet means: The
document is already stored in the library and can be called by clicking it. A gray bullet
means: The reference is not available in the library and can be clicked to import it.

The feature set described above looks quite natural and straightforward for a
RPMS. However, none of the many existing RPMSs provides this combination
of features. In fact, not one of these systems is able to provide even automatic
metadata AND reference extraction (with acceptable accuracy). We provide an
overview and comparison of fifteen RPMSs in Section 2.

Technically, Icecite combines known techniques in a (more or less) clever way
to do what it does. The main idea behind the high-accuracy metadata and ref-
erence extraction is a combination of a rule-based recognition (of the passages
in the text referring to metadata) with a fast index-based approximate search
on a reference database. This is described in more detail in Sections 3 (meta-
data) and 4 (references). The results of our experimental evaluation, as well as
a description of our reference databases are provided in Section 6.

The annotation and offline features are realized using the capabilities of the
new HTML5 standard, namely its Filesystem API and the Application Cache.
Annotations are merged using a standard text-based concurrent versioning
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system. The fast and powerful search-as-you-type functionality is realized us-
ing CompleteSearch from [1]. These features are described in Section 5.

We have also conducted a first small user study (12 participants), comparing
Icecite against the state-of-the-art systemMendeley, as well as against an RPMS-
free baseline approach using Google Scholar for search and the local file system
for storage. Study design and results are described in Section 7.

2 Related Work

2.1 Extraction of Bibliographic Metadata and References

Existing techniques for automatic metadata and reference extraction can be
classified in two approaches: using machine learning and rule-based.

Typical techniques in the machine learning approach are: Hidden Markov
Models (HMMs), Support Vector Machines (SVMs), and Conditional Random
Fields (CRFs). As outlined in Table 1, machine learning approaches achieve
good accuracies, of up to around 90%. However the generation of accurate labeled
datasets, which are needed to train the models, is time-consuming and costly [9].
Further, machine learning approaches are usually expensive in terms of runtime
of the extraction processes [2].

Table 1. Overview of the accuracies of selected machine learning doing metadata
extraction (M. Ex.) and/or reference extraction (R. Ex.). The percentage marked *
denotes the accuracy of only the title extraction.

Paper Model M. Ex. R. Ex. Accuracy

Seymore et al. (1999) [16] HMM � 90.1%

Borkar et al. (2001) [3] HMM � 87.3%

Han et al. (2003) [10] SVM � 92.9%

Granitzer et al. (2012) [8] SVM (�) 85.5%*

Peng et al. (2004) [15] CRF � � 95.4%

Councill et al. (2008) [5] CRF � 91.6%

Rule-based approaches consist of a set of rules, which are usually derived from
human observations (e.g. regarding style information) to identify metadata fields
in the headers or reference strings in the bibliography sections of research papers.
Pure rule-based approaches are usually faster, but less accurate than machine
learning approaches. Beel et al. [2] achieve an accuracy of 77.9% on extracting
the titles of research papers by analyzing their font sizes. Guo and Jin [9] combine
a rule-based approach with a metadata knowledge base to guide the extraction
process of reference metadata. This approach yields a higher average extraction
accuracy of 89.1% over all reference metadata fields.
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2.2 Record Matching Techniques

Record matching (also called record linkage) is the problem of matching a given
string (which could be an extracted title or reference string) to the “correct”
record in a given database (of titles or references or whatever the application
is). This process is usually affected by noisy factors like typing errors, alterna-
tive spellings or extraction errors. Most approaches therefore use fuzzy string
comparisons to compute the similarity of the given string to selected fields
of the database records. Typical similarity measures are: character-based (e.g.
Levenshtein distance [13], Smith-Waterman similarity [17], etc.), token-based,
and phonetic-based. See the surveys given in [6] and [11] for more details.

A brute-force comparison of the given string to all database records is usually
too slow. Instead, a common approach is to use, in a first step, simplified criteria
to quickly obtain a set of candidates of possibly matching candidates. This is
often called blocking [11]. In a second step, the exact similarities are then com-
puted only for the candidate records. Reasonable blocking strategies are mainly
index-based, see the survey [4] for more details. Our approach taken for Icecite
also falls in this category. A machine learning approach to blocking is presented
in [14].

2.3 Related Applications

Table 2 summarizes and compares the feature sets of fifteen recent RPMSs as
well as Icecite. In the following, we discuss a selection of the most powerful of
these systems. We distinguish between desktop-based and web-based systems.

The desktop-based applications (upper part of Table 2) usually allow to
organize research papers in a personal library, listed with extracted metadata.
ReadCube is the only system that also provides metadata for bibliographic ref-
erences of selected papers. However, the references are not actually extracted
from the PDF files but fetched from special websites (like digital libraries, see
below) if available. Automatic search and download of PDF files is supported
only by ReadCube, EndNote and Citavi.

Annotating PDF files in a built-in PDF viewer is provided by EndNote,
Mendeley, Qiqqa and ReadCube. However, annotations are either not displayed
in the PDF when exported (EndNote, Qiqqa and ReadCube) or are “drawn” into
the PDF (Mendeley) and thus can not be fully edited anymore in an external
PDF viewer. Further, Mendeley does not support a built-in search in external
sources to import new research papers easily.

The web-based applications (lower part of Table 2) can be further distin-
guished into (1) reference managers, (2) PDF annotation tools, and (3) digital
libraries of academic publishers.

The main purpose of reference managers like BibSonomy, CiteULike, EndNote
Web, and RefWorks is to manage collections of bibliographic metadata. Besides,
BibSonomy and CiteULike also allow to attach PDF files to each record, but
the automatic extraction of metadata and references from these PDFs is not
supported. Furthermore, in CiteULike, annotating PDF files is only supported
for (paying) premium users.
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Table 2. Comparison of the feature sets of sixteen RPMSs, eight desktop-based (up-
per part) and eight web-based (lower part). If a feature is fully provided, it is denoted
with “�”. If a feature is partially provided, it is denoted with “(�)”. The listed fea-
tures are: (EX-M): automatic extraction of metadata; (EX-R): automatic extraction
of bibliographic references; (AUTO-DL): automatic search and download of PDF files;
(ANNOT): native and colored annotations; (SHARED): data can be shared to col-
laborate with other users; (OFFLINE): (parts of) the features can be used in offline
mode; (SEARCH): search in metadata, full texts, annotations and external sources.
(CLOUD): the data can be stored in the cloud to access them from multiple devices.

System/URL (EX-M) (EX-R) (AUTO-DL) (ANNOT) (SHARED) (OFFLINE) (SEARCH) (CLOUD)

Citavi
www.citavi.com

(�) - (�) - (�) � (�) -

EndNote
www.endnote.com

- - � (�) (�) � � �
EverNote
www.evernote.com

- - - - � � (�) �
Mendeley
www.mendeley.com

� - - (�) � � (�) �
Papers
www.mekentosj.com/papers

(�) - (�) (�) � � (�) �

Qiqqa
www.qiqqa.com

� - - � � � � �
ReadCube
www.readcube.com

� (�) � � - � � -

Zotero
www.zotero.org

� - - - � � (�) �

BibSonomy
www.bibsonomy.org

- - - - � - - �
CiteULike
www.citeulike.org

- - - (�) � - � �

EndNoteWeb
www.myendnoteweb.com

- - - - � - (�) �
RefWorks
www.refworks.com

- - - - � - (�) �
A.nnotate
www.a.nnotate.com

- - - � � - (�) �
Crocodoc
personal.crocodoc.com

- - - � � - - �

WebNotes
www.webnotes.net

- - - � � - (�) �
Icecite
www.icecite.org

� � � � � � � �

PDF annotation tools like A.nnotate, Crocodoc or WebNotes focus on anno-
tating and commenting various file types (e.g. PDF files) in collaboration with
other users. They are usually implemented in HTML5 or Flash and do not fol-
low the PDF annotation standard, but again, “draw” annotations into the PDF
while exporting.

Digital libraries of academic publishers like ACM Digital Library1, IEEE
Xplore2, SpringerLink3, etc. provide archives of scientific research papers, in-
cluding extracted metadata and references. There are two caveats, however.

1 http://dl.acm.org/
2 http://ieeexplore.ieee.org/
3 http://link.springer.com/

http://dl.acm.org/
http://ieeexplore.ieee.org/
http://springerlink.bibliotecabuap.elogim.com/
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First, the techniques behind these services are neither published nor publicly
accessible, and the extraction accuracy can only be guessed. Second, articles
from the same publisher exhibit a homogeneous structure (and sometimes even
include explicit meta information) which greatly facilitates the extraction task.

We did not include services like CiteSeerX4 or Google Scholar5 in our Table
2 above, because these are global archives and not really RPMSs. However,
they also employ techniques for automatic metadata and reference extraction.
Their task is harder though, because they lack a reference database. Accuracies
reported in [7] are much lower than what we achieve for Icecite.

3 The Extraction of Full Metadata

We proceed in two steps. In the first step, we identify candidates for the title from
the given PDF. In the second step, we approximately match these candidates
against the titles of the records from our reference database, which is described
in more detail in Section 6.

3.1 Title Identification

We use the open source Java tool PDFBox 6 to extract text along with charac-
teristic properties like the position, the height, the width and the font of each
character, word and text line from PDF files. These properties are then used to
identify the title of a research paper.

Definition 1 (Emphasis Score). Let li denote the i-th text line and fs(li)
denote the font size of li. The emphasis score es(li) is defined by

es(li) = fs(li) + α(li) + β(li) (1)

where α(li) =

{
0.2, li is printed in bold
0, otherwise

and β(li) =

{
0.1, li is printed in italic
0, otherwise

Let ES j = {li : es(li) = j} denote the set of all text lines with emphasis score j.
The most common emphasis score es∅ is then defined by

es∅ = argmax
k

{|ESk|}

Let T = {li : li is member of the title} be the set of all lines belonging to the
title. To identify T , the following assumptions are made:

(A1) All lines ∈ T are placed in the header (the upper half) of the first page.

(A2) The emphasis score of all lines ∈ T is > es∅.

Consequently, es∅ is computed for the first page and each line li with es(li) ≤ es∅
is filtered. From all remaining lines in the upper half of the first page, stop words

4 http://citeseerx.ist.psu.edu/
5 http://scholar.google.com/
6 http://pdfbox.apache.org/

http://citeseerx.ist.psu.edu/
http://scholar.google.com/
http://pdfbox.apache.org/
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(like “the”, “and”, etc.) are removed. Subsequently, the reference database is
searched for candidate records, whose title contains (parts of) the remaining
words. In the result, the candidate records are sorted by the number of words
that they have in common with the extracted title words. Because there may
exist candidates with similar titles, the related record is not necessarily the first
candidate. To find the related record anyway, each candidate record is evaluated
more precisely in the matching process.

3.2 The Matching of Titles

For each record of the top-100 candidates from the title identification, the fol-
lowing scores are computed.

First, the title score st(r) = simSW (tr ,ex)/simmax(tr) where ex = the lines of the
first page’s upper half is computed. Here, simSW (tr, ex ) is the Smith-Waterman
similarity between the title tr of the record r and ex , and simmax(tr) denotes
the maximum achievable similarity for tr. Note that st(r) ∈ [0, 1] and st(r) = 1
if and only if ex contains tr completely.

Second, the author score sa(r) =
∑

ai∈A(r) sai
(r)/|A(r)| is computed, where

sai(r) = simSW (ai,ex)/simmax(ai). A(r) is the set of authors of record r. Note
that sa(r) ∈ [0, 1] and sa(r) = 1 if and only if ex contains all authors ∈ A(r)
completely.

Third, the year score sy(r) = 0.1 (if the first page contains the year of r,
otherwise sy(r) = 0) and the venue score sv(r) = 0.1 (if the first page contains
the venue of r, otherwise sv(r) = 0) are computed.

The total score s(r) is given by s(r) = st(r) + sa(r) + sy(r) + sv(r). Finally,
the research paper is matched to the record r with the highest score s(r), as long
as s(r) exceeds a threshold of 1.5.

4 The Extraction of Bibliographic References

We again proceed in two steps: identification of the individual references from
the PDF (again, using PDFBox), and matching of those references against the
titles, authors and years of the records from the reference database. Due to
the multitude of possible formats for the References section of a paper, the
identification step is much more involved now.

4.1 The Identification of Bibliographic References

First of all, the extracted text lines are searched for a proper bibliography section
header (e.g. consisting of the word “References”, “Literature”, “Bibliography”,
etc.). All lines following such a header are separated into logical blocks by ana-
lyzing the line pitch of each line to its previous line.

Definition 2 (Line Pitch). Let li denote the i-th text line (i ≥ 0) and let y(li)
be the vertical position of li in the page. Consider line pairs (li−1, li) sharing the
same page. The line pitch lp(li−1, li) between li−1 and li is defined by

lp(li−1, li) = y(li)− y(li−1)
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Let LP j = {li : lp(li−1, li) = j} denote the set of all lines, whose line pitch to
the previous line is j. The most common line pitch lp

∅
is then defined by

lp
∅
= argmax

k
{|LPk|}

Definition 3 (Type of a Reference Line). Given a sequence of lines repre-
senting a reference. The first line is defined as the reference header, the last line
as the reference end, and all other lines as the reference body.

If lp(li−1, li) > lp
∅
, the lines li−1 and li are separated into distinct blocks. If a

block consists mainly of digits or if it is a caption (e.g. it starts with the word
“Figure”, “Table”, etc.) it is not meaningful with respect to the reference extrac-
tion and is ignored. The type of each line in the remaining blocks is determined
by checking it against the following rules:

(1) The line li is a reference header, if . . .

(a) li starts with a reference anchor (like "[1]", "(2)" or "[Smith95]"); or

(b) li−1 is a reference end; or

(c) li−1 (or li+1) is indented compared to li; or

(d) li starts with an author and li−1 does not end with an author.

(2) The line li is a reference end, if . . .

(a) li−1 and li+1 ends up at the same horizontal position and li ends
before li−1 and li+1; or

(b) li+1 is a reference header.

(3) The line li denotes the end of the bibliography, if . . .

(a) li is the last line of the document; or

(b) �es(li+1)� > es∅
(rounded down to allow bold and italic lines within the bibliography).

(4) The line li is a reference body otherwise.

We assume that all references of a bibliography section share the same inner
structure, so that the positions of the metadata fields within the references are
consistent. Further, we assume that the authors are the first metadata field in
a reference. Rule (1c) implies that, if indentations exists, reference headers are
not indented, but references bodies and reference ends. Rule (1d) targets the
fact that a listing of authors may cover multiple lines of the reference (a word
is identified as a part of an author name if the reference database contains such
an author name).

With rule (2a) we assume that the references are formatted as justified text
if li−1 and li+1 share the same horizontal end position and that li denotes a
reference end if it does not fill the whole line.

Once a reference string was identified, stop words are filtered and the re-
maining words are scanned for title words, authors and the year. Afterwards
the reference database is searched for such records, which hold these metadata.
Again, the resulting records are evaluated with a more precise scoring scheme.
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4.2 The Matching of Bibliographic References

For each record of the top-100 candidates from the references identification,
the scores st(r), sa(r), sy(r) and sv(r) are computed as for the title matching
described in Section 3.2 (with ex = the extracted reference string). Additionally,
the pages score sp(r) = 1 (if r defines page numbers and ex contains them,
otherwise sp(r) = 0) is computed. The total score s(r) is given by s(r) = st(r)+
sa(r) + sy(r) + sv(r) + sp(r). Finally, the extracted reference is matched to the
record r with the highest score s(r), as long as s(r) exceeds a threshold of 1.5.

5 Annotation, Offline Mode and Search

We enable the annotation of PDF files in the browser using the Adobe Acro-
bat Standard plugin. Javascript code is injected into the PDF files, such that
annotations can be modified dynamically on opening the PDF file or when syn-
chronizing with the server. The annotations are kept in text files, separate from
the PDFs. This allows merging of annotations from different users (for the same
paper) using a standard text-based versioning system (we use SVN). When on-
line, Icecite periodically synchronizes with a server and automatically merges all
annotations appropriately.

The offline mode is realized with the Filesystem API and the Application
Cache, two features of the new HTML5 standard. The Filesystem API is used
to store all library data (PDF files, metadata and annotations) locally on the
file system of the client. The Application Cache is used to cache all specific web
resources (like HTML files, CSS files, images etc.). If the resources have changed
on the server, the browser downloads them and updates the cache automatically.

The search functionality of Icecite is implemented with CompleteSearch [1],
which supports efficient search-as-you-type functionality. There is an index per
user, which is automatically updated as soon as a paper or annotation is added.
There is also one index for the reference databases (DBLP and PubMed). All
searches can be directed to either of these, or to both at the same time.

6 Experiments

6.1 Experimental Setup

We evaluate the accuracy of our metadata and reference extraction algorithms
on two reference databases: DBLP7 and PubMed8. At the time of this writ-
ing, DBLP holds 2.1 million metadata records (with title, authors, year, venue,
journal, etc.) of publications from the area of computer science and neighboring
disciplines. PubMed is an order of magnitude larger, with 22 million metadata
records of publications from the life sciences. We want to stress that nothing in

7 http://dblp.uni-trier.de/
8 http://www.ncbi.nlm.nih.gov/pubmed/

http://dblp.uni-trier.de/
http://www.ncbi.nlm.nih.gov/pubmed/
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our approach is specific to these reference databases. We expect Icecite to work
just as well with any other reference database.

Our test collection consists of 690 randomly selected research papers from
DBLP and of 500 randomly selected research papers from PubMed. For all of
these, we have determined the correct titles manually. For 91 papers of DBLP
(containing 1,012 references) and 34 papers of PubMed (containing 1,235 refer-
ences), we have also determined the correct reference strings. For each such title
and reference string, we have further determined the key of its related metadata
record (if available) in the reference database.

The code for the metadata and reference extraction is entirely written in Java,
based on the Java library PDFBox. The index to browse the reference databases
is written in C++. All the tests were run on a single machine with 4 Intel Xeon
2.8 GHz processors and 35GB of main memory, running Ubuntu 9.10 64-bit.

6.2 Extraction Accuracies

First, we have measured the accuracies (the percentage of correct results from the
total numbers of results) of both the extraction and the matching algorithms. We
have considered an extract as correct, if its Levenshtein distance to the expected
extract ex gt is ≤ 0.2 · |ex gt|. Further, we have considered a matched metadata
record as correct, if its key is equal to the key of the expected record or if no
record was returned and there is in fact no expected record.

Table 3. Overview of the extraction accuracies of the metadata and references ex-
traction on DBLP and PubMed. Column 3 provides the number of entities (document
or reference) to process in the test collection. There were PDF files which could not
be processed by PDFBox; subtracting these gives the numbers in Column 4. Columns
5 and 6 provide the absolute number of correct extractions as well as the percentage
with respect to the value in Column 4.

num. max. corr. extracts corr. matches

Meta.
DBLP 690 679 672 (98.9%) 665 (97.9%)

PubMed 497 490 474 (96.7%) 468 (95.5%)

Ref.
DBLP 1012 997 974 (97.7%) 951 (95.4%)

PubMed 1235 1235 1179 (95.5%) 1166 (94.4%)

As shown in Table 3, we achieve very good extraction accuracies for both
datasets. There are only few documents for which the extraction or matching
process failed. We manually investigated the individual reasons for these few
failures. For example, the title extraction failed, if (1) the title in the document
was not emphasized compared to other text passages on the first page, (2) the
title was not placed in the upper half of the first page, or (3) two titles were placed
on the first page and the other title was extracted. The reference extraction
failed, if (4) there was no bibliography header, (5) existing reference anchors were
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not extracted or (6) title words were misleadingly identified as author words. (5)
and (6) have led to the wrong identification of the reference line’s type. Matching
a title failed, if (7) there were multiple variants of a paper in the reference
database (but published in an alternative journal) and there was no criterion
to distinguish the variants, (8) more words than the title word were extracted
(because of their emphasis score) such that records other than the related one
were found in the reference database, (9) words were misspelled (mostly due
to extraction errors), (10) the title in the document and the title of its related
database record did not match exactly. Matching a reference string has failed,
if (11) author names were misspelled, (12) the year in the reference did not
correspond to the year of its related record, (13) the reference did not have a
related record, but there was a record with a related title by the same authors.

6.3 Running Times

We have also evaluated the running times of both of our extraction algorithms.

Table 4. Overview of the runtimes of the metadata and reference extraction from re-
search papers of DBLP and PubMed. The runtimes are broken down into the following
subtasks: (1) loading a PDF file and analyzing the text lines, (2) querying the reference
database, (3) matching an extract to its related record. The stated runtimes are per
document (metadata extraction) respectively per reference (reference extraction; on
average).

total loading querying matching

Meta.
DBLP 137.7ms 31.1ms (23%) 73.1ms (53%) 33.5ms (24%)

PubMed 479.6ms 44.9ms (9%) 341.3ms (71%) 93.4ms (20%)

Ref.
DBLP 54.2ms 14.7ms (27%) 19.7ms (36%) 19.8ms (37%)

PubMed 91.4ms 10.2ms (11%) 47.4ms (52%) 33.8ms (37%)

Table 4 shows that our algorithms are fast enough for an interactive experience,
even on the very large PubMed reference database. Note that the given times for
the metadata extraction are per document, while the times for the reference ex-
traction are per reference. The time for loading is needed only once per PDF. The
typical time for full metadata and reference extraction from a single PDF is there-
fore generally below 1 second for DBLP, and 1-2 seconds for PubMed.

7 User Study

We have implemented a fully-functional prototype for Icecite. To assess the user
experience with our system, we have conducted a small user study with 12 par-
ticipants: 1 female, 11 males, all aged between 22 and 30 years. All of them were
familiar with web browsing and have not used Icecite before. One half of the
participants were asked to compare Icecite against a plain RPMS-free baseline,
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namely using Google Scholar to search for papers and managing the research
papers manually on the local file system. The other half of the participants were
asked to compare Icecite against a state-of-the-art RPMS, namelyMendeley. We
have chosen Mendeley, because it considers itself to be “the world’s largest social
reference management system” [12]. Besides, we believe that Mendeley’s feature
set comes closest to the state of the art.

Each participant was asked to solve the following set of tasks twice. A partic-
ipant from the first half would solve it once with Icecite and once with Google
Scholar. A participant from the second half would solve it once with Icecite and
once with Mendeley.

(T1) Download the paper X and store it in your system.

(T2) Find the paper Y in DBLP and store it in your system.

(T3) Open the first paper and add at least three annotations.

(T4) Log in on a second machine and annotate the paper from both machines.

(T5) As (T4), but with one machine disconnected from the internet.

(T6) (Only to solve with Icecite and Mendeley) Export the PDF file and open it in an
external viewer. Edit some annotations.

(T7) Choose the first ten references from the paper of (T1) and store the respective
PDF files into your system.

(T8) Use the available search functions to search for the terms Z.

(T9) Identify the paper of (T2) and open it.

In total, there were three variants of this task set, each of them with different
entities for X , Y , and Z. Each participant had to solve exactly two variants (one
with the one system, one with the other system). The variants were assigned in
a permuted form such that each variant was assigned equally often to a system
and to the participants. For each task, the participants were asked to estimate
the required time and to assign a score from 1 − 5 indicating the (subjective)
satisfaction on completing the task (1 = absolutely dissatisfied, 5 = absolutely
satisfied). Table 5 summarizes the results of this quantitative feedback. Also,
each participant had the opportunity and was encouraged to give (anonymized)
general feedback in a free-text field.

Most Liked Features of Icecite. Using Icecite, all participants have enjoyed
the automatic extraction of references, and the ability to download a citation or
reference with a single click. The possibility to annotate research papers collab-
oratively in the browser was also positively mentioned by 10 participants.

Most Disliked Features of Google Scholar and Mendeley. On using
Google Scholar and Mendeley, the references could not be extracted automati-
cally and referenced papers could not be downloaded on click. Instead, the par-
ticipants had to download all of them manually. That’s why solving task (T7)
with Google Scholar or Mendeley took much longer than with Icecite. Further, 3
participants disliked that Mendeley does not support multi-colored annotations,
and 5 participants disliked that the annotations are not fully modifiable after
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Table 5. Breakdown of the results of our user study. For each task (T1)-(T9), the
participant’s subjective satisfaction and the required time for solving the task with
Google Scholar, Mendeley and Icecite is stated. For each task, the best results are
emphasized in bold.

Google Scholar Mendeley Icecite

(T1) 4.0 2.4 min 3.8 2 min 4.1 1.3 min

(T2) 4.2 1.4 min 3.7 1.8 min 4.2 1.3 min

(T3) 3.7 3.5 min 2.7 4.5 min 4.4 2 min

(T4) 1.2 - 3.0 7.2 min 4.0 2.5 min

(T5) 1.0 - 3.5 3.4 min 4.5 2 min

(T6) - - 2.2 5 min 4.6 1.5 min

(T7) 2.2 11.8 min 2.2 15.6 min 4.1 8.3 min

(T8) 2.0 4.1 min 4.7 1.9 min 4.0 2.1 min

(T9) 4.0 0.8 min 4.6 1 min 4.8 0.7 min

exporting a PDF file. It turned out, that the tasks (T4) and (T5) could not be
solved with a reasonable effort using Google Scholar. That’s why 5 participants
have missed these tasks, if they were asked to solve them using Google Scholar
(and that’s why the required time for (T4) and (T5) is denoted by “-” in the
respective column in Table 5).

Most Liked Features of Google Scholar and Mendeley. The search func-
tion of Mendeley was generally enjoyed and outperformed those of Icecite and
Google Scholar (T8). Every participant liked the possibility to jump directly
to the position of a query-relevant text-passage in a PDF file. Further, Google
Scholar was praised by 3 participants for its simplicity and its quality of search
results.

Most Disliked Features of Icecite. 9 participants have complained about
the minimal feedback the system is giving to users about what it is currently
doing. They asked for more messages of the sort: “logging in”, “saving docu-
ments/annotations”, “synchronizing”, etc. 6 participants expressed that existing
messages could be more precise, e.g. by specifying the reason, why an import of
a referenced research paper has failed. All participants but one were annoyed by
small bugs of the search box: after sending a search query, the focus of the search
box was lost such that it must be clicked again to modify the query. However,
all of these revealed weaknesses are easy to address.

8 Conclusion and Future Work

We have presented Icecite, a fully web-based research paper management system
(RPMS) with a unique feature set that has not yet been achieved by any other
RPMS. This in particular applies to the automatic metadata and reference ex-
traction, provided by Icecite with accuracies over 95%. We have also verified the
benefits of Icecite in a small user study.
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We have provided an error analysis of the missing few percents in accuracy. It
appears that about half of these errors can be addressed by a further improved
identification step (see Sections 3 and 4). The total extraction time per PDF is
good (below 1 second for DBLP, 1-2 seconds for PubMed) but could be improved
further. However, the current bottleneck here is not our algorithms, but the
PDFBox library. Our small user study confirmed that the unique feature set of
Icecite, in particular the automatic metadata and reference extraction and the
one-click reference downloading, is of great practical value to users.
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Abstract. Hadoop is being used for various diverse kinds of applica-
tions over diverse kinds of data. This makes developing and managing
data flows over Hadoop MapReduce a complex task. Various scripting
languages such as Hive, Pig, Jaql, etc., have been developed to hide the
complexity of MapReduce applications from the user. But, even these
high level query languages can get complex over-time and it is a non-
trivial task even for a user proficient in these languages to develop, debug,
and maintain these scripts. This paper presents a middleware for devel-
oping and maintaining MapReduce data flows. This middleware can be
used to Extract data from diverse data sources, Load it into distributed
file system, and T ransform in a format which can be easily analyzed by
the subsequent systems in a user friendly manner. MetaOperators are
the backbone of our middleware. Using MetaOperators one can express
a data-flow only by specifying the relevant inputs rather than worry-
ing about data schema and the query syntax. A data-flow written using
such MetaOperators localizes schema specific parts of the query to the
MetaOperator parameters making the flow easier to develop, debug, and
maintain. Using these MetaOperators we show how one can express op-
erations over hierarchical as well as flat data in a similar manner, track
data schema as it flows through the operators, and add a drag-and-drop
GUI layer on top of this framework. This brings MapReduce application
development in the realm of middle management.

1 Introduction

Hadoop, an open source implementation of Google’s MapReduce [11], has be-
come extremely popular for carrying out analytics over large scale data, e.g.,
telecom call detail records (CDRs), web-logs, social media data, credit card
data, etc. These applications can easily get multiple millions of new records
everyday. It may not be suitable to use traditional SQL data warehouses in such
scenarios as the cost of storing such large amount of data may be very high. Sec-
ondly warehouses only process relational data while many scenarios will contain
unstructured and/or semi-structured data. One can process structured, semi-
structured, and unstructured data using Hadoop. Hadoop does not enforce any
data model, data format, or operation semantic. For example, using Hadoop one
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can get all the users making calls above a certain duration, calculate percentage
of twits having positive opinion about a particular product, etc. Such diversity of
data model, formats, schema types, etc., makes writing applications over Hadoop
very difficult. One can use various procedural languages like Java, Python, etc.
to write map and reduce functions. Various scripting languages like Jaql [7] and
Pig [5]; and descriptive SQL-like interfaces like Hive [13] are proposed to query
data stored in Hadoop’s Distributed File System (HDFS). But there are various
problems with using procedural and scripting languages for writing MapReduce
applications:

– For writing MapReduce jobs using procedural languages, one has to create
key-value pairs from input data and write custom code for each application.
This makes the MapReduce code development and maintenance difficult and
time consuming requiring highly skilled developers.

– For each MapReduce job to run optimally, one needs to configure a num-
ber of parameters, such as number of mappers, number of reducers, size of
data block each mapper will process, etc. Finding suitable values of these
parameters is not easy.

– An application may require a series of MapReduce jobs. Hence, one needs
to write these jobs and schedule them properly.

– One can use descriptive language like Hive to write simple MapReduce ap-
plications, but Hive only supports structured data and relational operations.

– Scripting languages like Pig and Jaql can be used to write complex flows
of statements. But in these scripting languages, script syntax is function of
data model and schema. Hence, the learning curve needed to get an expertise
in these scripting languages is steeper vis-a-vis SQL.

– For applications written using procedural languages as well as scripting lan-
guages, it is very difficult to visually extract information about data model
and application semantics as the whole process of reading data, providing
structure to it (or creating entities), processing the data, and writing output
is monolithic without any descriptive meta data.

– In absence of meta data, it is very difficult to describe output data, debug a
program, and reuse data and applications (or parts of applications).

This paper presents a middleware that has been designed for developing, de-
bugging, and maintaining data flows over Hadoop with increased usability. Fig-
ure 1 shows various parts of the middleware we are presenting in this paper.

1.1 Contributions and Organization

Contributions of this paper are

– We present a middleware using which data flows involving multiple types of
data can be written in a unified manner without worrying about the data
model and syntax.



412 R. Gupta et al.

Data Sources

ELT Middleware

Hadoop MapReduce and HDFS

Scripting engine and Optimizations

……

MetaOperators
Meta Data 
Repository

Utilities

CLUSTER

GUI (AnalyticsStage)

Fig. 1. Middleware Block-diagram

– Our middleware includes a set of MetaOperators which are generic enough
to allow a user to develop complex MapReduce data flows. A MetaOperator
is designed in a manner so that a user can express her requirements only
by specifying the set of relevant inputs (operation to be performed with
operands). As a result, the logic of the data flow is separated from
the schemas that are specified for a given data flow instance.

– A data-flow can be visualized as a sequence of MetaOperator statements.
Thus, writing a data-flow reduces to figuring out what operations need to be
carried out and what should be the input parameters for these operations
irrespective of data schema and format. Hence using our middleware one can
develop data flows with write-as-you-think philosophy.

– Although one can use any generic programming language like Java to im-
plement these MetaOperators, in this paper, we use Jaql for developing a
proof-of-concept, as Jaql provides an easier abstraction of MapReduce pro-
gramming. The issues and challenges remain the same irrespective of which
scripting language is used.

– As an application is a well structured sequence of MetaOperators, the mid-
dleware allows one to easily track the data flow. The middleware provides
utilities for deriving the data schema and lineage, checking inconsistencies in
the input for MetaOperators calls, etc. The middleware provides a catalog to
store and query meta data. This catalog can be used to query, for example,
how the schema will change after a specified MetaOperator call. This allows
for a faster debugging of data-flows.

– One can easily extend the middleware using a GUI tool to develop data flows
using a visual drag-and-drop approach.We illustrate this, by integrating IBM
InfoSphere DataStage [3] with Hadoop using this middleware.

Section 2 discusses the related work in the areas of user friendly ways of de-
veloping data-flows. Jaql data model and operations are introduced in Section
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3. This section also outlines difficulty in processing hierarchical data. Section 4
outlines the motivation and important characteristics of MetaOperators. Mid-
dleware utilities are explained in Section 4.2. Extensions for IBM InfoSphere
DataStage to support Hadoop based data-flows are explained in Section 5. By
using real-world data, Section 6 shows that MetaOperator based design is scal-
able with low overheads. The paper concludes in Section 7.

1.2 Running Example

Our middleware makes unstructured, semi-structured, and hierarchical nested
data processing easier. Hence the running example has books data which is array
of book records. Each book record has details about book, its authors, book
reviews, and textual discussions of those reviews. Including reviews makes the
data hierarchical with each review having its meta data besides the review text
and ratings. Figure 2 shows the example data.

books = [{
publisher : ‘Scholastic’,
author : ‘J. K. Rowling’,
title : ‘Deathly Hallows’
year : 2007

},
{

publisher : ‘Scholastic’,
author : ‘J. K. Rowling’,
title : ‘Chamber of Secrets’
year : 1999,
reviews : [

{rating: 8, user: ‘rob’, review: ‘High on my list ...’},
{rating: 2, user: ‘mike’, review: ‘Not worth the paper ...’,

discussion:
[{user: ‘ben’, text:‘This is too harsh ... ’},
{user: ‘jill’, text:‘I agree ...’}]}],

}]

Fig. 2. Example hierarchical data

Besides using this data for explaining various concepts, we use real data from
diverse domains such as credit card transactions, web-logs at IBM web servers,
warehouse data for a retail chain, etc., to show that our middleware is broad-
based and gives good performance for these diverse data types.

2 Related Work

A number of studies have looked at various methods for assisting users in for-
mulating complex SQL queries. Various visual query building tools have been
developed [2,4,8] which are targeted to users who struggle with select-from-where
paradigm. QueRIE [10] system recommends queries based on patterns developed
using queries authored by other users. SnipSuggest [12] is a SQL auto-complete
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system which considers a partial query that a user has typed so far and gen-
erates recommendations for completing the query. This is done by maintaining
queries issued so far and drawing an inference from them. Our middleware does
not assist users in completing complex MapReduce queries, rather, it provides a
new framework using which users can easily express her data processing tasks.
Techniques developed in this middleware can be used to design the correspond-
ing system for SQL as well. We are not aware of any study which help users in
formulating Jaql/Pig queries.

A number of systems have been developed for large scale data processing
using MapReduce. Hive [13] provides HiveQL, a subset of SQL, with features
like from clause sub-queries, various types of joins, group bys, aggregations, and
create table as select, which all make HiveQL very SQL like and hence requires
minimum effort to migrate to Hadoop infrastructure. Pig [5] provides a script-
like syntax for developing data flows that are evaluated using MapReduce. Pig
provides a sweet spot between SQL and MapReduce by providing high-level data
manipulation constructs, which can be assembled in an explicit data-flow, and
interleaved with custom MapReduce functions. Jaql [7] is a functional data query
language whose data model is based on Java Script Object Notation (JSON).
Jaql is a general purpose data-flow language that manipulates semi-structured
data. We do not propose a new language, rather, a framework which may use
these scripting languages to easily develop and debug MapReduce applications.

While Hive, Pig, and Jaql are data processing languages, a number of other
studies have looked at aiding the development of MapReduce tasks, e.g., Google’s
FlumeJava [9], the PACTs programming model [6], Cascading project [1], etc.
FlumeJava handles pipelines of map and reduce functions and makes them easy
to test, and run efficiently. PACT programming model is a generalization of
MapReduce programming model and aims to carry out data processing tasks
cannot be represented as map and reduce tasks or which are hard to represent.
Cascading is a library of Java APIs used for defining and executing MapReduce
workflows on Hadoop without having to think in MapReduce. We also define a
middleware which can be implemented in any of the scripting languages so that a
data flow can be specified in a user friendly manner. Compared to Cascading, our
ELT middleware works on scripting languages providing higher level abstraction
and meta data utilities.

3 Data Processing Tasks and Jaql

Considering that Jaql is a Turing complete language (hence one can implement
any functionality), we take Jaql as the reference scripting language for this paper.
This section summarizes the data model and operations supported by Jaql. While
designing the middleware we ensure that these operations are well supported
without the complexities of Jaql syntax.
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3.1 Jaql Data Model (JDM)

Like JSON, Jaql data model consists of atomic types (integer, double, string,
boolean, null, etc.) and complex types (arrays and records (structures)). Unlike
JSON, JDM’s atomic types are extended with binary, date, and a few other
useful data types. A record consists of a set of keys and their associated values.
An array value is an ordered list of atomic values. Thus, JDM can model data
that ranges from simple and flat to complex and nested hierarchical. Figure 2
shows the example JDM records for books data. In the books records attributes
publisher, author, title, year, and reviews can be seen as depth 1 attributes. Child
nodes of reviews are depth 2 attributes. The attributes reviews and discussion
are array of records. Unlike relational format, all the JSON records need not
have the same schema.

3.2 Data Processing Using Jaql

Jaql provides users with a declarative syntax to carry out SQL like operations
on data. Jaql has six core functionalities: filter, transform, group, join, sort, and
expand. These functionalities have the same meaning as their SQL counterparts.
Operation transform is similar to SQL’s select clause allowing the users to carry
out a projection or apply a function to all items of an input. The expand oper-
ation takes an array of arrays as input, and unnests one level creating an array
of input elements. For example, consider the following code snippet C1:

books2 = books → filter $.year ≤ 2000;
AllReviews = books2 → expand $.reviews;
AllReviews → group by rating = $.rating into

{Rating : rating, count : count($[∗])};

In this snippet, all the books published before the year 2000 are filtered out;
all reviews are collected in variable AllReviews ; and and the number of reviews
for each rating are counted.

Jaql functions enable re-usability of a Jaql script. A set of expressions can be
encapsulated as a function, this function can be parametrized, and invoked from
anywhere in a Jaql script. Body of a Jaql function TestFunc and an example
function call is shown in C2:

TestFunc = fn(books, year)
(books → filter $.year ≤ year);

TestFunc(books, 2000);

One can think of various operations to be applied to a nested data (e.g., book
reviews). For example consider the following code snippet:

C3: For each discussion, count the number of comments made by every user
and add this information as the new attribute DiscussionStats with the parent
being reviews.
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books → transform {${∗ − .reviews},
reviews : $.reviews → transform {${∗},
DiscussionStats : $.discussion → group by user = $.user

into{user, commentCount : count($[∗])}}};

In C3, the group-by operation is needed to be applied on the attribute dis-
cussion which is a depth 2 attribute. This nested operations makes the script
complex and difficult to understand. Our middleware abstractions aim to lift
such references to the MetaOperator parameters so that one can easily spec-
ify the operation to performed along with required inputs. Further, field name
changes, or more complex structural changes, can be easily dealt with. Thus, us-
ing MetaOperators make it easier to manipulate nested data and accommodate
the structural variations that arise from related but distinct data sources (e.g.,
books data from some another source), as explained next.

4 MetaOperators

As seen from the code snippet C3, a statement for processing hierarchical data
may become pretty complex and such complex statements frequently occur
in work-flows processing hierarchical data. A hierarchical operation may often
change the data schema, for example, by adding or dropping a certain attribute,
or by changing the level of an attribute etc. It hence becomes difficult to parse,
understand or debug the logic of the scripts of such work-flows. One needs to
carefully read every statement and infer its intent to make out the overall ob-
jective of the script. This process is even more difficult for a person who is not
the author of the script, especially more so if the user does not have enough
experience with the writing MapReduce applications using scripting languages.

The aim of our middleware is to provide a new approach using which a user
can express a data-flow easily. A user need not write complex statements and
hence need not have a detailed knowledge of the scripting languages. Secondly,
it is easy to understand and parse a workflow script generated using our mid-
dleware. The backbone of our middleware is the concept of MetaOperators.
We identify the common functionalities and define a MetaOperator for each of
these functionalities. A user, instead of writing a scripting statement for using
a functionality, makes a call to the corresponding MetaOperator defined in our
middleware. The intuition behind a MetaOperator is that a user identifies the
necessary inputs for carrying out an operation and provides these inputs to the
MetaOperator. The MetaOperator in turn carries out the corresponding opera-
tion. For example, instead of writing a statement for aggregating a data in C3,
a user can make a call to a MetaOperator MetaAggregation:

C4: For each discussion, count the number of comments made by every user.
Add this information as the new attribute DiscussionStats with the parent being
reviews.
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path = [“reviews”, “discussion”]; keys = [“user”];
functions = [fn(r)count(r)];
newAttributes : [“commentCount”]; aggOutputAttr : “DiscussionStats”;
params = {path : path, keys : keys, functions : functions,

aggOutputAttr : aggOutputAttr, newAttributes : newAttributes};
MetaAggregation([books], params);

This is the equivalent middleware statement for the code-snippet C3. Note
that instead of writing a complex statement like C3, a user identifies the relevant
inputs. The inputs required for an aggregation operation on a hierarchical data
are as follows:

– path: Which attribute in the hierarchical schema is being aggregated? The
variable path specifies the path from the root node in the schema tree to the
attribute being aggregated. In C3, we are carrying aggregation on the at-
tribute discussion. This attribute is a depth 2 attribute as shown in Figure 2
with its ancestors being reviews.

– keys: What are the keys on which the input data is grouped by? In C3, the
aggregation is being done on attribute user. As a group-by operation may
need more than one key, the variable keys is an array.

– functions: What is the aggregation function being used? In C3, we perform
a count for each distinct value of user. As a group-by statement may involve
more than one aggregation function (e.g, max, min, avg etc), the variable
functions is an array.

– newAttributes: These attributes hold the output of individual aggregation
operation for each distinct value of aggregation-key. In C3, the count of
comments by each user is held by attribute commentCount. The size of the
array newAttributes is hence same as the size of the array functions.

– aggOutputAttr: This attribute is only required in case of hierarchical data.
If the group-by operation is being done on a nested attribute, we need to
insert a new attribute in the data schema which will hold the output of
aggregation. This attribute will be a sibling of the node on which aggregation
is being carried out. In C3, we introduce a new attribute DiscussionStats
which holds the output of aggregation on the attribute discussion.

Different MetaOperators may need different sets of input parameters. The
details of these input-parameters is made available to the users a-priori. Note
that the task of specifying a set of input parameters correctly is much easier vis-a-
vis writing a complex Jaql statement correctly. A MetaOperator statement hence
is much simpler vis-a-vis the corresponding operation in Jaql. As a result, the
users not proficient in Jaql, can also easily specify an analytic task on Hadoop.

MetaAggregation is a MetaOperator our middleware implements which car-
ries out the aggregation on the input data. All MetaOperators have a common
interface MetaOperator(input data, parameters) irrespective of the oper-
ation being performed and schema of the input data. By providing a common
interface MetaOperators hide the complex implementation from the user. Each
MetaOperator has two parameters:
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– input data: The attribute input data specifies the input stream(s) or data
sequence for the MetaOperator. The input data may represent one or more
input streams, e.g., MetaJoin may need two input streams.

– parameters: The attribute parameters is a JSON formatted string and
specifies the parameters needed to carry out an operation. The structure
of parameters (i.e., the set of the key-value pairs) is different for different
MetaOperators.

We next outline the various functionalities for which we developed the Meta-
Operators in our middleware.

4.1 Types of MetaOperators

1. Core Operators: These operators correspond to various SQL operations,
performed over flat data, extended to more complex data types. MetaFil-
ter, MetaAggregation, MetaSort, MetaTransform, and MetaJoin have the
semantics similar to their SQL counter part. Besides these, MetaExpand is
specifically useful for array field types.

2. IO operators: These operators are used for reading data from various
data sources and writing data to various destination types. MetaRead and
MetaWrite have parameters using which one can read/write files from local
disk, remote disk, or HDFS; and files with different formats– text input,
CSV, etc.; from different data sources (e.g., a database, a web source). One
can use a custom input format to read HDFS files with different formats.
Similarly, one can provide an output format for MetaWrite to write on a
file, database, etc. For example, MetaRead for reading custom format has
four extra attributes in the params structure: adapter (to identify record
boundaries), format(class to read custom input records), converter (class to
convert custom record into JSON), and configurator( class to read format
specific configurations).

3. Miscellaneous Operators: We have defined some other MetaOperators
to perform certain functions over unstructured and streaming data types.
MetaAnnotation can be used to provide a structure to unstructured natural
language text. We have encoded annotators to extract out commonly used
annotations such as phone numbers, addresses, IBM product names, person
names, etc., from a given text or fields of the input data. User can also
specify regular expressions to extract other types of annotations. Another
MetaOperator,MetaWindow, can be used to process input data with window
semantics. Width of the window can be temporal, number of records, or one
can also specify start and stop functions for creating a customized window.
Other miscellaneous MetaOperators include MetaMove and MetaCopy for
hierarchical data restructuring.

4. Vertical Specific Operators: These operators are designed for a specific
vertical, e.g., operators for telecom data, scientific data, etc. These operators
can be enabled for the vertical specific applications. Scientific data arises in
a number of scenarios like weather modeling, earth modeling, etc. Scientific
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data contains the values of attributes (e.g., temperature, pressure) at various
latitude, longitude, elevation, time, etc. We implemented MetaOperators for
carrying out a number of analytic tasks like pattern search, histogram and
anomaly computation, spatial and interval joins, etc. For example, MetaP-
atternSearch can be used to find data points which are within a threshold
distance of the pattern provided. The input for this MetaOperator is spatio-
temporal data in the form of a 2-dimensional array of attribute-values, de-
fined over a pre-defined range of latitude and longitudes.

5. Custom Operators: Considering that Hadoop is being used for diverse
kinds of applications and input data, we have made the middleware expand-
able, where users can define their own MetaOperators. These MetaOperators
should have the same signature so that the operators can be used for schema
inferencing, debugging support, meta data management, etc., as explained
Section 4.2. For help in defining custom MetaOperators, we defined two
extensible MetaOperators– one can be used to expose a Java function as
data flow operator and another to encapsulate any Jaql function. Aim of the
MetaOperator based middleware is to design most data flows with minimum
number of MetaOperators. Still one can use these extensibility features for
domain specific operations.

As proof-of-concept, we implemented these MetaOperators using Jaql because of
its abstraction capabilities, described in Section 3, and its Turing completeness.
For example, implementing these operators using Hive (no support for hierar-
chical processing), and Pig (inefficient support for hierarchical processing with
parameter passing) will be very difficult. The MetaOperators implementation us-
ing Jaql can use the build-in compiler of Jaql for compiling and efficient running
of the code. In contrast, if we use a generic language like Java for implementing
MetaOperators, we had to write our own compiler and optimization algorithms.
Implementation using Jaql was challenging specifically for hierarchical data pro-
cessing as input data schema and operation parameters are not known a-priori.
The principal challenge proved to be how to execute an operation on a nested
attribute. This required us to traverse the data, reach the given attribute (i.e, the
attribute provided in the parameter path) and perform the given operation on
the attribute. For each ancestor of that attribute, we perform different function-
alities depending on whether that attribute is an array or a nested record. We
used the recursion capability of Jaql to do the same. We optimized this recursive
implementation for each MetaOperator for performance so that the overhead of
our middleware (with respect to native Jaql code) is minimum.

4.2 Advantages of MetaOperators

Main advantages of our MetaOperators based middleware can be summarized
as ease of developing and maintaining big data applications and code and data
reuse. A MetaOperator based script will be a series of MetaOperator calls with
more transparent code and data schema at the operator boundaries. There is
support for processing hierarchical data in a manner similar to the flat data.
A user can simply look at the details of parameters to infer the semantics of
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the operation. This results in easier debugging and management of data-flows.
Further, by virtue of operation semantics becoming transparent, MetaOperator
based scripts can be reused easily by different users for different applications.
One can easily derive data lineage (how data was generated?) in our middleware
based data-flows. This make Hadoop data being reused across applications and
users, which, otherwise not very easy to do.

As MetaOperators bring out functionality and properties of every operation
in open, we can extract meta data about each MetaOperator which in turn
can be used to extract meta data about a data-flow. Such meta data can be
used for schema propagation in a data-flow, searching flows for some specified
functionality (which can enable reusing parts of flow), checking input properties,
etc.

For each MetaOperator we implemented a utility which checks for the validity
of input parameters. This utility performs the checks such as: each parameters
should contain all the required attributes with their required types, the path
attribute on which the intended operation is being carried out should be an array,
etc. For example, each MetaAggregation operator should contain keys whereas
functions is optional. One can just group the records using the keys without
applying any aggregation function.

For every MetaOperator we implemented a schema propagation utility that
computes the schema of the output data that will be obtained after a call to the
MetaOperator for a given input data/schema and the corresponding MetaOper-
ator parameters. Each of these functions takes two parameters: (a) input data or
schema, and (b) the parameters passed to the MetaOperator call. One can use
this utility to get schema after a series of MetaOperator calls in a data flow.

5 Adding GUI to the Middleware

We have discussed how our MetaOperators based design paradigm makes it easy
for a user to design MapReduce data-flows. But still one has to write MetaOp-
erators based script remembering all the required and optional parameters. To
further improve usability, we next show how other software systems can easily be
plugged into the middleware to extend their capabilities. We illustrate this by dis-
cussing extensions of IBM InfoSphere DataStage [3], AnalyticsStage, using the
middleware. IBM InfoSphere DataStage is a platform for integrating relational
data across multiple data sources and loading (after ETL) it to data warehouses.
It has a visual front-end (GUI)– canvass and set of stages and links. Users can
drag and drop stages and links over canvass to define ETL flows. Each stage,
requiring a certain number of input properties, describes a specific operation.
Two stages are joined by a directed edge implying that the output of the source
stage is fed as an input to the destination stage. We extend relational operations
for their hierarchical counter-parts and create new stages for non-relational op-
erations. For each such stage, we have the corresponding MetaOperators calls.
For example, TextAnnotation stage can be used in text analysis scenarios for
parsing natural language text and extracting structured/semi-structured enti-
ties. Figure 3 shows an example of a data flow over DataStage. In this example,
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Fig. 3. Data flow over AnalyticsStage

one reads Customer debit data and filters out the data corresponding to year
2010. The resultant data is hierarchical data with each debit record containing
city id. This data is joined with City data. The join output is aggregated on
city for each customer and output is presented in the user specified format. A
compiler reads the data-flow, parse each stage with its input and output links,
generates a MetaOperators script, and runs the script over Hadoop MapReduce.

6 Performance Results

We performed various experiments to show that (1) All the MetaOperators of
the middleware are scalable; and (2) Compared to a script (or MapReduce code)
written by an expert (having written more than 10000 lines of MapReduce code
and/or more than 2000 lines of scripts), middleware (with AnalyticsStage) pro-
vide query response time with very low overhead.
Experiment setup: The experiments were run over a 16 node Hadoop cluster
built using Blade Servers with four 3 GHz Xeon processors having 8GB memory
and 200 GB SATA drives. These machines run Red Hat Linux 5.2. The software
stack comprises of Hadoop-0.20.2 with HDFS.

For the first experiment we used books data (Figure 2) as input where each
book record had between 0 and 5 reviews. The number of discussion for every
review were distributed between 0 and 15. Total number of authors and users
were 5000. Ten million such records occupied approximately 20 GB space on
disk. We bench-marked three hierarchical queries.

SQ1: Insert a new attribute textLength which measures the count of charac-
ters of the discussion text. This involves a call to MetaTransform operator.
SQ2: Carry out a group-by operation on attribute discussion and count the
number of comments for every user.
SQ3: Join discussion attribute with a set of user records describing user details
such as user name, educational details, geography, etc.

Number of book records were varied from 2 million to 10 million and the
time taken for the MetaOperator execution was noted. Results from Figures
4 show that the Jaql implementation of our middleware is scalable. It can be
seen that for processing up to 5 times data, MetaOperators take around 4 times
the response time compared to that for processing of 2 million records. This
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Fig. 4. Scalability Analysis

shows that our implementation has some fixed cost component besides the cost
increasing sub-linearly with increasing data sizes. This is an important result for
big data processing.

In the next experiment, we compared the response time for data flows written
using AnalyticsStage with the same flows written by a user proficient in Jaql.
The proficient user is expected to write script which leads to better response
times. We considered three use cases for this experiment:

Credit Card Fraud Detection: In this job, we get credit card transactions
data, and create tuples of consecutive transaction over the same card. These tu-
ples were used to create indices over amounts of transactions, their geographical
area, and time difference between them. These indices can further be used to
identify potentially fraud transactions.

Distributed Store Chain: In this typical ETL job, we collect transactional
data from distributed store chain and create various summaries of them.

Web-log Processing: The third job involves semi-structured/unstructured
data processing. In this job, web logs are collected from various sources, fields
like date, client IP address, geography, url, referrer, etc., are extracted and data
is cleaned for further analytics.

Figure 5 compares the execution time taken for the three jobs along with the
time taken for the expert written queries. AnalyticsStage has to perform extra
processing because of two reasons: firstly, MetaOperators have to determine the
hierarchical level where the intended operation is performed; and secondly, the
MetaOperator code which is called for a particular query depends on whether
any of the ancestors (represented using path) is an array or a record. Still, the
response times for AnanlyticsStage job and expert written scripts were found to
be roughly same. This shows that our middleware can be used to express job-
semantics succinctly, and the generated query does not result into additional or
redundant map-reduce tasks. Thus, we can say that the middleware can indeed
be used to build and execute real-life job flows.
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Fig. 5. Comparison of execution time for expert and AnalyticsStage query

7 Conclusions and Future Work

In this paper we presented a middleware and associated utilities aiming at mak-
ing the process of designing MapReduce data flows easier and more convenient;
especially for a user not proficient in MapReduce query languages. We discussed
various features the middleware provides, the support for hierarchical and tex-
tual data, schema handling and debugging, meta data management, etc. We also
discussed a proof-of-concept implementation of MetaOperators and showed that
the implementation provides scalable results. Currently we are exploring and
incorporating capabilities for storing and handling various data-flow meta-data
statistics.
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Abstract. Structured data is picking up on the Web, particularly in
the search world. Schema.org, jointly initiated by Google, Microsoft, and
Yahoo! provides a hierarchical set of vocabularies to embed metadata in
HTML pages for an enhanced search and browsing experience. RDFa-
Lite, Microdata and JSON-LD as lower semantic techniques have gained
more attention by Web users to markup Web pages and even emails
based on Schema.org. However, from the user interface point of view,
we still lack user-friendly tools that facilitate the process of structured
content authoring. The majority of information still is contained in and
exchanged using unstructured documents, such as Web pages, text docu-
ments, images and videos. This can also not be expected to change, since
text, images and videos are the natural way how humans interact with
information. In this paper we present RDFaCE as an implementation of
WYSIWYM (What-You-See-Is-What-You-Mean) concept for direct ma-
nipulation of semantically structured content in conventional modalities.
RDFaCE utilizes on-the-fly form generation based on Schema.org vocab-
ulary for embedding metadata within Web documents. Furthermore, it
employs external NLP services to enable automatic annotation of enti-
ties and to suggest URIs for entities. RDFaCE is written as a plugin
for TinyMCE WYSIWYG editor thereby can be easily integrated into
existing content management systems.

Keywords: WYSIWYG, WYSIWYM, Semantic Content Authoring.

1 Introduction

Structured data is picking up on the Web, particularly in the search world.
Semantic structuring of content provides a wide range of advantages compared
to unstructured information. It facilitates a number of important aspects of
information management:

– For search and retrieval enriching documents with semantic representations
helps to create more efficient and effective search interfaces, such as faceted
search [18] or question answering [9].

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 425–438, 2013.
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Fig. 1. Microdata and RDFa web usage trends over a historical time period on a large
selection of Websites queried by BuiltWith (http://trends.builtwith.com)

– In information presentation semantically enriched documents can be used
to create more sophisticated ways of flexibly visualizing information, such as
by means of semantic overlays as described in [3].

– For information integration semantically enriched documents can be used to
provide unified views on heterogeneous data stored in different applications
by creating composite applications such as semantic mashups [2].

– To realize personalization, semantic documents provide customized and
context-specific information which better fits user needs and will result in
delivering customized applications such as personalized semantic portals [15].

– For reusability and interoperability enriching documents with semantic rep-
resentations facilitates exchanging content between disparate systems and
enables building applications such as executable papers [11].

Schema.org, jointly initiated by Google, Microsoft, and Yahoo! provides a
collection of shared schemas that webmasters can use to markup their pages in
order to enable enhanced search and browsing experiences recognized by major
search providers. RDFa, Microdata and JSON-LD as lower semantic techniques
have gained more attention by Web users to markup Web pages and even emails
based on Schema.org (cf. [10] and Figure 1). However, in order for users to truly
benefit from this semantic techniques, we need ways to author, visualize and
explore unstructured and semantic information in a user-friendly manner. The
majority of information still is contained in and exchanged using unstructured
documents, such as Web pages, text documents, images and videos. This can
also not be expected to change, since text, images and videos are the natural
way how humans interact with information.

In this paper we present WYSIWYM (What-You-See-Is-What-You-Mean)
concept for direct manipulation of semantically structured content in conven-
tional modalities. Our WYSIWYM concept formalizes the binding between se-
mantic representation models and UI elements for authoring, visualizing and
exploration. As an implementation of WYSIWYM model suitable for lower se-
mantic techniques, we showcase RDFaCE interface. RDFaCE utilizes on-the-fly

http://trends.builtwith.com
Schema.org
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form generation based on Schema.org vocabulary for embedding metadata within
Web documents. Furthermore, it employs external NLP services to enable auto-
matic annotation of entities and to suggest URIs for entities. RDFaCE is written
as a plugin for TinyMCE WYSIWYG editor thereby can be easily integrated
into existing content management systems.

The remainder of this article is structured as follows: In Section 2, we describe
the background of our work and discuss the related work. Section 3 describes the
fundamental WYSIWYM concept proposed in the paper. In Section 4, we intro-
duce RDFaCE as an implemented WYSIWYM interface. Section 5 explains some
use cases of WYSIWYM authoring of structured content based on Schema.org.
Finally, Section 6 concludes with an outlook on future work.

2 Related Work

Binding data to UI elements. There are already many approaches and tools
which address the binding between data and UI elements for visualizing and
exploring semantically structured data. Dadzie and Rowe [4] present the most
exhaustive and comprehensive survey to date of these approaches. For example,
Fresnel [12] is a display vocabulary for core RDF concepts. Fresnel’s two founda-
tional concepts are lenses and formats. Lenses define which properties of an RDF
resource, or group of related resources, are displayed and how those properties
are ordered. Formats determine how resources and properties are rendered and
provide hooks to existing styling languages such as CSS.
Parallax, Tabulator, Explorator, Rhizomer, Sgvizler, Fenfire,RDF-Gravity, IsaViz
and i-Disc for Topic Maps are examples of tools available for visualizing and
exploring semantically structured data. In these tools the binding between se-
mantics and UI elements is mostly performed implicitly, which limits their ver-
satility. However, an explicit binding as advocated by our WYSIWYM model
can be potentially added to some of these tools.

In contrast to the structured content, there are many approaches and tools
which allow binding semantic data to UI elements within unstructured content
(cf. our comprehensive literature study [6]). As an example, Dido [5] is a data-
interactive document which lets end users author semantic content mixed with
unstructured content in a web-page. Dido inherits data exploration capabilities
from the underlying Exhibit1 framework. Loomp as a prove-of-concept for the
One Click Annotation [1] strategy is another example in this context. Loomp
is a WYSIWYG web editor for enriching content with RDFa annotations. It
employs a partial mapping between UI elements and data to hide the complexity
of creating semantic data.

WYSIWYG and WYSIWYM. The term WYSIWYG as an acronym for What-
You-See-Is-What-You-Get is used in computing to describe a system in which
content (text and graphics) displayed on-screen during editing appears in a form
closely corresponding to its appearance when printed or displayed as a finished

1 http://simile-widgets.org/exhibit/

http://simile-widgets.org/exhibit/


428 A. Khalili and S. Auer

product. WYSIWYG text authoring is meanwhile ubiquitous on the Web and
part of most content creation and management workflows (e.g. content man-
agement systems , weblogs, wikis). However, the WYSIWYG model has been
criticized, primarily for the verbosity, poor support of semantics and low quality
of the generated code and there have been voices advocating a change towards
a WYSIWYM (What-You-See-Is-What-You-Mean) model [17,16].

The first use of the WYSIWYM term occurred in 1995 aiming to capture
the separation of presentation and content when writing a document. The LyX
editor2 was the first WYSIWYM word processor for structure-based content
authoring. Instead of focusing on the format or presentation of the document,
a WYSIWYM editor preserves the intended meaning of each element. For ex-
ample, page headers, sections, paragraphs, etc. are labeled as such in the edit-
ing program, and displayed appropriately in the browser. Another usage of the
WYSIWYM term was by Power et al. [13] in 1998 as a solution for Symbolic Au-
thoring. In symbolic authoring the author generates language-neutral “symbolic”
representations of the content of a document, from which documents in each tar-
get language are generated automatically, using Natural Language Generation
technology. In this What-You-See-Is-What-You-Meant approach, the language
generator was used to drive the user interface (UI) with support of localiza-
tion and multilinguality. Using the WYSIWYM natural language generation
approach, the system generates a feed-back text for the user that is based on a
semantic representation. This representation can be edited directly by the user
by manipulating the feedback text.

The WYSIWYM term as defined and used in this paper targets the novel
aspect of integrated visualization, exploration and authoring of unstructured
and semantic content. The rationale of our WYSIWYM concept is to enrich
the existing WYSIWYG presentational view of the content with UI components
revealing the semantics embedded in the content and enable the exploration and
authoring of semantic content. Instead of separating presentation, content and
meaning, our WYSIWYM approach aims to integrate these aspects to facilitate
the process of Semantic Content Authoring.

Schema.org Tools. Schema.org is an effort initiated by the popular search en-
gines Bing, Google and Yahoo! on June 2011 to define a broad, Web-scale and
shared vocabulary focusing on popular concepts. It stakes a position as a middle
ontology that does not attempt to have the scope of an ontology of everything or
go into depth in any one area. A central goal of having such a broad schema all
in one place is to simplify things for mass adoption and cover the most common
use cases [14]. Much of the vocabulary on schema.org is inspired by existing
vocabularies such as FOAF 3, GoodRelations4, OpenCyc5, rNews6, etc.

2 http://www.lyx.org/
3 http://www.foaf-project.org
4 http://www.heppnetz.de/projects/goodrelations
5 http://www.cyc.com/platform/opencyc
6 http://dev.iptc.org/rNews

Schema.org
http://www.lyx.org/
http://www.foaf-project.org
http://www.heppnetz.de/projects/goodrelations
http://www.cyc.com/platform/opencyc
http://dev.iptc.org/rNews
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Fig. 2. Schematic view of the WYSIWYM model

Schema.org annotations can be written using markup attributes in HTML
such as RDFa7 and Microdata8 or in pure JSON as JOSN-LD9. Google recently
published two Webmaster tools namely Data Highlighter and Structured Data
Markup Helper (SDMH)10 for content annotation based on Schema.org. SDMH
is very similar to RDFaCE described in this paper but with the following differ-
ences: RDFaCE unifies the authoring and publishing of the structured content
on the Web. It can be integrated into the existing content management systems
to deal with the structured content from the scratch. On the contrary, SDMH
as a standalone tool offers a separate additional step to publish metadata on
websites. The RDFaCE approach is very flexible and can be configured to cover
all the schemas on Schema.org as well as other existing vocabularies. SDMH
at the moment only supports a limited set of schemas (i.e. Articles, Events,
Local Businesses, Movies, Products, Restaurants, Software Applications, TV
Episodes) from Schema.org. RDFaCE also offers automatic content annotation
feature which is not supported by SDMH.

3 WYSIWYM Concept

In this section we introduce the fundamental WYSIWYM (What-You-See-Is-
What-You-Mean) concept and formalize key elements of the concept. Formaliz-
ing the WYSIWYM concept has a number of advantages: First, the formalization
can be used as a basis for design and implementation of novel applications for
authoring, visualization, and exploration of semantic content. The formalization
serves the purpose of providing a terminology for software engineers, user inter-
face and domain experts to communicate efficiently and effectively. It provides
insights into and an understanding of the requirements as well as corresponding

7 http://www.w3.org/TR/rdfa-syntax/
8 http://www.w3.org/TR/microdata/
9 http://json-ld.org/

10 https://www.google.com/webmasters/markup-helper/

http://www.w3.org/TR/rdfa-syntax/
http://www.w3.org/TR/microdata/
http://json-ld.org/
https://www.google.com/webmasters/markup-helper/
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UI solutions for proper design and implementation of semantic content man-
agement applications.p Secondly, it allows to evaluate and classify existing user
interfaces according to the conceptual model in a defined way. This will highlight
the gaps in existing applications dealing with semantic content.

Figure 2 provides a schematic overview of the WYSIWYM concept. The ra-
tionale is that elements of a knowledge representation formalism (or data model)
are connected to suitable UI elements for visualization, exploration and author-
ing. Formalizing this conceptual model results in the three core definitions (1)
for the abstract WYSIWYM model, (2) bindings between UI and representa-
tion elements as well as (3) a concrete instantiation of the abstract WYSIWYM
model, which we call a WYSIWYM interface.

Definition 1 (WYSIWYM model). The WYSIWYM model is a quintuple
(D,V,X, T,H) where:

– D is a set of semantic representation data models, where each Di ∈ D has
an associated set of data model elements EDi ;

– V is a set of tuples (v, Cv), where v is a visualization technique and Cv a
set of possible configurations for v;

– X is a set of tuples (x,Cx), where x is an exploration technique and Cx a
set of possible configurations for x;

– T is a set of tuples (t, Ct), where t is an authoring technique and Ct a set of
possible configurations for t;

– H is a set of helper components.

Semantic representation models are conceptual data models to express the mean-
ing of information thereby enabling representation and interchange of knowledge.
Based on their expressiveness, we can roughly divide popular semantic represen-
tation models into the three categories tree-based, graph-based and hypergraph-
based. Each semantic representation model comprises a number of representation
elements, such as various types of entities and relationships. For example, ele-
ments of a typical graph-based data model are:

– Instances – e.g. Warfarin as a drug.
– Classes – e.g. anticoagulants drug for Warfarin.
– Relationships between entities (instances or classes) – e.g. the interaction

between Aspirin as an antiplatelet drug and Warfarin which will increase
the risk of bleeding.

– Literal property values – e.g. the halflife for the Amoxicillin.

• Value – e.g. 61.3 minutes.
• Language tag – e.g. en.
• Datatype – e.g. xsd:float.

Visualization. The primary objectives of visualization are to present, transform,
and convert semantic data into a visual representation, so that, humans can read,
query and edit them efficiently. We divide existing techniques for visualization
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of knowledge encoded in text, images and videos into the three categories High-
lighting, Associating and Detail-view. Highlighting includes UI techniques which
are used to distinguish or highlight a part of an object (i.e. text, image or video)
from the whole object. For example, Framing and Segmentation (i.e. different
borders, overlays and backgrounds), Text formatting (i.e. different colors, fonts,
text size, etc.) and Marking (i.e. icons appended to text or image) are some high-
lighting techniques. Associating deals with techniques that visualize the relation
between some parts of an object. Line connectors and Arrow connectors are
two examples of associating techniques. Detail-view includes techniques which
reveal detailed information about a part of an object. Callouts as strings of text
connected to a part of text giving information about that part are an example
of detail-view techniques.

Exploration. To increase the effectiveness of visualizations, users need to be ca-
pable to dynamically explore the visual representation of the semantic data. The
dynamic exploration of semantic data will result in faster and easier comprehen-
sion of the targeted content. Zooming (i.e. changing the scale of the viewed
area in order to see more or less detail), Faceting (i.e. accessing information
organized according to a faceted classification system), Bar layouts (i.e. using
vertical nested bars to indicate the hierarchy of entities) and Expandable callouts
(i.e. interactive and dynamic callouts to explore the properties and relations of
an entity) are some examples of available exploration techniques.

Authoring. Semantic authoring aims to add more meaning to digitally pub-
lished documents. If users do not only publish the content, but at the same time
describe what it is they are publishing, then they have to adopt a structured
approach to authoring. A semantic authoring UI is a human accessible interface
with capabilities for writing and modifying semantic documents. Form editing,
Inline editing, Drawing, Drag and drop, Context menu and (Floating) Ribbon
editing are some examples of authoring techniques.

Helper components. In order to facilitate, enhance and customize the WYSI-
WYM model, we utilize a set of helper components, which implement cross-
cutting aspects. A helper component acts as an extension on top of the core
functionality of the WYSIWYM model. For example, Automation is a helper
component which means the provision of facilities for automatic annotation of
text, images and videos to reduce the need for human work and thereby facili-
tating the efficient annotation of large item collections. Recommendation means
providing users with pre-filled form fields, suggestions (e.g. for URIs, names-
paces, properties), default values etc. These facilities simplify the authoring pro-
cess, as they reduce the number of required user interactions. Moreover, they
help preventing incomplete or empty metadata.

The WYSIWYM model represents an abstract concept from which concrete
interfaces can be derived by means of bindings between semantic representation
model elements and configurations of particular UI elements.
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Definition 2 (Binding). A binding b is a function which maps each element
of a semantic representation model e (e ∈ EDi) to a set of tuples (ui, c), where
ui is a UI technique ui (ui ∈ V ∪X ∪ T ) and c is a configuration c ∈ Cui.

Figure 3 gives an example of possible bindings between the user interface (rows)
and RDF semantic representation model (columns)11. These possible bindings
were obtained from a comprehensive survey of existing tools and an analysis
of possible connections between a specific UI element and a semantic model
element. The shades of gray in a certain cell indicate the suitability of a certain
binding between a particular UI and data model element. Each binding can have
a configuration to customize its implementation. For example, special borders or
background styles, bar styles or a related icons can be defined for each semantic
entity type.

Once a selection of data models and UI elements was made and both are bound
to each other in a binding, we attain a concrete instantiation of our WYSIWYM
model called WYSIWYM interface.

Definition 3 (WYSIWYM interface). An instantiation of the WYSIWYM
model I called WYSIWYM interface is a hextuple (DI , VI , XI , TI , HI , bI), where:

– DI is a selection of semantic representation data models (DI ⊂ D);
– VI is a selection of visualization techniques (VI ⊂ V );
– XI is a selection of exploration techniques (XI ⊂ X);
– TI is a selection of authoring techniques (TI ⊂ T );
– HI is a selection of helper components (HI ⊂ H);
– bI is a binding between a particular occurrence of a data model element and

a visualization, exploration and/or authoring technique12.

4 RDFaCE WYSIWYM Interface for Structured Content
Authoring Based on Schema.org

RDFaCE (RDFaContentEditor)[8] is aWYSIWYMinterface for semantic author-
ing of textual content. It is implemented on top of theTinyMCE13 rich text editor.
RDFaCEextends the existingWYSIWYGuser interfaces to facilitate semantic au-
thoringwithin popular CMSs, such as blogs, wikis and discussion forums. The RD-
FaCE implementation is open-source and available for download together with an
explanatory video and online demo at http://rdface.aksw.org. Since releasing
the RDFaCE, the tool has been downloaded over 2000 times and the online demo

11 A more complete list of bindings are available at [7].
12 Note, that we limit the definition to one binding, which means that only one semantic

representation model is supported in a particular WYSIWYM interface at a time. It
could be also possible to support several semantic representation models (e.g. RDFa
and Microdata) at the same time. However, this can be confusing to the user, which
is why we deliberately excluded this case in our definition.

13 http://www.tinymce.com

http://rdface.aksw.org
http://www.tinymce.com
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Fig. 5. Configuration steps in RDFaCE

pagehas receivedmore than4000uniquevisits.RDFaCEasaWYSIWYMinstanti-
ation supportsMicrodata andRDFa serializations ofRDFdatamodel based on the
bindings defined in Figure 3. For visualization, it uses framing using backgrounds
to highlight the semantic entities within text content. It also supports callouts in
form of dynamic tooltips to reveal the type and property values of semantic enti-
ties. For exploration, it supports faceting based on the type of entities, properties
and values. For authoring, it employs different methods such as form editing, con-
textmenuand ribbon editing(cf. Figure 4).As helper component,RDFaCEutilizes
automation and recommendation based on external Web services.

4.1 Configuration

Figure 5 presents the configuration steps in RDFaCE. The first step is to model
the user’s domain of interest by selecting a subset of Schema.org schemas. For
example user might select NewsArticle, Person, Organization and Place schemas
as his desirable schemas. For each schema, the range of properties will be checked
in order to include derivative schemas as well (e.g. PostalAddress and Country
for the Place schema). The results of this step is an input JSON file which
describes the selected schemas together with their corresponding properties. For
visualization of schemas, we need to assign unique colors to the selected schemas.
We use an algorithm to automatically generate a light color scheme for the
schemas. The color scheme is available as CSS styles and is easily configurable
by users.

The next step is to generate appropriate forms based on the selected schemas.
Form inputs are created based on the corresponding data type defined as range
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Fig. 6. Search results improved by rich snippets. A: enhanced recipe, B: normal recipe,
C: browsing recipes by ingredients, cook time and calories.

of the schema properties. For example we add Datepicker UI for properties with
Date as their range. These forms are then used to add metadata into the text.

The final step in configuration is to select the desired markup format (e.g.
RDFa or Microdata) as well as desired NLP APIs (e.g. DBpedia Spotlight) for
automatic annotation of content. Users can select multiple NLP APIs and deter-
mine how they want to combine the results. The combination can be performed
based on the agreement between two or more of the involved APIs. Users are
also able to set a confident level for automatic annotation and can limit the type
of recognized entities to only annotate specific entities like Persons and Places.

4.2 One-Click Annotation

The annotation steps in RDFaCE are very straightforward. RDFaCE follows the
One Click Annotation [1] strategy. For automatic annotation, user only needs to
press the corresponding RDFaCE button. For manual annotation, user should
select some parts of the text and using the context menu, he can choose the
appropriate annotations for the selected entities. Context menu is created dy-
namically based on the user selection. For example if user’s selection is inside a
NewsArticle schema, user will only see the properties related to the NewsArticle.

RDFaCE includes a fact browser which will reveal the RDF annotation em-
bedded in the text. User can also use tools like Google structured data testing
tools14 to check the validity of embedded annotations.

5 Use Cases: Wordpress and Rich Text Snippets

On-page markup based on Schema.org enables search engines to increasingly un-
derstand the information on Web pages and provide richer search results. Rich
Text Snippets as an example of on-page markup provides an immediate advan-
tage and motivation for Web users to embed structured content into their doc-
uments. Rich snippets comprise a wide range of schemas such as Breadcrumbs,

14 http://www.google.com/webmasters/tools/richsnippets

http://www.google.com/webmasters/tools/richsnippets
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Fig. 7. Using RDFaCE to annotate recipes based on Schema.org recipe schema

Events, Music, Organizations, People, Products, Recipes, Review ratings, Re-
views, Software Applications and Videos. Web documents which are annotated
based on these schemas will attract more attention by people searching the Web
due to the richness of presented information. Figure 6 shows as example of en-
hanced search results for recipes powered by rich snippets.

RDFaCE comes with a Wordpress plugin15 to enable Weblog authors to cre-
ate rich snippets based on Schema.org. Wordpress is an open source Weblog
tool and publishing platform which is often customized into a Content Manage-
ment System (CMS). Wordpress is used by 58.5% of websites with known CMS
(i.e. 18.8% of all websites16). Wordpress uses TinyMCE as its content editor.
That makes it easy to add the RDFaCE plugin for WYSIWYM authoring of
structured content within this CMS. With the integration of RDFaCE into the
Wordpress, the availability of semantically annotated content on the Web can
be substantially increased.

As an example scenario, Figure 7 presents the RDFaCE WYSIWYM inter-
face employed to annotate a sample recipe rich snippet. The user simply selects
the parts of the text and annotates them using the corresponding schema from
Schema.org. On the background, RDFaCE generates the corresponding RDFa
or Microdata markup based on the following rules:

– if the selected text already has an HTML tag, metadata will be added as
new attributes for the current tag (e.g. Code 1.1 line 2 or 6).

15 http://wordpress.org/plugins/rdface/
16 W3Techs.com, 17 July 2013.

Schema.org
http://wordpress.org/plugins/rdface/
W3Techs.com
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– if the selected text does not have an HTML tag, a new <SPAN> or <DIV> tag
with corresponding attributes will be created (e.g. Code 1.1 line 1 or 3).

– if no text is selected, a new <META> tag with corresponding attributes will
be created (e.g. Code 1.1 line 17 or 18).

Code 1.1. Example of Microdata annotations generated by RDFaCE

1 <div itemscopeitemtype="http://schema.org/Recipe">
2 <h2 itemprop="name">Strawberry Cake</h2>
3 <p>By <span itemprop="author">Ali Khalili</span>, July 8, 2013 </p>
4 <h4>Ingredients</h4>
5 <ul>
6 <li itemprop="ingredients">2 cups white sugar</li>
7 <li>...</li>
8 </ul>
9 <p>Preparation time: 10 mins</p>

10 <p>Cooking time: 30 min</p>
11 <p>Ready in 40 min</p>
12 <p>

13 <span itemscope itemtype="http://schema.org/NutritionInformation"
itemprop="nutrition">

14 Calories: <span itemprop="calories">393 kcal</span>
15 </span>
16 </p>
17 <meta itemprop="dateCreated" content="2013-07-08">
18 <meta itemprop="prepTime" content="PT15M">
19 </div>

6 Conclusion

Bridging the gap between unstructured and semantic content is a crucial aspect
for the ultimate success of semantic technologies. With RDFaCE we presented
in this article an approach and its implementation of a WYSIWYM (What You
See Is What You Mean) concept for direct manipulation of structured content
in conventional modalities. RDFaCE employs Schema.org schemas to promote
structured content authoring among a wide range of Web users.

We see the work presented in this article as an initial step in a larger research
agenda aiming at simplifying the authoring and annotation of semantically en-
riched textual content. Regarding future work we envision to extend the RDFaCE
implementation to support other modalities such as images and multimedia ob-
jects. We also envision to perform an extensive usability evaluation of RDFaCE
in order to improve its usability as well as functionality.

Acknowledgments. We would like to thank our colleagues from AKSW re-
search group for their helpful comments and inspiring discussions during the
development of RDFaCE. This work was supported by a grant from the Euro-
pean Union’s 7th Framework Programme provided for the project LOD2 (GA
no. 257943).
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Abstract. Skyline operator is a useful tool in multi-criteria decision making in
various applications. Uncertainty is inherent in real applications due to various
reasons. In this paper, we consider the problem of efficiently computing proba-
bilistic skylines against the most recent N uncertain elements in a data stream
seen so far. Specifically, we study the problem in the n-of-N model; that is, com-
puting the probabilistic skyline for the most recent n (∀n ≤ N ) elements, where
an element is a probabilistic skyline element if its skyline probability is not below
a given probability threshold q. Firstly, an effective pruning technique to mini-
mize the number of uncertain elements to be kept is developed. It can be shown
that on average storing only O(logd N) uncertain elements from the most recent
N elements is sufficient to support the precise computation of all probabilistic
n-of-N skyline queries in a d-dimension space if the data distribution on each
dimension is independent. A novel encoding scheme is then proposed together
with efficient update techniques so that computing a probabilistic n-of-N sky-
line query in a d-dimension space is reduced to O(d log logN + s) if the data
distribution is independent, where s is the number of skyline points. Extensive
experiments demonstrate that the new techniques on uncertain data streams can
support on-line probabilistic skyline query computation over rapid data streams.

1 Introduction

Skyline analysis has been shown as a useful tool in multi-criterion decision making.
Given a certain data set D, an element s1 ∈ D dominates another element s2 ∈ D if
s1 is better than s2 in at least one aspect and not worse than s2 in all other aspects. The
skyline on D comprises of elements in D that are not dominated by any other element
from D.

Uncertain data analysis is an important issue in many emerging important appli-
cations, such as sensor networks, trend prediction, moving object management, data
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cleaning and integration, economic decision making, and market surveillance. Uncer-
tainty is inherent in such applications due to various factors such as data randomness
and incompleteness, limitation of equipment, and delay or loss in data transfer. In many
scenarios, uncertain data is collected in a streaming fashion. Uncertain streaming data
computation has attracted significant research attention and the existing work mainly
focuses on aggregations, top-k queries [1–3], etc.

Skyline computation over uncertain streaming data has many applications and has
been studied in [4, 5]. For instance, in an on-line shopping system products are evalu-
ated in various aspects such as price, condition (e.g., brand new, excellent, good, aver-
age, etc), and brand. A customer may want to select a product, say laptops, based on
the multiple criteria such as low price, good condition, and brand preference. In the ap-
plication, each seller is also associated with a “trustability” value which is derived from
customers’ feedback on the seller’s product quality, delivery handling, etc; the trustabil-
ity value may be regarded as the “occurrence” probability of the product since it repre-
sents the probability that the product occurs exactly as described in the advertisement in
terms of delivery and quality. For simplicity, we assume that a customer only prefers a
particular brand and remove the brand dimension from ranking. Table 1 lists four quali-
fied results. Both L1 and L4 are skyline points regarding (price, condition), L1 is better
than (dominates) L2, and L4 is better than L3. Nevertheless, L1 is posted long time
ago, and the trustability of L4 is quite low. In such applications, customers may want
to continuously monitor on-line advertisements by selecting the candidates for the best
deal - skyline points. Clearly, we need to “discount” the dominating ability from offers
with too low trustability. Moreover, too old offers may not be quite relevant. We model
such an on-line selection problem as probabilistic skyline against sliding windows by
treating on-line advertisements as an uncertain data stream (see Section 2 for details)
such that each data element (advertisement) has an occurrence probability. Moreover,
different users may have different favorite thresholds of the number N of most recent
elements to monitor. Therefore, it is important for an information provider (system) to
organize the most recent N elements in an effective way, so that any “n-of-N skyline”
queries (the computation of the skyline of the most recent n (∀n ≤ N ) elements) can
be processed efficiently.

Table 1. Laptop Advertisements

Product ID Time Price Condition Trustability
L1 107 days ago $ 550 excellent 0.80
L2 5 days ago $ 680 excellent 0.90
L3 2 days ago $ 530 good 1.00
L4 today $ 200 good 0.48

[6, 7] are the first attempts to investigate skyline computation on certain sliding win-
dows while [6] is the first paper to tackle such a problem in the n-of-N model. To the
best of our knowledge, this paper is the first work to study skyline queries in context
of n-of-N model over uncertain data streams. Our contribution can be summarized as
follows.
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1. We formally define the problem of probabilistic skyline computation over uncertain
data streams regarding the n-of-N model.

2. An efficient pruning technique has been developed to minimize the number N
(N ≤ N ) of uncertain elements to be kept in the most recent N elements for pro-
cessing all probabilistic n-of-N queries. We showed that in a d-dimensional space
N = O(logd N) if the data distribution on each dimension is independent.

3. A novel encoding scheme with linear size O(N ) on the stored elements is devel-
oped, together with the efficient update algorithms based R-tree and interval tree
techniques. This encoding scheme effectively reduces the time complexity for pro-
cessing a probabilistic n-of-N skyline query to O(logN + s) from O(n log n) for
d = 2, 3 and O(n logd−2 n) for d ≥ 4, where s is the number of skyline points.

4. Extensive experiments indicated that the new techniques can accommodate on-line
computation against very rapid data streams.

The rest of the paper is organized as follows. In section 2, we formally define prob-
abilistic skyline queries over uncertain data streams regarding the n-of-N model and
provide necessary preliminaries. Section 3 presents the minimum candidate set to pro-
cess probabilistic n-of-N skyline queries and the encoding scheme. Section 4 provides
the techniques for continuously maintaining the indexing structures for the candidate
set. Results of comprehensive performance studies are discussed in section 5. Related
works are summarized in Section 6 and section 7 concludes the paper.

2 Background

We present problem definition and necessary preliminaries in this section.

2.1 Problem Definition

For two exact d-dimensional elements u and v, u dominates v, denoted by u ≺ v, if
u.i ≤ v.i for every 1 ≤ i ≤ d, and there exists a dimension j with u.j < v.j. Given
a set of elements, the skyline consists of all elements which are not dominated by any
other elements. In many applications, a data stream is append-only; that is, there is no
deletions of data elements involved. In this paper, we study the skyline computation
problem restricted to the append-only data stream model. In a data stream, elements are
positioned according to their relative arrival ordering and labeled by integers. Note that
the position/label κ(a) means that the element a arrives κ(a)-th in the data stream.

In an uncertain data stream DS, each element a ∈ DS has a probability P (a) (0 <
P (a) ≤ 1) to occur where a.i (for 1 ≤ i ≤ d) denotes the i-th dimension value. Given a
sequence DS of uncertain data elements, a possible world W is a subsequence of DS.
The probability of W to appear is P (W ) = Πa∈WP (a) × Πa �∈W (1 − P (a)). Let ω
be the set of all possible worlds, then

∑
W∈ω P (W ) = 1. We use SKY (W ) to denote

the set of elements in W that form the skyline of W . The probability that an element a
appears in the skylines of the possible worlds is Psky(a) =

∑
a∈SKY (W ),W∈ω P (W ).

Psky(a) is called the skyline probability of a. Equation 2 below can be immediately
verified.

Psky(a) = P (a)×Πa′∈DS,a′≺a(1− P (a′)) (1)
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Denote N as the size of the sliding window, namely we only keep the recent N
elements in the data stream. In the rest of the paper, we abuse Psky(a) to denote the
skyline probability for a to be a skyline element within the recent N elements. Note
that a is also within the most recent N elements PN . Namely,

Psky(a) = P (a)×Πa′∈PN ,a′≺a(1− P (a′)) (2)

In n-of-N model, skyline computation is supported for any window length n with
n ≤ N . Suppose an element a is within the most recent n (n ≤ N ) elements, we
denote Psky,n(a) as the skyline probability of a computed regarding the most recent n
elements only. Namely,

Psky,n(a) = P (a)×Πκ(a),κ(a′)≥M−n+1,a′≺a(1− P (a′)) (3)

where M is the totaly number of elements in the data stream so far and κ(a), κ(a′) ≥
M − n + 1 implicates that a and a′ are within the most recent n elements. Clearly
we have Psky,n(a) ≥ Psky(a), which implies that even a is not a skyline element in
the sliding window with size N , it may still be a skyline element in the most recent n
elements for some n ≤ N . We denote Pn-of-N query as the query to retrieve proba-
bilistic skyline elements against any most recent n (n ≤ N ) elements in the data stream
regarding a given probability threshold.

Problem Statement. Given a data stream DS in which each uncertain element a ∈ DS
is associated with an occurrence probability P (a) (0 < P (a) ≤ 1) indicating the
likelihood that a exists in DS. We say an element a is a probabilistic skyline element
within the most recent n elements if Psky,n(a) ≥ q. A Pn-of-N query retrieves the
probabilistic skyline elements within the most recent n (∀n ≤ N ) data elements in the
data stream DS.

2.2 Preliminaries

n-of-N Model. As an important method to support query processing over different
thresholds of window size, n-of-N model is firstly proposed in [8] to efficiently main-
tain quantile summaries. We will investigate the problem of effectively organising the
most recent N elements in an uncertain data stream seen so far, so that the computation
of probabilistic skyline against any most recent n (n ≤ N ) elements can be processed
efficiently. Note that a sliding window model [9] is a special case of the n-of-N model
where n = N .

Stabbing Queries. Given a set ofm intervals and a stabbing point p in the 1-dimensional
space, the stabbing query is to find all intervals which contain p. By the interval tree tech-
niques in [10], a stabbing query can be processed in O(logm+ l) where l is the number
of intervals in the result. By storing an interval only in the tree node that is the lowest
common ancestor (LCA) of the two end points of the interval, the space complexity of the
interval tree is O(m). It has been also shown that the time complexity of an update (in-
sertion or deletion) to an interval tree is amortized to O(logm) per deletion or insertion.
Note that the intervals here can be closed, half closed, or open at both ends.
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n-of-N Skyline Query over Exact Data Streams. [6] studies skyline computation
over exact sliding windows following the n-of-N model. It is observed that over exact
data streams, if an element a is dominated by a newer element a′, then a will never be
a skyline for any recent n (n ∈ N ) elements since a′ expires later than a. It is also
proved that in such a case removing a from the data stream will not affect computation
of n-of-N skyline queries processing. Thus, minimum candidate set RN comprises of
elements in the data stream which are not dominated by newer elements.

b

c

(a) Stream S (b) Dominance Graph

c

h h

e

g

e

g

a

f f

Fig. 1. Dominance Graph

Example 1. As shown Figure 1 (a), assume the elements a, b, ..., h arrive at time 1, 2,
..., 7, respectively. Since a and b are both dominated by elements newer than them, the
candidate set is {c, e, f, g, h}.

In Figure 1 (a), g is dominated by c and e. It is noticed that if the dominance relation
e → g is released due to the expiration of e then the dominance c → g has already been
released since c expires earlier than e. Therefore, it is only necessary to keep e → g to
hold a “lock” on g. In RN , a dominance relation e′ → e is critical if and only if e′ is the
youngest one (but older than e) in RN , which dominates e; that is, κ(e′) is maximized
among all the elements (other than e), in RN , dominating e. A dominance graph GRN

is constructed where the edge set consists of all critical dominance relations. Figure 1
(b) depicts the dominance graph of Figure 1(a). The encoding scheme is as follows: 1)
every edge e′ → e in GRN is represented by the interval (κ(e′), κ(e)], and 2) each root
e in GRN is represented by the interval (0, κ(e)]. Thus, an element e ∈ RN is in the
answer of an n-of-N query (n ≤ N ) if and only if κ(e) is the right end of an interval
(a, κ(e)] that contains M − n+ 1. Based on such a scheme, the problem of computing
an n-of-N query is converted to the stabbing query problem with the stabbing point
M −n+1. Namely, stab the intervals by M −n+1, and then return the data elements
e such that each κ(e) is the right end of a stabbed interval.

Example 2. Regarding the example in Figure 1, the dominant graph can be encoded by
the following intervals: (0, 3], (0, 4], (3, 7], (4, 5], and (4, 6]. When n = 6, M−n+1 =
2 as M = 7. Clearly, the intervals (0, 3] and (0, 4] are the results of stabbing query;
consequently, c and e are the skyline elements for the most recent 6 elements among
the 7 already arrived elements.

Various Dominating Probabilities in Uncertain Data Streams. For each element
a in the sliding window DS, we use Pnew(a) to denote the probability that none of
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the elements in the sliding window which are newer than a (i.e., arrives later than a)
dominates a; that is,

Pnew(a) = Πa′∈DS,a′≺a,κ(a′)>κ(a)(1− P (a′)) (4)

Note that κ(a′) > κ(a) means that a′ arrives after a. We use Pold(a) to denote the

probability that none of the elements which are older than a (i.e., arrives earlier than a)
dominates a; that is,

Pold(a) = Πa′∈PN ,a′≺a,κ(a′)<κ(a)(1− P (a′)) (5)

The following equation (6) can be immediately verified.

Psky(a) = P (a)× Pold(a)× Pnew(a). (6)

y

x

a 2

a 3

a 1 a 4

a 5

q  = 0 .5
p(a1)=0 .9
p(a2)=0 .4
p(a3)=0 .3
p(a4)=0 .9
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a 2
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a 1 a 4

a 5
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Fig. 2. A Sequence of Data Elements

Example 3. Regarding the example in Figure 2(a) where the occurrence probability
of each element is as depicted, assume that N = 5, and elements arrive according the
element subindex order; that is, a1 arrives first, a2 arrives second, ..., and a5 arrives last.
Pnew(a4) = 1−P (a5) = 0.9 and Pold(a4) = (1−P (a2))(1−P (a3))(1−P (a1)) =
0.042, and Psky(a4) = P (a4)Pnew(a4)Pold(a4) = 0.034. If N = 4, a1 expires once a5
arrives as shown in Figure 2 (b). Then Pold(a4) = (1 − P (a2))(1 − P (a3)) = 0.42 and
Psky(a4) = 0.34.

3 Minimizing the Number of Uncertain Elements and the
Encoding Scheme

In this section, we first minimize the number of uncertain elements to be kept for pro-
cessing all Pn-of-N queries. Then, we present an effective encoding scheme on the
stored elements to support efficient Pn-of-N query processing.

3.1 Minimizing the Number of Elements

As introduced in Section 2.2, in an exact data stream, an element e is “redundant” if it
is dominated by a newer element e′. In an uncertain data stream DS, if an uncertain
element e is dominated by a newer uncertain element e′, e could still be a probabilistic
skyline point regarding a given probability threshold q.
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Example 4. In Figure 3, there are 7 uncertain elements a, b, c, d, f , g, and h. The order
of the elements in the stream is the alphabetic order. The occurrence probability of
each element and the probability threshold q are as illustrated in the figure. As shown,
element c is dominated by a newer element h, however, as Pnew(c) = 1 - P (h) = 0.9,
Pold(c) = 1, Psky(c) = 0.63 > q. Thus, g is a probabilistic skyline in the sliding window
within the most recent 7 elements.

b

f
d

g

c
h

q= 0.5

p (b ) =  0 .9
p (c) =  0 .7
p (d ) =  0 .3
p (f) =  0 .1

p (g ) =  0 .9
p (h ) =  0 .1b c d f g h

a p (a ) =  0 .4

a

Fig. 3. Uncertain Data Stream

Example 4 shows that modeling redundant elements in an uncertain data stream re-
quires further analysis on the probabilities associated with each element. Remind that
Pnew(e) refers to the probability that uncertain element e is not dominated by any ele-
ments newer than it. Let RN denote the most recent N elements, and RN,q denote the
set of elements in the most recent N elements with Pnew values not smaller than q;
that is,

RN,q = {e|e ∈ PN , Pnew(e) ≥ q} (7)

In [5], RN,q is proved to be the minimum set of elements to be maintained to cor-
rectly answer probabilistic skyline queries over the most recent N elements in the data
stream.

Theorem 1. RN,q is the minimum set of elements to be maintained to correctly com-
pute probabilistic skyline queries for sliding window size of N regarding probability
threshold q.

The proofs of Theorem 1 can be found in [5] based on the following properties of RN,q.

– Processing skyline query based on RN,q only will not miss any skyline points.
– For a skyline point, its skyline probability computed based on RN,q only is equal

to that computed based on all most recent N elements.
– RN,q is the minimum set of points to guarantee correct retrieval of skylines within

the most recent N elements.
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The following theorem states that RN,q is also the minimum set of elements to be
maintained to correctly compute skyline queries for any recent n elements where n ≤
N , namely, to correctly retrieve results for Pn-of-N queries.

Theorem 2. RN,q is the minimum set of elements to be maintained to correctly com-
pute Pn-of-N queries regarding probability threshold q.

We omit the proof of the theorem due to space limits.

Size of RN,q. Elements in the candidate set RN,q can be regarded as the skyline points
in the d + 1 dimensional space by including time as an additional dimension. This is
because Pnew can be regarded as the non-dominance probability in such a d+ 1 space.
Thus, with the assumption that all points follow uniform distribution, the expected size
of RN,q is lnd(N)/(d+ 1)!.

3.2 Encoding RN,q for Pn-of-N Queries

As introduced in Section 2.2, in the candidate set RN of an exact data stream, we say
an element e′ dominates e is a critical dominance relation if e′ is the youngest element
(yet older than e) that dominates e. For a value n (n ≤ N ), if e′ is not within the most
recent n elements (i.e., κ(e′) < M − n + 1 where M is the total number of element
seen so far), e is a skyline element.

Similar to the philosophy in encoding the candidate set RN for n-of-N queries over
exact data streams, we aim to identify the most critical dominance relationship for
elements inside the candidate set RN,q for uncertain sliding windows. Remind that the
skyline probability of an element e within the most recent N elements consists of two
parts besides its own occurrence probability, Pold(e) representing the probability that e
is not dominated by any element older than e and Pnew(e) representing the probability
that e is not dominated by any elements newer than it. Furthermore, similar to Psky,n(a)
which refers to the skyline probability of an element a computed regarding the most
recent n elements in Equation 3, Pold value of an element could also be defined for the
most recent n (n ≤ N ) elements as follows, given that κ(a) ≥ M −n+1, namely a is
also within the most recent n elements.

Pold,n(a) = Πa′∈DS,κ(a)≥M−n+1,κ(a′)≥M−n+1,κ(a)>κ(a′),a′≺a(1− P (a′)) (8)

The following equation is immediate since all elements newer than a are within the
most recent n elements if a is within the most recent n elements. Hereafter, if discussing
Psky,n or Pold,n values for an element a it is assumed that a is within the most recent n
elements

Psky,n(a) = P (a)× Pold,n(a)× Pnew(a). (9)

Example 5. Continue with the example in Figure 2, assume N = 5 and n = 3, namely
we are interested in only the most recent three elements a3, a4 and a5. Pold,3(a4) =
1− P (a3) = 0.7, Pnew(a4) = 1− P (a5) = 0.9, so Psky,3 = 0.567.
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Consider an increase in the value n (n ≤ N ). Pold,n(e) is non-increasing with the
increase of value n since more elements older than e may be included in the most
recent n elements and contribute to the Pold value. On the other hand, Pnew(e) does
not change with the value of n because elements which contribute to Pnew(e) are all
newer than e. Thus, to determine the critical dominance relation for e in an uncertain
data stream is to locate the element ec with κ(ec) = M−nc+1 making Psky,nc(e) ≥ q

invalid, where nc is minimized (or κ(ec) is maximized). We use ec
c→
q
e to denote that

ec probabilistically critically dominates e regarding the probability threshold q. Namely,

nc = argmin
n

Psky,n(e) < q

Clearly, for any value n < nc, e is a probabilistic skyline element within the most recent
n elements.

Example 6. In Figure 3, for element g, Pnew(g) = 1 - P (h) = 0.9. When n = 5, namely,
within the most recent 5 elements, Pold,5(g) = (1 − P (f)) × (1 − P (d)) = 0.63, and
Psky,5(f) = 0.5103> q; When n = 6, Pold,6(g) = (1−P (f))×(1−P (d))×(1−P (b))
= 0.063 < q. Thus, nc = 6 is the minimum number of elements in the sliding window
to make f unqualified to be a probabilistic skyline element. Equally speaking, b is the
youngest element in the sliding window which dominates g and after the expiration of
which g is a probabilistic skyline element. Element b probabilistically critically domi-
nates g, namely b

c→
q
g, as κ(b) = M − nc + 1 = 2.

Once the critical dominance relation is determined for an uncertain element e, we
can have the dominance graph GRN,q which is an edge set consisting all probabilis-
tic critical dominance relations. Note that for an element e in the candidate set RN,q,
if P (e) × Pnew(e) < q, e does not have a critical dominance relation available since
e is not a skyline element for any value of n (n ≤ N ). However, we still need to keep
e in RN,q as shown in Theorem 2 because deleting e will affect the skyline probability
calculation for other elements in RN,q. Based on GRN,q , given a value of n (n ≤ N ), e
is a skyline element for n if either of the following two conditions hold.

– e is a root in the dominance graph GRN,q , or

– there is an edge ec
c→
q

e in GRN,q , such that ec arrives earlier than the n-th most

recent element (i.e., κ(ec) < M − n+ 1 ≤ κ(e)).

The encoding scheme for GRN,q is as follows. 1) Every edge ec
c→
q

e in GRN,q is

represented by an interval (κ(ec), κ(e)]. 2) Each root e in GRN,q is represented by
the interval (0, κ(e)]. Let IRN,q denote the interval tree on the intervals obtained by the
encoding scheme on GRN,q . So, an element e in GRN,q is the answer of a Pn-of-N query
(n ≤ N ) if and only if κ(e) is the right end of an interval that contains M −n+1. The
problem of computing Pn-of-N query is thus converted to the stabbing query problem
with stabbing point M − n+ 1 as discussed in Section 2.2. Namely, stab the intervals
in IRN,q by M − n + 1, and then return the data elements e such that κ(e) is the right
end of a stabbed interval.
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Example 7. In Figure 3, M = 7 since there are 7 elements in the stream so far. Suppose
N = 6. The candidate set RN,q consists of all recent 6 elements b, c, d, f, g and h since
the Pnew value of each element is not below the threshold q. Only the elements with
occurrence probabilities not smaller than q are considered when computing probabilistic
dominance relations, i.e., b, c, g. Element b is dominated by two newer elements d and
f , and Psky(b) = P (b)×(1−P (d))×(1−P (f))= 0.567, so b is a root in the dominance
graph GRN,q . c is dominated by newer element h with Psky(c) = P (c) × (1 − P (h))
= 0.63, so c is a root in GRN,q . g is dominated by newer element h and older elements

b, d, f . From Example 6, b probabilistically critically dominates g (b
c→
q

g). So the

interval tree IRN,q consists the following intervals by encoding the dominance relations
in the dominance graphGRN,q : (0, 2], (0, 3] and (2, 6]. If n = 5 (to retrieve probabilistic
skylines within the recent 6 elements), we stab the interval tree IRN,q with M − n+ 1
= 3 and c, g will be returned as the final results.

Note that in exact data streams, any non-redundant element in RN is a skyline point
for some n ≤ N . However, in uncertain streams, this statement no longer holds. For
instance, an element e may have an occurrence probability lower than q, disabling it
from being a skyline point for any n values. However, we still need to keep e in RN,q if
its Pnew(e) value is above q. This is because as proved in [5], removing such elements
may incur incorrect probabilistic skyline results.

Time Complexity. The number of intervals kept in GRN,q is O(|RN,q|) since GRN,q is
a forest. Thus, the stabbing query which retrieves the results for Pn-of-N queries runs
in O(log|RN,q|) + s where s is the number of probabilistic skyline points within the
most recent n elements.

4 Maintaining RN,q and the Encoding Scheme

In the sliding window model, when a new element enew arrives, the window slides to
accommodate enew, and the oldest element eold moves out of the window range and
should be removed. These may also trigger updates in the non-redundant element set
RN,q and the dominance interval tree IRN,q . Algorithm 1 describes the overall frame-
work to handle the key issues while the window slides for the uncertain stream.

Algorithm 1. Framework

while a new element enew arrives do1

if κ(enew) ≤ N then2

Updates introduced by enew ;3

else4

Updates introduced by enew ;5

Updates introduced by eold;6

Deletion of eold;7

Insertion of enew ;8
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As shown in Algorithm 1, when the sliding window is not yet full (i.e., enew is the
i-th element and i ≤ N ), we only need to handle the updates introduced by enew and
insertion of enew, where insertion of enew identifies the qualification of enew regarding
the candidate set RN,q and IRN,q . After the window is full, we need to further address
the deletion of the oldest element eold (i.e., the element which arrives (M −N + 1)-th
in the stream) from the sliding window as well as the updates introduced by the deletion
of eold. In the following subsections we discuss the three major steps, insertion of enew,
updates introduced by enew, and updates introduced by eold, respectively. Deletion of
eold is trivial since we only need to delete eold from the candidate set RN,q and interval
tree IRN,q if necessary. Naively processing these steps requires a sequential scan of
elements in RN,q.

4.1 Insertion of enew

Since the most recent element enew is not dominated by any element newer than it,
Pnew(enew) = 1 and we insert enew into the aggregate R-tree indexing the candidate
set RN,q. Next, if P (enew) ≥ q the skyline probability of enew should be explored
to determine its probabilistic dominance relation. Otherwise (i.e., P (enew) < q), the
identification of probabilistic dominance relation is not necessary since enew has no
chance to be a probabilistic skyline element for any n ≤ N .

Remind that to determine the critical dominance relation for enew is to locate the
element ec with κ(ec) = M − nc + 1 making Psky,nc(enew) ≥ q invalid, where nc is
minimized (or κ(ec) is maximized). A naive way to do so is to firstly sort all elements in
RN,q decreasingly according to timestamps of elements; then scan the sorted elements
and update Psky(enew) by multiplying 1−P (e) if an element e ≺ enew. Each element
dominating enew in the process will be kept in a list called critical dominance list of
enew, denoted as Lc(enew) which is decreasingly sorted based on timestamps. The
scan stops when the first element ec with timestamp κ(ec) = M − nc + 1 making
Psky,nc(enew) < q is encountered.

Considering that elements in RN,q are indexed by an R-tree. We propose to use the
best first search paradigm on R-tree to determine the critical dominance relation for
enew. For a node v in the R-tree indexing RN,q, we record the maximum timestamp
κ(v) of all descendent elements of v. A max heap H based on κ(v) is built to keep
the nodes to be expanded. We denote the lower left corner of the minimal bounding
box (MBB) of v as vlower. The criteria to expand a node is vlower ≺ enew. Otherwise
(i.e., vlower ⊀ enew), no elements from v dominates enew and v will not be expanded.
We terminate if the heap is empty, or the current element under investigation ec with
timestamp κ(ec) = M − nc + 1 makes Psky,nc(enew) < q. If such an element is not
found, enew is a probabilistic skyline element for the time interval (0, κ(enew].

Algorithm 2 depicts above steps. Remind that Algorithm 2 is invoked only when
P (enew) ≥ q. Starting from the root node ofRN,q, child entries of an intermediate entry
v are inserted into the max heap if vlower ≺ enew (Line 6). If v is a data element and the
updated skyline probability of enew remains above q after considering the dominance
of v, v is inserted into the critical dominance list of enew (Line 10); Psky(enew) is also
updated accordingly (Line 11). Otherwise (i.e., Psky(enew) below q), the algorithm
terminates with the critical dominance relation identified.
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Algorithm 2. Critical Dominance of enew
max Heap H ← root of R-tree indexing RN,q;1

while H is not empty do2

v = H .top();3

H .pop();4

if v is an intermediate node AND vlower ≺ enew then5

insert children entries of v into H ;6

else7

if v ≺ enew then8

if Psky(enew) ∗ (1− P (v)) ≥ q then9

insert v into Lc(enew);10

Psky(enew)∗ = 1− P (v);11

else12

insert (κ(v), κ(enew)] into IRN,q ;13

found = true; exit;14

if found = false then15

insert (0, κ(enew] into IRN,q ;16

4.2 Updates Introduced by enew

Next we handle the updates introduced by enew. If an element e is dominated by enew,
we need to update its Pnew and Psky probability which may render them invalid as a
citizen in the non-redundant set RN,q or in the dominance graph GRN,q . First of all
we retrieve the set of elements dominated by enew, denoted as Denew . The following
algorithm describes the key update issues related to enew. We maintain a priority query
Q initialized to the root node of R-tree R. Q is prioritized according to the levels of
nodes, i.e., nodes of higher levels are accessed first.

Algorithm 3. Dealing with Denew

for ∀e ∈ Denew do1

if Pnew(e)× (1− P (enew)) < q then2

delete e from RN,q;3

if e is the end of an interval in GRN,q then4

delete the interval;5

else if Psky(e)× (1− P (enew)) < q then6

update the probabilistic critical dominance relation of e;7

Pnew(e) = Pnew(e)× (1− P (enew));8
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Lines 2-5 in Algorithm 3 handle the first case when Pnew value of e degrades to be
smaller than q with the contribution of 1 − P (enew). In this case we remove e from
RN,q and if it has a critical dominance relation captured in GRN,q , it is also deleted.
Lines 6-8 deal with the case where e survives the citizenship test in RN,q but Psky(e)
becomes below q after multiplying 1 − P (enew). In this case the probabilistic criti-
cal dominance relationship will be re-calculated by visiting the critical dominance list
Lc(e) sequentially,

Note that if an element e is deleted from RN,q in the first case (Pnew(e) × (1 −
P (enew)) < q), we do not need to update the information of elements dominated by e.
We formally prove this in the following lemma.

Lemma 1. If enew ≺ e and Pnew(e) × (1 − P (enew)) < q after the arrival of the
new element enew, e could be removed from RN,q without updating the dominating
probabilities of elements dominated by e.

Proof. For an element e′ and e ≺ e′, first suppose κ(e′) < κ(e), namely, e′ is older
than e. Since e ≺ e′, all elements dominating e also dominates e′, so Pnew(e

′) ×
(1 − P (enew) < q. e′ should also be removed from RN,q; if κ(e′) > κ(e), since
e ≺ e′, the skyline probability of e′ computed within the most recent M − κ(e) +
1 elements, Psky,M−κ(e)+1(e

′), after multiplying 1 − P (enew), must be smaller than

q. Thus, the critical dominance relationship of e′, ec
c→
q

e′ , will be re-computed in

Algorithm 3 and κ(ec) > κ(e), which means deleting e does not affect the critical
dominance relationship and dominating probabilities of e′.

4.3 Updates Introduced by eold

For the expired element eold, we first remove it from the candidate set RN,q and the
dominance graph if necessary. Next, for each element e dominated by eold, the Pold

and Psky values of e change and the critical dominance relation might also change.
Algorithm 4 illustrates the process. Line 1 deletes eold from RN,q and Line 3 removes
the critical dominance relation from GRN,q . Note that we do not need to check every
element dominated by eold to remove the effect of Pold. Instead, only those which are
critically dominated by eold will be actually affected by eold. This is because eold is the
oldest element in RN,q and may not contribute to the critical dominance relation of all
elements.

Algorithm 4. Expiration of Old Element eold

RN,q := RN,q − {eold};1

if (0, κ(eold)] ∈ IRN,q then2

remove (0, κ(eold)] from IRN,q ;3

for ∀(κ(eold), κ(e)] ∈ IRN do4

update (κ(eold), κ(e)] to (0, κ(e)];5

Psky(e) is updated by discounting 1− Pold;6
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5 Performance Evaluation

In this section, we present the results of a comprehensive performance evaluation of
our techniques. As mentioned earlier, there is no existing technique specifically de-
signed to support efficient computation of n-of-N skyline queries over uncertain slid-
ing windows. In our performance study, we implement the most efficient main-memory
algorithm for skyline queries over uncertain data streams [5] and use it as a benchmark
algorithm to evaluate our techniques.

All algorithms proposed in the paper are implemented in standard C++ with STL li-
brary support and compiled with GNU GCC. Experiments are conducted on a PC with
Intel Xeon 2.4GHz dual CPU and 4G memory under Debian Linux. In our implemen-
tation, MBBs of the uncertain objects are indexed by an R-tree with page size 4096
bytes.

Real Dataset. The real dataset is extracted from the stock statistics from NYSE (New
York Stock Exchange). We choose 2 million stock transaction records of Dell Inc. from
December 1st 2000 to May 22nd 2001. For each transaction, the average price per vol-
ume and total volume are recorded. This 2-dimensional dataset is referred to as stock in
the following. To evaluate the techniques over uncertain sliding windows, we randomly
assign a probability value between 0 and 1 to each transaction; that is, probability values
follows uniform distribution. Elements arrival order is based on their transaction time.

Synthetic Dataset. We evaluate our techniques against the 3 most popular synthetic
benchmark data, correlated, independent, and anti-correlated [11]. We evaluate our
techniques against the space dimensions from 2 to 5. To evaluate the techniques over
uncertain sliding windows, we use two models uniform and normal to assign occurrence
probability to each element. In uniform distribution, the occurrence probability of each
element takes a random value between 0 and 1, while in the normal distribution, the
mean value of occurrence probabilitiesPμ varies from 0.1 to 0.9 and standard deviation
Sd is set to 0.3. The occurrence probability distribution follows uniform distribution by
default unless otherwise specified. We assign a random order for elements arrival in a
data stream.

The following algorithms are evaluated in this subsection for Pn-of-N queries.

q-sky: The query processing algorithm for probabilistic skyline queries over uncertain
sliding windows in [5].

pnN: Our query processing algorithm (Section 3.2) for probabilistic n-of-N queries;
that is, the stabbing query processing algorithm.

pmnN: Our algorithms (Section 4)for continuously maintaining the data structures for
supporting probabilistic n-of-N queries.

5.1 Evaluating Query Algorithm: pnN

In this set of experiments, we fix N = 106 and randomly choose 1000 different n values
varying from 1000 to 106. Each n is thus mapped to a Pn-of-N query with N = 106 to
evaluate the query processing algorithm pnN. The processing time reported in Figure
4 is the average of the bucket of 1000 queries. As there is no existing work support-
ing skyline query processing over uncertain sliding windows with variable length, we
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Fig. 5. Performance of pnN against Different n

naively search each candidate kept in the q-sky algorithm [5] and test if it is a proba-
bilistic element over the recent n elements; pnN utilizes the stabbing query processing
algorithm over the interval set IRN,q . In Figure 4, we vary dimensionality from 2 to
5, and evaluate both q-sky and pnN over the three synthetic datasets anti-correlated,
independent, and correlated. As shown, both q-sky and pnN have a better performance
over corr dataset and pnN is up to 2 orders of magnitude faster than q-sky. In the more
challenging anti dataset, pnN is up to 5 orders of magnitude faster. In the remaining
of this subsection, we no longer evaluate the performance of q-sky in our performance
study since pnN significantly outperforms q-sky.

Figure 5 reports the impact of differentn values on query processing time. The space
dimensionality is fixed to 2 and 5 respectively. We also record the average query pro-
cessing time of 1000 queries. The results in Figure 5 show that the query techniques for
Pn-of-N queries are not very sensitive to the value of n. On the other hand, dimension-
ality and data distribution have a greater impact over the efficiency.

5.2 Efficiency of Maintenance Techniques: pmnN

In this subsection, we report the efficiency of the maintenance techniques for Pn-
of-N queries over uncertain sliding windows. The dimensionality is fixed to 2 and
5, and N varies from 100k to 1M. For each of the space dimensions, we generate
three data streams where the spatial distribution follows correlated, independent, and
anti-correlated, respectively. The real data stream stock is also studied along with the
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Fig. 6. pmnN Performance against Different N

anti-correlated data stream. In Figure 6, we report the maximum and average cost of
processing one element against different N values. As shown, when dimensionality is
high the maintenance time per element is also high as the size of candidate set RN,q

is larger. As illustrated, the correlated data has the best performance and the anti-
correlated data is the most challenging. This is because correlated data leads to the
smallest size of RN,q on average while the anti-correlated data set generates the largest
RN,q on average. The results demonstrate that our continuous maintenance techniques
are very efficient and can support on-line update against a very rapid data stream. For
the most challenging case of 5d anti-correlated data set, in average pmnN can handle
the stream speed of about 500 elements per second.

5.3 Scalability Evaluation

We evaluate the scalability for the proposed techniques to handle a number of Pn-of-N
queries regarding various parameters. We choose N = 106, and limit the data set size to
2×106.For each space dimension d (1 ≤ d ≤ 5), we generate two streams (independent
and anti-correlated) with 2 × 106 data elements. The stock data is reported along with
anti-correlated data.

The scalability of our algorithms is recorded as follows. We randomly generate 2 ×
106 Pn-of-N queries and randomly assign them among the most recent 1M elements.
Then, we run the pmnN algorithm to continuously maintain the data structures and
run pnN for processing Pn-of-N queries. We record the processing time between two
consecutive data elements which includes both the time of processing the queries and
the time to maintain the data structures. Since such time is too short to be captured, we
use average time for processing 1000 elements as the processing time. In Figure 7, we
vary the number of points from 106 to 2× 106. As illustrated, the proposed techniques
could support queries over very rapid data streams with the arrival speed higher than
10K per second when dimensionality is lower (2 and 3). When dimensionality is higher
(4 and 5), our techniques could still support data stream with a medium arrival speed
at 200 elements per second even in the most challenging scenario of 5d anti correlated
data set.

We also report the impact of the expected occurrence probability (Pμ) in normal
distribution and the probability threshold (q) on the scalability of Pn-of-N query pro-
cessing. Figure 8 illustrates that the query processing techniques perform better with
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Fig. 7. Overall Performance

the increase of Pμ. This is because when the occurrence probabilities of uncertain el-
ements are large, it is less likely for an element to be a probabilistic skyline point and
thus the size of candidate set RN,q is smaller. Figure 9 shows that the processing time
decreases with the increase of probability threshold q also because less elements are in
the candidate set RN,q.
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6 Related Work

Börzsönyi et al [11] first study the skyline operator in the context of databases and pro-
pose an SQL syntax for the skyline query. They also develop two computation tech-
niques based on block-nested-loop and divide-and-conquer paradigms, respectively.
Another block-nested-loop based technique SFS (sort-filter-skyline) is propose d by
Chomicki et al [12], which takes advantage of a pre-sorting step. SFS is then signifi-
cantly improved by Godfrey et al [13]. The progressive paradigm that aims to output
skyline points without scanning the whole dataset is firstly proposed by Tan et al [14].
It is supported by two auxiliary data structures, bitmap and search tree. Kossmann et al
[15] present another progressive technique based on the nearest neighbor search tech-
nique. Papadias et al [16] develop a branch-and-bound algorithm (BBS) to progres-
sively output skyline points based on R-trees with the guarantee of minimal I/O cost.
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Skyline queries processing in exact data streams is investigated by Lin et al [6] fol-
lowing the n-of-N model. Tao et al [7] independently develop efficient techniques to
compute sliding window skylines.

The skyline query processing on uncertain data is firstly approached by Pei et al
[17] where Bounding-pruning-refining techniques are developed for efficient computa-
tion. Efficient pruning techniques are developed to reduce the search space for query
processing. While [17] solves the case of probabilistic skyline computation with a pre-
given threshold, [18] studies the problem of computing skyline probabilities for every
object in the uncertain database. In [19], instead of a pregiven probability threshold, k
uncertain objects from the data set with the highest skyline probabilities are retrieved.
Stochastic skyline operators are proposed in [20, 21] to retain a minimum set of candi-
dates for all ranking functions in the light of expected utility principles.

7 Conclusions

In this paper, we presented novel techniques for on-line skyline computation over the
most recent n elements (for any n ≤ N ) in an uncertain data stream in a probability
threshold fashion. Each element in the data stream is associated with an occurrence
probability. We identify the minimum candidate set to maintain and propose efficient
query processing and index maintaining techniques. Our experiment results demon-
strated that the techniques can be used to process rapid data streams in lower dimen-
sional spaces with the space dimension not greater than 5.
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Abstract. Sponsored search auctions play a crucial role in the Internet 
advertising. By considering the mutual interactions among advertisers in 
sponsored search auctions, we propose a game-theory based method for 
advertisers cooperating with each other in a sponsored search auction. First, we 
propose a cooperation bid strategy for advertisers’ coalition, which could make 
the utility of the coalition increased and be obtained in linear time. Then, we 
prove the coalitional game of advertisers has a non-empty core containing the 
Shapley value. Following, we use an approximate Shapley value to distribute 
the coalition’s utility among advertisers in the coalition. Experiments results 
verify the efficiency and effectiveness of our method. 

Keywords: Sponsored search auction, VCG mechanism, Coalitional game 
theory, Shapley value. 

1 Introduction 

Sponsored search auction helps search engine companies generate multibillion dollar 
revenue by selling navigation service to advertisers. About 6 billion dollars was 
produced by sponsored search auction in the US alone in the first half of 2010 [1]. 
Actually, the sponsored search auction is not only crucial to search engine companies, 
but also important to other business, such as bidding campaign consulting firms, big 
management software firms and keyword selecting firms, etc. 

The function of a sponsored search auction is straightforward. When a user types a 
query in a search engine, an auction could be run to determine which sponsored links 
will appear and what price will be paid by an advertiser once the ad is clicked. 
Various mechanisms are used in sponsored search auctions, among which the most 
popular are GSP (Generalized Second Price) and VCG (Vickrey-Clarke-Groves). The 
allocation of the VCG is identical to that of the GSP, but the payment is different. The 
VCG mechanism is a canonical method that incentivizes advertisers to bid truthfully 
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[2]. In this paper, we assume that each advertiser’s bid reveals their true valuation 
function in the auctions, and consequently we consider the domain of sponsored 
search auctions under the VCG mechanism.  

In recent years, sponsored search auctions have been studied extensively. Pin et al. 
[3] tried to predict the click-through-rates (CTRs) in sponsored search auctions and 
Hafalir et al. [4] designed a mechanism which is beneficial to both the search engine 
and advertisers. With huge competition in this field, how to increase the utility has 
become an imminent problem for both advertisers and search engines. 

It is known that each advertiser’s utility in sponsored search auctions not only 
depends on advertiser himself but also on other advertisers, while the conflict among 
advertisers co-exists with their coordination. This exactly forms a game when we 
consider how to increase the utility in sponsored search auctions. Game theory, 
including coalitional game theory and non-cooperate game theory, is the study of 
mathematical model for conflict and cooperation between decision makers and has 
become an effective tool to describe strategic interactions in real world application 
[5]. Coalitional game theory differs from its non-cooperate counterpart, and in the 
former there is a strong incentive for players to work together to receive the largest 
total utility [6]. Game theory has been used to increase the utility of advertisers or 
search engines recently.  

Some researches applied non-cooperate game theory to improve the search 
engine’s utility by finding out the Nash equilibrium in sponsored search auctions [7]. 
Some other researches enhanced the utility of search engines by cooperation, where 
collaborative behaviors were modeled at multiple levels of abstraction, from an 
organization down to a single user's strategies [8]. Ceppi et al. [9] presented that 
multiple domain-specific search engines could provide a complete and precise result 
to the user by cooperating with each other. By this way, search engines could attract 
more users, but only the cooperation among search engines was considered without 
advertisers. Somanchi et al. [10] demonstrated that the cooperation between search 
engine and advertisers could help a search engine retain more advertisers, and 
increase the utility of the search engine and relevant advertisers. By this method, the 
probability of cooperation among advertisers was considered, but the concrete 
mechanism that the advertisers cooperate with each other was still not addressed. 

Therefore, in this paper we propose a cooperate approach to increase the utility of 
advertisers in a sponsored search auction based on the coalitional game theory. To 
establish a coalitional game model for advertisers’ cooperation, two problems have to 
be addressed:  

(1) How to increase the utility of the advertisers’ coalition? 
(2) How to find an optimal utility distribution method for advertisers in a coalition? 

For the first problem, it is necessary to design a utility and efficient cooperation bid 
strategy that each advertiser in the coalition must satisfy. Moreover, it is expected that 
the utility cooperation bid strategy should make the whole coalition’s utility increased 
and could be executed in short time. 

For the second problem, it is necessary to design a utility distribution method, and 
two objectives must be pursued: fairness and stability. For instance, the Shapley value 
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divides the value fairly in a certain sense while the core divides the value in a stable 
way. It is pointed out [2] that when a coalitional game is convex, it always has a non-
empty core containing the Shapley value. By this property of convex coalitional 
game, we could use the Shapley value to distribute the utility in a stable and fair way.  

Taking the above interpretations as motivation, the main contributions of this paper 
can be summarized as follows: 

• We provide a cooperation bid strategy for the advertisers’ coalition and 
demonstrate that the cooperation bid strategy can make the whole coalition’s utility 
increased and be executed in linear time. Furthermore, we prove the advertisers’ 
coalition is a convex one. 

• We propose an approximate Shapley value to compute each advertiser’s utility in 
the coalition since the complexity of Shapley value computation is #P-hard [11]. 
Then, we prove that the approximate Shapley value can be obtained in polynomial 
time and the result of distribution obtained by the approximate Shapley value is 
quite close to that obtained by the exact Shapley value. 

• We implement the proposed algorithms and make preliminary experiments to test 
the feasibility of our method. 

The rest of the paper is organized as follows: In Section 2, we present preliminaries 
and state the problem of this paper. In Section 3, we give the cooperation bid strategy 
for advertisers in the coalition. In Section 4, we give an algorithm to distribute the 
utility among advertises in the coalition. In Section 5, we show experimental results 
and performance studies. In Section 6, we conclude and discuss our future work. 

2 Preliminaries and Problem Statement 

2.1 Preliminaries 

First, we introduce the VCG mechanism and give the definition of coalitional game 
and Shapley value as the basis for later discussions. 

There is a set of n advertisers A={a1, a2, …, an} competing for k slots. Each 
advertiser ai has a nonnegative valuation vi≥0 per click and v1 > v2 >…> vn. The set of 
CTR (click-through-rate) of each slot is R={ri | 1≤i≤k} and r1 > r2 >…> rk . The VCG 
mechanism accepts a bid bi (b1 > b2 >…> bn ≥0) from each advertiser ai, and the per-
click price qi of ai to the slot i is defined as [12]: 
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where bj denotes the j-th highest bid (advertiser ai pays nothing when i>k). 
The utility of advertiser ai for a click is defined as [12]: 

 ui=vi− qi (2) 
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Definition 1 [13]. A coalitional game with transferable utility in normal characteristic 
form is (N, v), where N={1, 2, …, n} is the set of agents, and v: 2N→R. For each 
coalition which is a subset of agents S⊆N, v(S) is the value of the coalition S, which is 
the total utility that the member of S can achieve by coordinating and acting together.  

Theorem 1 [14]. A coalitional game is monotonically increasing if for all coalitions 
S1⊆S, v(S1)≤v(S) always holds. 

Definition 2 [15]. There exists a unique function Sh(S, i) which satisfies the following 

form [ ]
1

1 1
1 1

(| | 1)!( | |)!
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S n S
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n

− −
= − − , where i∈S1, S, S1⊆S, and 

|S1| and n is the number of players in S1 and that in S. 

2.2 Problem Statement 

In order to illustrate the VCG mechanism in sponsored search auctions, we first give 
the following example. 

Example1. Let A={a1, a2, a3, a4, a5, a6} be the set of advertisers competing for 4 (i.e., 
k=4) slots, and C={40, 30, 20, 10} be the set of click numbers in a unit time for each 
slot. For ease of exposition, we use click numbers to replace CRTs, and use pi as the 
payment of advertiser ai in a unit time in this paper. Let B={4.7, 4.4, 4.3, 4.2, 4.0, 
3.8} be the set of bids of advertisers in the auction. According to the VCG 
mechanism, advertiser a1 gets the first slot and the utility of a1 in a unit time is 
u1=v1*c1−p1=40*4.7−169=19. Similarly, we can obtain all the advertisers’ allocation, 
payments, and utility, given in Table1. 

Table 1. VCG mechanism 

Name Slot Value function Payment Utility 
a1 1 188.0 169.0 19.0 
a2 2 132.0 125.0 17.0 
a3 3 86.0 82.0 4.0 
a4 4 42.0 40.0 2.0 
a5 0 0 0 0 
a6 0 0 0 0 

Note that it is possible for some advertisers to form a coalition since advertisers can 
cooperate with each other during the process of auction. For the advertisers that form 
a coalition, it is necessary to solve the following two problems: what cooperation bid 
strategy should be designed and how to distribute the utility of the coalition? 

3 Designing a Cooperation Bid Strategy for Advertisers  
in a Coalition 

According to Equation (2), the utility of an advertiser is equal to the advertiser’s 
valuation function minus its payment. Under the VCG mechanism, the payment of an 
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advertiser depends on other advertisers whose bids are lower than that of this 
advertiser. We divide the advertisers in coalition into two parts: the first part is the 
advertiser who has the highest original bid and the second part is the rest advertisers 
in the coalition. The basic idea of cooperation bid strategy is as follows: the first part 
of the coalition does not change its original bid, but the bids of the second part are set 
to the smallest under the condition that all of the advertisers in the coalition can obtain 
the same slots as they are not in the coalition. The cooperation bid strategy is 
described by the following algorithm. 

Algorithm 1. Cooperation Bid Strategy 
Input: 
A = {a1,a2,…,an}, the set of advertisers 
S = {aS 

1 ,a
S 
2 ,…,aS 

r } the coalition and S⊂ A  
k, the number of ad slots 
Output: 
S’, the coalition with the bids reported by the 
advertisers in coalition 
Steps: 
sort A and S by the decreasing order of b 
for each advertiser 
 if aS 

i .b<ak+1.b then 
  remove aS 

i  from S 
end for 
for i=|S| to 2 do 

ai.b← ai+1.b+0.01 
aS 
i .b← ai.b  

end for 
return S 

In Algorithm 1, the two for-loops are the most time-consuming operation, which 
could be done linearly in O(n) time, where n is the number of advertisers in coalition. 
The obtained bid strategy can make the coalition’s utility increased actually, stated in 
Theorem 2.  

Theorem 2. The utility of the whole coalition S is increased by using Algorithm 1. 

Proof. For n advertisers competing for k slots, we denote bi as the original bid of 
advertiser ai, and bx>by>bz. We denote S={ax, ay, az} as a coalition, b* 

i  as the reported 
bid of advertiser ai. We can obtain b* 

x =bx, b* 
y =by+1+0.01 and b* 

z =bz+1+0.01 from 
Algorithm 1. Thus, when forming the coalition S, the payment of advertiser ax is: 

 *
1 2 1 1 1 1 2 2+ + + + + + + += + + + − − − − x x x x x k k x x x x k kp b c b c b c b c b c b c  

 * *
1 1[( )( ) ( )( )]x y y y y z z z zp c c b b c c b b− −= − − − + − −  (3) 

where px is the payment of advertiser ax in unit time when not form the coalition S.  
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From Equation (3), we can prove px ≥p* 
x , py≥p* 

y  and pz≥p* 
z . Thus, the utility of 

coalition S is increased since the payment of coalition S is decreased while the 
allocation has no change.  

4 Distributing the Utility of the Coalition 

Suppose the auction has k slots, and a set of n advertisers, denoted A={a1, a2, …, an}, 
takes part in the auction. We use C={c1, c2, … , ck} to present different slots since the 
difference among slots is just the click numbers. We examine a certain coalition S⊆A, 
whose utility is as follows: 

 ( ) *
∈ ∈ ∈

= = −  
i i i

i i i i
a S a S a S

u S u v c p  (4) 

If the advertisers in S decide to cooperate with each other, they can form a coalition 
and use the cooperation bid strategy of Algorithm 1, changing the payments to P*= {p
* 
1 ,  … , p* 

n }. Thus, we have p* 
i ≤pi and the following utility is generated for the 

advertisers in the coalition in a unit time: 
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Definition 3 [14]. Given a VCG sponsored search auction, the utility u(S) (S⊆A) of a 
coalition is u(S)=u*(S). 

In this definition, u maps advertisers’ coalition to the utility that they can achieve, 
and S is restricted to the subset of the advertisers whose original bids are the k+1 
highest. 

Definition 4 [14]. A game is convex if for any A, B⊆I we have u(A∪B)≥u(A)+ 
u(B)−u(A∩B). 

It is known that the Shapley value can be used to distribute the utility of a coalition 
in a stable and fair way, only if the coalitional game in sponsored search auctions is 
convex [2], which is guaranteed by Theorem 3. 

Theorem 3.The coalitional game is a convex coalitional game. 

Proof. By Definition 3, the coalitional game in sponsored search auctions is 
increasing (monotone). For the increasing situations, the game is convex (by 
Definition 4) if for any S'⊆S and advertiser ar (ar is not in S), we have 
u(S'∪{ar})−u(S')≤u(S∪{ar})−u(S). We define the marginal contribution of advertiser 
ar to the coalition S as 

r

S
aΔ  =u(S∪{ar})−u(S). Thus, the coalitional game in 

sponsored search auctions is a convex game when '

r

S
aΔ ≤

r

S
aΔ . By Definition 3, we have 

 * * * *( { }) ( ) * ( )
r

i i r

S
a r r r i i

a S a S a

u S a u S v c p p
∈ ∈ ∪
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Then by Equation (6), we have  
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We denote S={a1,a2,…, at} (t≤n) and their bids satisfy b1>b2>…>bt. We denote 
S'={a1, a2, …, am}⊆S (m≤t) and advertiser ar is not in S. By Equation (4), we have 
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By Equation (7), we have ∆S' 
ar
≤∆S 

ar
. Therefore, the coalitional game in sponsored 

search auctions is a convex game. 
Following, we give an approximate algorithm for calculating the Shapley value.  

Algorithm 2. Distributing Utility 
Input: 
A={a1,a2,…,an}, the set of advertisers 
S, the given coalition 
u(S), the utility of coalition S 
ai, the given advertiser 
Output:  
Sh(S,ai), the utility of ai obtained in S 
Variables: 
S1, S2, the subsets of S and S1S2=S 

S*, a new coalition that replaces S 
Steps:  
S*PS 
Decompose S* into S1 and S2 where ai∈S1 
while S*≠ai do 
 u(S1)PSh(S

*,S1) 
 S*PS1, u(S

*)Pu(S1) 
 Decompose S* into S1 and S2 where ai∈S1 
end while 
Sh(S,ai)Pu(S

*) 
return Sh(S,ai) 

For a coalition with n advertisers, the Shapley value Sh(S*=(S1,S2), S1) will be 
calculated in O(nlog2n) time. 

5 Experimental Results 

5.1 Experiment Setup 

The data used for the experiments was obtained from Yahoo’s sponsored search logs 
[16], consisting of bid and click logs sampled over a few months. The data contains 
roughly 18 million records, and each record is formed from keywordID, advertiserID, 
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bid and the number of click in one month. All the test data were stored in MS SQL 
Server 2008 and all the codes were written in Java. The machine configurations are as 
follows: AMD Athlon64 X2 3800+ CPU, 2GB of main memory, running Windows 7 
Ultimate 32-bit operating system. 

5.2 Utility and Efficiency of the Cooperation Strategy 

We tested Algorithm 1 to verify the utility and efficiency of the cooperation strategy. 
In the current experimental environment, this test was conducted on the advertisers’ 
coalition with various numbers of advertisers: 20, 40, 60, 80, 100 and 120. It can be 
seen from Fig. 1 that the utility of the coalition is increased by the cooperation bid 
strategy. In Fig. 2, n represents the number of advertisers that take part in the auction, 
and k represents the number of the advertisement slots. It can be seen that the 
cooperation bid strategy can be computed in linear time with the increase of 
advertisers, which verifies the efficiency of Algorithm 1. 
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Fig. 1. Utility of advertisers’ coalition      Fig. 2. Execution time of cooperation 
strategy with the increase of advertisers 

5.3 Performance of the Approximation Method for Distributing Utility 

By Algorithm 2, we can obtain the approximation solution to distributing the utility in 
the coalition. The performance of an approximation method was evaluated in terms of 
the following two criteria: approximation error and time complexity. We tested the 
performance of Algorithm 2 by recording the results upon the approximation errors 
and execution time of Algorithm 2, shown in Fig. 3 and Fig. 4 respectively. It can be 
seen from Fig. 3 that the approximation error of Algorithm 2 is basically lies in the 
interval of [0, 0.1]. This means the result of Algorithm 2 is quite close to that obtained 
by exact Shapley value algorithm [6]. In Fig. 4, n represents the number of advertisers 
who take part in the auction, and k presents the number of the slots. It can be seen that 
the execution time is increased linearly with the increase of the advertisers. In 
particular, the execution time is 0.045s and is 5.516s when the number of advertisers 
is 5 and 80 respectively, which verifies the efficiency of Algorithm 2.  
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Fig. 3. Approximation error of Algorithm 2   Fig. 4. Execution time of Algorithm 2 with 
the increase of advertisers in coalition 

5.4 Applicability Test 

To verify the applicability of our method, the tests were made upon 20 advertisers. 
We compared the utility of each advertiser obtained when the advertisers formed a 
coalition using our method (UC) with that obtained when they did not form a 
coalition (UNC). It can be seen from Fig. 5 that the utility of each advertiser is indeed 
increased by using our method. 
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Fig. 5. The utility of advertiser in and out of coalition 

To sum up, the experimental results and performance studies given in this section 
show that our method for increasing the advertisers’ utility in sponsored search 
auctions is efficient and effective. 

6 Conclusion and Future Work 

To make the advertisers’ utility increased, we focused on a cooperation bid strategy 
under the VCG mechanism, and proved that the cooperation bid strategy could easily 
be obtained in linear time and increase the coalition’s utility. We gave an approximate 
Shapley value to distribute coalition’s utility.  
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To improve the efficiency of Algorithm 2, propose the methods for combining 
coalitions, and exam GSP mechanism in sponsored search auctions are our future 
work. Meanwhile, we have assumed that advertisers in coalition completely trust each 
other, but in fact some advertisers in coalition may not abide by the coalitional game 
approach we designed, which means that it is worthwhile to design a punishment 
mechanism. 
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Abstract. Social interactions on online communities involve both positive and 
negative relationships: people give feedbacks to indicate friendship, support, or 
approval; but they also express disagreement or distrust of the opinions of oth-
ers. One’s current attitude to the other user in online communities will be af-
fected by many factors, such as the pre-existing viewpoints towards given  
topics, his/her recent interactions with others and his/her prevailing mood. In 
this paper, we develop a game theory based method to analyze the interactive 
patterns in online communities, which is the first in its kind. The performance 
of this prediction model has been evaluated by a real-world large-scale com-
ment dataset, and the accuracy reaches 82%.  

Keywords: online community, relationship, current attitude, game theory. 

1  Introduction  

Traditional online community researches have mainly considered positive relation-
ships only. Most of those researches focus on the friend-networking sites, such as 
MySpace, Facebook, and Google+ [2-4]. Negative relationships are seldom found on 
those sites, because the interactive users might be friends in real world. Recently a 
number of researchers have begun to investigate negative as well as positive relation-
ships in online communities. For example, users on Wikipedia can vote for or against 
the nomination of others [5]; users on Epinions can express trust or distrust of others 
[6]; and participants on Slashdot can declare others to be either “friends” or “foes” 
[7]. However, all of the above works exhibit a common problem -the lack of explicit 
labeling, making it difficult to reliably determine the sentiment of a given interaction.  

A few recent studies examined the interactive patterns using data that can be ga-
thered from online communities, for instance, writing messages to other users [1, 11-
12, 15-17]. In our most recent study [1, 10], we roughly identify several terms or 
phrases from the public discussions as either supportive or opposing. Every 
term/phrase is assigned with a value between 0 and 1 according to their tone manual-
ly. A higher value corresponds to a greater degree of support; if the phrase is neutral, 



470 Z. Bu et al.  

 

we assigned it a value of 0.5. Thus, every phrase has an associated numerical “trust”. 
For a given comment from one ID to the other, we can determine the implicit orienta-
tion by counting the number of positive or negative words in it (if there are several 
emotional words in one comment, we take the average).  

Accordingly, the semantic strength from user i  to user j  under a given topic 

p  can be calculated as:  

,

,
1

( , ) ( ( , , )) / ( )

p
i jn

p p p
i j

k

s i j s i j k n
=

=                           
(1)

     

Where ( , , )ps i j k  is the implicit orientation of one comment from i  to j  under 

the topic p , and ,
p
i jn  is reply number from i  to j  under the topic p .  

In reality, one’s current attitude to the other user in online communities will be af-
fected by many factors, such as the pre-existing viewpoints towards given topics, 
his/her recent interactions with others and his/her prevailing mood. In this paper, we 
develop a game theory based method to analyze the interactive patterns in online 
communities, which is the first in its kind. Our contributions are as follow: 
1) In online communities, if both users A and B send a positive comment, then their 

happiness will get a positive promotion. If just user A sends a positive comment 
(user B sends a negative comment), user A’s happiness will decrease, and the 
happiness of user B will increase. Finally, if both users A and B send a negative 
comment to each other, their happiness will get a negative promotion. Therefore, 
we can model the user interaction as a game, in which, the two players are solely 
concerned with maximizing their own payoffs. In the end of this game, user A 
will choose the optimal strategy to maximize his/her own payoff. The optimal 
strategy taken by user A can be used to predict his/her current attitude to user B.  

2) To evaluate the performance of our current attitude prediction model, we crawled 
the comment data from Tianya website, and built a test set according to existing 
user discussion lists. The accuracy of our model in predicting one’s current atti-
tude to the other is 82%.  

2 Game Theory Based User Interaction Model 

Suppose that user A is an online community user, he can interact with other users by 
writing comments to each other. If user A sends a positive comment to user B, user B 
might give user A a feedback, which user A hopes is also positive. In this case, the 
happiness user A received will be mainly decided by the implicit orientation of the 
comment from user B to user A, which is ( , )s B A . While if user A sends a negative 

comment to user B, user A might not look forward a positive feedback from user B. 
The happiness user A gets will be mainly decided by the attitude to user B of himself. 
For instance, A is strongly against user B, the semantic strength ( , )s A B  from user A 

to user B will be very low. In this case, user A’s happiness will be measured as 
1 ( , )s A B− . Thus, user A has two possible options for how to behave: to send a posi-

tive comment, or to send a negative one. The challenge in reasoning about this is that 



 Current Attitude Prediction Model Based on Game Theory 471 

 

the happiness of user A in online communities with the outcome depends not just on 
his own decisions but on the decisions made by every participant. Therefore, the in-
teractive users constitute a complete description of each player’s happiness with each 
of the possible outcomes of a game. In the end of this game, user A will choose his 
optimal strategy to maximize his own happiness. The optimal strategy taken by user 
A will be used to measure the current attitude from him to user B. 

2.1 Interactive Game Model 

Game theory is a study of strategic decision making. More formally, it is the study 
of mathematical models of conflict and cooperation between intelligent rational deci-
sion-makers [13]. A game consists of three components: a set of players, the strategy 
set for each player and a utility function for each player measuring the degree of 
“happiness” of the player. Then, we can use a tuple [ ,{ }, ]k kG A Rκ= to represent a 

game, where {1,... }Kκ =  is the set of players, kA  is the set of actions (strategies) 

available to user k, and kR  is the utility function for user k. Taking the above user 

interaction as an example, there are two players which are A and B. And their sets of 
actions are the same which are to send a positive comment, or to send a negative one. 
The basic utility functions for user A are ( , )s B A  or 1 ( , )s A B−  which depends on 

the decisions made by everyone. The situation is symmetric when we consider the 
basic utility of user B. The underlying principles of user interactions in online com-
munities are as follow: if both users A and B send a positive comment, then their 
payoffs will get a positive promotion. If just user A sends a positive comment (user B 
sends a negative comment), user A’s payoff will decrease, and the payoff of user B 
will increase. Finally, if both users A and B send a negative comment to each other, 
their payoffs will get a negative promotion. As one’s pre-existing viewpoints towards 
given topics and emotional changing are hard to capture, in this paper, both positive 
and negative promotions of payoff will be randomly assigned in a given range. 

There is a simple tabular way to summarize all these outcomes, as follows. We 
represent user A two choices-to send a positive comment, or to send a negative com-
ment-as the rows of a 2 2×  table. We represent user A’s partner’s user B two choices 
as the columns. So each box in this table represents a decision by each of the two 
users. In each box, we record the happiness/payoff they each receive: first user A’s, 
then user B’s. Writing all this down, we have the table shown in Fig. 1. Now user A 
needs to figure out what to do: sends a positive comment, or sends a negative one. 
Clearly, user A’s happiness/payoff depends not just on which of these two options he 
choose, but also on what user B decides. Therefore, as part of user A’s decision, A 
has to reason about what user B is likely to do. Thinking about the strategic conse-
quences of his own actions, where user A needs to consider the effect of decisions by 
user B. Our interest is in reasoning about how users in online communities will be-
have in this interactive game.  
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Fig. 1. User interaction model based on game theory 

2.2 Optimal Strategy 

Once the payoffs have been defined, interactive users will select their optimal strate-

gies according to the above three assumptions. If i
Aa , i

A Aa A∈  is a strategy chosen 

by user A, and j
Ba , j

B Ba A∈  is a strategy chosen by user B, then there is an entry in 

the payoff matrix corresponding to the pair of chosen strategies ( , )i j
A Ba a . We will 

write ( , )i j
A A BR a a  to denote the payoff to user A as a result of this pair of strategies, 

and ( , )i j
B A BR a a  denote the payoff to user B as a result of this pair of strategies. Then, 

we used two fundamental concepts that will be central to our discussion of the inter-
active game.  

The first concept is the idea of a (strict) best response: it is the best choice of one 
user, given a belief about what the other player will do. In our interactive game, we 

say a strategy *
Aa  for user A is a (strict) best response to a strategy j

Ba  for user B is 
*
Aa  produces at least as good a payoff as any other strategy paired with j

Ba : 

*( , ) ( , )j j
A A B A A BR a a R a a′≥                          (2) 

*( , ) ( , )j j
A A B A A BR a a R a a′>                           (3) 

for all other strategies Aa′  of user A. When A has a strict response to j
Ba  for user B, 

this is clearly the strategy s/he should select when faced with j
Ba .  

The second concept is the idea of a (strictly) dominant strategy. We say that a 
dominant strategy of user A is a strategy that is a best response to every strategy of 
user B: 

*( , ) ( , )A A B A A BR a a R a a′ ′ ′≥                           (4) 

*( , ) ( , )A A B A A BR a a R a a′ ′ ′>                            (5) 

Thus, we made the observation that if a user has a strictly dominant strategy, then 
we can expect him/her to use it. As shown in Fig. 2, suppose user A posted a topic, in 
which he called on China government to implement quality education. User B met 

Positive Negative

Positive

Negative

User B

User A

Players

Strategies

 



 Current Attitude Prediction Model Based on Game Theory 473 

 

this post and discussed with him about this topic. In their recent interaction, user B 

sends a comment, the semantic strength of which is ( , , )ps B A t , then user A gives a 

feedback to user B, the semantic strength of this feedback is ( , , )ps A B t . How should 

user B do next? In this case, user B may meet three different situations: 1) a game in 
which user B has a strictly dominant strategy; 2) a game in which only user A has a 
strictly dominant strategy; 3) a game in which neither user has a strictly dominant 
strategy. We will respectively discuss these three situations next. 

( , , )ps B A t

( , , )ps A B t

( , , 1)ps BAt+

 
Fig. 2. An example of the recent interaction between user A and user B 

2.2.1   A Game in Which User B Has a Strictly Dominant Strategy 
Suppose user B sends a positive comment to user A to express her agreement. Taking 
the semantic analysis of her comment as in [1, 12], we learn that the semantic strength 
from B to A is 0.8. Then, user A also sends a positive comment to user B, in which he 
gave B a good compliment, the semantic strength from A to B is 0.7. According to the 
interactive model in Section 2.1, we can capture this situation with numerical payoffs 
as shown in Fig. 3(a). ξ represents the positive and negative promotions of payoff 
decided by their pre-existing viewpoints towards given topics and prevailing moods. 
As one’s pre-existing viewpoints towards given topics and emotional changing are 
hard to capture, in this paper, both positive and negative promotions of payoff will be 
randomly assigned in a given range. In this example, we unified set ξ as 0.1, and the 
final payoff table will be acquired as shown in Fig. 3(b).  
 

 
Fig. 3. A game in which user B has a strictly dominant strategy, the strategy pair in red box 
represents the optimal strategy pair 

As ( , )BR Positive Positive > ( , )BR Postive Negative  and ( , )BR Negative Positive >

( , )BR Negative Negative , to send a positive comment is a strictly dominant strategy 

for user B. So it is easy to reason about what user B is likely to do. 

2.2.2   A Game in Which only User a Has a Strictly Dominant Strategy 
There are many situations where the structure of the game and the resulting behavior 
looks very different. Indeed, even simple changes to a game can change it from the 
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above interactive game to something more benign. For example, suppose that user B 
also sends a positive comment to user A, and additionally gave a few supplemental 
points. The semantic strength from user B to user A is 0.7. However, user A sends a 
negative feedback to user B, because he thinks that the supplemental points are not 
reasonable. In this case, the semantic strength from user A to user B is 0.3. The nu-
merical payoffs in this situation are captured as shown in Fig. 4(a). This time, we 
randomly assign a value between 0 and 0.2 to ξ. Then we can check that the payoff 
matrix has changed as shown in Fig. 4(b).  

Furthermore, we can check that with these new payoffs, user B does not have a 
strictly dominant strategy. However, user A has a strictly dominant strategy. Still, it is 
not hard to make a prediction about the outcome of this game. Since user A has a 
strictly dominant strategy, we can expect he will play it. Now, what should user B do? 
If user B knows user A’s payoffs, and know that user A wants to maximize her happi-
ness/payoff, then user B can confidently predict that user A will send a negative 
comment to her. Then, since to send a negative comment is the strict best response by 
user B when user A sends a negative comment, we can predict that user B will send a 
negative comment. So our overall prediction of interaction in this game is to send a 
negative comment by user B. 

 

Fig. 4. A game in which only user A has a strictly dominant strategy, the strategy pair in red 
box represents the optimal strategy pair 

2.2.3   A Game in Which Neither User Has a Strictly Dominant Strategy 
When neither user in the interactive game has a strictly dominant strategy, we need 
some other way of predicting what is likely happen. Let’s return to our pervious user 
interactive game, and see a special situation. Suppose user B sent a neutral comment, 
the semantic strength of which is 0.5, to user A. Then user A also sent a neutral com-
ment to user B. Then, the initial numerical payoff matrix is captured as shown in Fig. 
5(a). We still randomly assign a value between 0 and 0.2 to ξ and the final numerical 
payoffs as shown in Fig. 5(b). 

If we study how the payoffs in this example, we see that neither user has a domi-
nant strategy. So how should we reason about the outcome of play in this game?  

A complete definition of how a player will play a game will be called a pure 
strategy. For a two-player game, if there is a strictly dominant strategy, we can find 
the pure strategies of both players. However, if neither user has a strictly dominant 
strategy, we should consider the mixed strategies. In this model, the possible 
strategies of user A are numbers p between 0 and 1, and p means that user A is 
committing to send a positive comment with the probability p, and to send a negatvie 
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one with the probability 1-p. Similarly, the possible strategies for user B are numbers q 
between 0 and 1. Once we have done this, we can then rank outcomes accoding to their 
associated number. As in this example, if user A chooses to send a positive comment 
while user B chooses a probability of q, then the expected payoff to user A is 

( ) (0.7)( ) 0.3(1 ) 0.3 0.4AE Positive q q q= + − = +                (6) 

Similarly, if user A chooses to send a negative comment while user B chooses a 
probability of q, then the expected payoff to user A is 

( ) (0.6)( ) 0.4(1 ) 0.4 0.2AE Negative q q q= + − = +                (7) 

Then we can get the unique Nash equilibrium [14] for the miexed-strategy (the 
Mixed- Strategy Equilibrium) for this example, just have  

( ) ( )A AE Positive E Negative=                          (8) 

 
Positive Negative

Positive

Negative

User B

User A

Positive Negative

Positive

Negative

User B

User A

(a)An interactive game about the topic of “quality education” (b)The final payoff table where is randomly 
assigned in a given range of (0, 0.2)  

Fig. 5. A game in which neither user has a strictly dominant strategy, the strategy pairs in red 
box are Nash equilibriums 

or in other words q=0.5. The situation is symmetric when we consider things from 
user B’s point of view, and evaluate the payoffs from a play of probability p by user 
A. We also have p=0.5. Thus, the pair of strategies p=0.5 and q=0.5 is the only 
possibility for a Nash equilibrium. In his famous paper [14], John Forbes Nash proved 
that there is an equilibrium for every finite game. 

Above all, we analyze all the three suitations in the two-player interavtive game. 
We can get a pair of pure strategies in the first two suitations, and get a pair of mixed 
strategies in the last suitations. The optimal strategy taken by user B can be used to 
predict her current attitude to user A. 

2.3 Relationship Predication 

The interactive game in online environment has a feature that the two interactive users 
will choose their actions independently accoding to their recent interacions. That 
means, their actions are not simultaneously given. As shown in Fig. 6, user A posts a 
topic p, then a reply article from user B commnets on this topic so as to continue the 
discussion. The semantic strengths between these two users are sited on every 
directed link. At the end of their discussion about this topic, we can predict the 
optimal strategy (to send a postive comment, or to send a negative comment) for user 
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A by considering his latest interactions with user B, which are ,( , , )p p
A Bs A B n  and 

,( , , )p p
B As B A n . We can also predict the optimal strategy for user B by considering 

interctions ,( , , 1)p p
B As B A n −  and ,( , , )p p

A Bs A B n . Actually, we have already known 

the strategy for user B as is sited on the last link of this discussion. We can use 

,( , , )p p
B As B A n  to verify the performance of our interactive game model. Similarly, we 

can use one’s 1t + th action to verify the performance of the interactive game model 
in the t th interaction with his/her partner. The overall performance of our interactive 
game model will be discussed in Section 3. 

,( , , )p p
B As B An

,( , , 1)p p
BAs BAn −

,( , , )p p
ABs ABn

 

Fig. 6. User interactions under a given topic p in online environment 

3 User Interactions in a Real Online Community 

As we stated in Section 2.3, we can use one’s 1t + th action to verify the 
performance of the interactive game model in the t th interaction with his/her 
partner. Then, we can build a test set according to existing user interaction 
history. Let’s go back to the user interaction example in Section 2.3, we assume 
that user A will send only one comment to user B if s/he receives the recent 

feedback from user B. Thus, we can predict user A’s , 1p
A Bt + th action using the 

interaction game model in Section 2.2 based his recent interactions with user B, 

namely ,( , , )p p
A Bs A B t  and ,( , , )p p

B As B A t . In this case, user A will have an optimal 

strategy, ,_ ( , , 1)p p
A Boptimal strategy A B t + .  

We can compare ,_ ( , , 1)p p
A Boptimal strategy A B t +  with ,( , , 1)p p

A Bs A B t + using a 

simple judgment function, which is: 
1 0.5, 0.5  0.5, 0.5

( , )
0

x y or x y
x y

otherwise
δ

≥ ≥ ≤ ≤
= 
                  (9) 

A
B

A

( , ,1)ps B A

( , ,1)ps A B

_ ( , ,1)poptimal strategy A B
( , ,1)ps A B

B( , ,0) 0.5ps AB =

 

Fig. 7. The simplest discussion list which can be used to evaluate the performance of our model 
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We need to consider a special case in the above interaction example. As shown in 
Fig. 7, there is only two comments in the discussion list between users A and B. In 
this case, to predict the optimal strategy for user A, we assume that the pre-exsiteing 
attitude from user A to user B is neutral, namely, ( , , 0) 0.5ps A B = . The the two-

comment discussion list is the simplest one which can be used to evaluate the 
performance of our interactive game model. 

  

Fig. 8. Comparisons of the current attitude prediction model and our previous method [12]  

We study a real discussion list in our Tianya data. User A first post a topic, and 
then user B add in to have a discussion with user A. Fig. 8 shows a comparsion of the 
current attitide attitude prediction model based on the recent interaction and our 
previous method by averaging the semantic strengths in one’s previous t times 
interaction. As shown in Fig. 8(a), we predict one’s current attitude by considering the 
recent interaction with his/her parter. And we use one’s 1t + th action to verify the 
performance of the interactive game model in his/her t th interaction. For the total 
twenty-four times prdictions, we have successed twenty times, the accuracy of the 
current attitude prediction model is 83%. In our previous work [12], we measure 
one’s attitude to the other by simply averaging the semantic strengths in one’s pre-
vious t  times interactions. We also compare the outcomes of this method with the 
actual semantic strengths of the two users. As shown in Fig. 8(b), we have successed 
13 times. The accuracy of this method is only 54%.  

When we apply our current attitude prediction method to the entire Tianya data, we 
get an accuracy of 82%, which is very high. We also implemented the same evaluation 
work to our previous method. The accuracy of this method in the entire Tianya data is 
only 63 %; obviously, the current attitude prediction model performs much better. 

4 Conclusion 

Recently, online communities have become a supplemental form of communication 
between people. Relations on online communities often reflect a mixture of positive 
(friendly) and negative (antagonistic) interactions. In this paper, we develop a game 
theory based method to analyze the interactive patterns in online communities, which 
is the first in its kind. The performance of this prediction model has been evaluated by 
a real comment data, and the accuracy reaches 82%. Our study uncovered a number 
of interesting findings, some of which are related to the specific nature of online 
community environments. 
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Abstract. Client-side applications often contain similar features and
facilitating reuse could offer considerable benefits in terms of faster de-
velopment. Unfortunately, due to the specifics of prevailing technologies,
the techniques and tools used to support reuse are not as advanced as
in other software engineering disciplines and the main method of reuse
is still copy-pasting code. Copy-paste reuse can introduce a number of
different types of errors that are time-consuming to detect and fix. In
this paper we present an automatic method for feature reuse in client-
side web applications. We identify problems that occur when introducing
code from one application into another, present a set of algorithms that
detect and fix those problems and perform the actual code merging. We
have evaluated the approach on four case study applications, and the
results show that the method is capable of performing feature reuse.

Keywords: Web applications, Reuse, Client-side Analysis.

1 Introduction

From the user’s perspective, the behavior of a client-side application is composed
of distinguishable parts, i.e. features, that manifest at runtime. Similar features
are often used in a large number of applications, and facilitating their reuse
offers significant benefits in terms of easier development. However, the client-
side domain does not offer any widely used feature-reuse method, and code is
usually copy-pasted to the new application. Copy-paste reuse can be complex
and error-prone. Usually it is hard to identify code for reuse and introduce it
into the new application without errors, and there is need for systematic reuse.

A feature is an abstract notion representing a distinguishable part of the sys-
tem behavior that manifests at runtime triggered by the user [2]. Since client-side
web applications are highly dynamic event-driven applications where the major-
ity of code is executed as a response to user-generated events, identifying the
exact implementation details of a certain feature is difficult and time-consuming.
In our previous work [4] we have introduced a client-side dependency graph that
captures dependencies that exist in a client-side web application. The depen-
dency graph is built during the feature identification process [4] by analyzing
an execution of a particular scenario demonstrated by the user. By using the
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feature identification process, we are able to identify the implementation details
of individual features.

In this paper we present a method for code-level feature reuse in client-side
web development. We have specified how to reuse features, and when can that
reuse be considered successful. Naturally, when merging two code bases a num-
ber of problems can arise. We have identified those problems and have developed
algorithms capable of detecting and fixing them. The approach has been evalu-
ated by performing the reuse process on four case study web applications, and
the evaluation shows that the method is capable of performing feature reuse.

2 Reuse Process Overview

The goal of the method is to enable code-level feature reuse from one client-side
application into an already existing application. Let A and B be two client-side
applications, each defined with HTML, CSS, and JavaScript code and resources:
〈HA, CA, JA, RA〉 for application A, and 〈HB, CB , JB, RB〉 for application B.

An application offers a set of features F , and when a user performs a cer-
tain scenario si, a feature f manifests. A feature is implemented by a subset of
the application’s code and resources. However, identifying the exact subset is
a challenging task: code responsible for the desired feature is often intermixed
with irrelevant code, and there is no trivial mapping between the code and the
application running in the browser. In our previous work [4], we have developed
a method that can, by analyzing the execution of a scenario causing the manifes-
tation of a feature fa, identify the subset of the application 〈ha, ca, ja, ra〉 that
implements the feature. The goal of the reuse method is to enable the inclusion
of code and resources 〈ha, ca, ja, ra〉 of fa from application A into the application
B, thereby obtaining a new application B′ that offers both the feature fa from
A, and the features FB from B. We consider reuse successful if, in the final B′

application, the scenario sa causing the manifestation of fa can be repeated with
the same presentational and behavioral characteristics on ha, and all scenarios
SB can be repeated with the same presentational and behavioral characteristics
on HB. This means that, in order for the reuse to be correct, there should not be
any feature “spilling” – the feature fa, in the context of B′, should not operate
on parts of application originating from application B (nor should features from
B operate on parts of the application originating from A). With regard to pre-
sentational characteristics this means that CSS rules ca, when included in CB′ ,
should only be applied to HTML nodes ha included in HB′ (similarly, CB should
only be applied to HB). For the preservation of behavioral characteristics, code
ja should only interact with ha, ca, ra, and JB with HB, CB , RB.

2.1 Process Description

Due to the fact that client-side web applications are highly dynamic event-driven
UI applications, we have based the process on the dynamic analysis of application
execution while performing scenarios that capture the behavior of individual
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applications. As input, the process (Figure 1) receives the whole code of the
application A from which a feature fa will be extracted, a scenario sa that
invokes the feature fa, a selector that specifies the part of the web page where
fa manifests; the whole code of the web application B where the feature will be
reused into, a set of scenarios SB that capture the behavior of the application,
and a reuse position that specifies where the feature will be reused.

Fig. 1. The process of extracting and reusing features

The reuse process starts by invoking the feature identification process [4] (1.A,
Figure 1) for application A, and by analyzing the execution of application B
(1.B, Figure 1). The feature identification process executes the application with
the scenario event trace as a guideline, logs an execution summary, builds a
dependency graph, and automatically identifies the subset of the application
A that implements the feature fa. Similarly, the application analysis process
analyzes the execution of application B, logs an execution summary and builds
a dependency graph. When merging two code bases a number of conflicts can
occur. For this reason, all artifacts generated in the previous phases are used as
input to the conflict resolution phase which automatically fixes the conflicts (or
notifies that the fix can not be applied). Next, the modified, conflict-resolved
dependency graphs, along with the reuse position are used as inputs to the
merging phase where the code of the two applications is merged, and reuse is
achieved.



482 J. Maras, J. Carlson, and I. Crnković

3 Conflict Resolution

Including code and resources of fa into B changes the situation in both the
feature code and the application code, primarily because merging code creates
a new page whose DOM is different from what is expected by the code of each
individual application. This difference can create a number of problems that are
complicated by the fact that the web application code is heavily interdependent
(the final result displayed in the browser is an interplay of HTML code, CSS
code, JavaScript code and resources), and that a change in one section can
propagate to a number of different places. On top of that, due to the dynamicity
of JavaScript, both the positions on which the problems arise, and the positions
to where they are propagated to can not be accurately determined statically.

3.1 Conflicts

There are two broad types of conflicts: DOM conflicts and JavaScript conflicts.
DOM conflicts – From the DOM perspective, the merging of HTML code

can lead to conflicts in naming attributes of HTML nodes (class, id, and name).
Since HTML is an error tolerant language, this won’t lead to any problems in
the DOM itself. However, the naming attributes are used in CSS and JavaScript
code, and the main problem with DOM conflicts is that they propagate to CSS
and JavaScript code. CSS rules are applied to HTML nodes based on CSS se-
lectors, and if CSS conflicts occur, CSS rules designed to target HTML nodes of
one application could, in the final application, be applied to HTML nodes of the
other application. This can lead to a number of problems: from not preserving
the visual properties, to changing the values of code expressions that access the
element’s visual properties. JavaScript code interacts with the DOM and ac-
cesses HTML nodes by using queries similar to CSS selectors. This means that
if there are conflicts in HTML, JavaScript expressions that query the DOM of
the page can return different results in the context of the final application than
in the original contexts. These differences can lead to a number of errors.

JavaScript conflicts – Apart from conflicts that propagate from HTML
and CSS, JavaScript code can introduce a number of errors, mostly because of
the use of global variables. JavaScript has different types of global variables, and
from the perspective of conflict-handling they can be divided into three groups:
i) standard global variables created by declaring variables in the global scope,
or by extending the global window object (writing to a non-registered identifier,
or adding a new property to the window object); ii) Built-in object extensions –
extending built-in objects (e.g. the Math object, String, Array prototypes); and
iii) Event-handling variables used by the browser to register event handlers (e.g.
onload, onmousemove properties of the global window object). Standard global
variables can cause naming conflicts; Built-in object extensions can cause naming
conflicts within the extended objects, and errors can be introduced when iter-
ating over object properties; and Event-handling variables can cause problems
with property overriding. Similar to CSS type selectors, JavaScript type DOM
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queries can come into conflict and a different set of elements, compared to the
originating applications, can be returned in the context of the final application.

Conflicts can also occur between resources (images, fonts, videos, files, etc.) if
there exist resources with the same identifiers in both applications. These types
of conflicts can propagate to HTML, CSS, and JavaScript code, and have to be
tracked and handled.

3.2 Fixing Conflicts

The following sections describe algorithms for fixing conflicts in different parts
of the application. The process is composed of two steps: i) fixing conflicts that
arise due to changes in the DOM structures of both applications, and ii) fixing
problems that happen when merging two JavaScript code bases. Since conflicts
can occur both statically and dynamically, all possible conflicts can not be ac-
curately detected with static analysis, and fixes performed with simple string
renamings, without taking into consideration the semantics of the changed ex-
pressions, can only handle a subset of possible problems (and even then, we can
not be sure if they are applied to correct expressions). This is why we heavily
rely on client-side dependency graphs and execution summaries to identify the
exact conflict positions, and the positions to where these conflicts propagate.

Fixing DOM conflicts – Algorithm 1 describes the process of detecting
and fixing conflicts that arise when merging HTML code of two different appli-
cations, but that also propagate to CSS and JavaScript. The main idea of the
algorithm is to identify all static or dynamic code positions that can cause con-
flicts due to the fact that a new page will be created by merging the DOMs of
both applications. This means replacing conflicted HTML attributes, expanding
HTML nodes, and modifying both the CSS rules and JavaScript DOM queries
in order to localize them in a way that they only interact with nodes from their
respective applications. As input the algorithm receives the dependency graph
fGraph and execution summary fExe of A for scenario ua, and the dependency
graph bGraph and the execution summary bExe of B for UB.

Algorithm 1. handleDOM(fGraph, fExe, bGraph, bExe)

1: attrConflicts ← getHtmlAttrsConflicts(fExe, bExe)
2: resources ← getResources(fGraph)
3: for all item : merge(attrConflicts, resources) do
4: new ← getName(item, fExe, bExe)
5: for all pos : getUsagePos(item, fExe) do
6: if isInHtml(pos) OR isInCss(pos) then
7: replaceVal(pos, item, new)
8: else if isInJs(pos) then
9: replaceDomStrLit(pos, item, new, fGraph)

10: expandNds(getName(’f’, fExe, bExe), fGraph, fExe)
11: expandNds(getName(’b’, fExe, bExe), bGraph, bExe)
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The algorithm finds all conflicts in HTML node named attributes and all used
resources, and generates a new, unconflicting name for each item. An item can
be used in a number of different positions: in HTML code as node attributes, in
CSS code as selectors or key values, and in JavaScript code as assignment or call
expressions. (e.g. assignment expressions that modify node attributes, or DOM
querying call expressions). If the usage position is in HTML or CSS code then the
old value in the feature code is simply replaced with the new, unconflicting value.
If the usage position is in JavaScript code, the process traverses the dependency
graph and attempts to find the string literal that matches the old value and
replace it with the new value. If the string literal can not be found (e.g. is
constructed by concatenating strings), then a comment notifying that a conflict
was not handled is added to the access position.

The process of handling DOM conflicts continues in line 10, Algorithm 1, by
handling conflicts with selectors in CSS and JavaScript. The main idea is to make
the selectors more specific by limiting them only to parts of the DOM that match
the originating application. Unconflicting names are generated with calls to the
getName function and are added as attributes to enable differentiation between
nodes originating from different applications. Type selectors are expanded so
they target only nodes they have targeted in the originating applications (both
for CSS selectors, and JavaScript DOM queries).

Algorithm 2. handleJs(fGraph, fExe, bGraph, bExe)

1: for all cnflct : getStandardGlobalConflicts(fExe, bExe) do
2: renameIdDeps(getDecl(cnflct, fGraph), getNewName(cnflct, fExe, bExe))

3: for all objExt : getBuiltInObjExtns(fExe) do
4: addSkipIterationToAllPropertyIters(getPropertyIters(objExt, bExe))
5: if hasConflicts(objExt, fExe, bExe) then
6: renameIdDeps(getDecl(objExt, fGraph), getNewName(objExt, fExe, bExe))

7: for all objExt : getBuiltInObjExtns(bExe) do
8: addSkipIterationToAllPropertyIters(getPropertyIters(objExt, fExe))

9: conflicts ← getConflictedHandlers(fExe, bExe)
10: if sizeOf(conflicts) != 0 then
11: addInitConflictHandlerObjectAsTopNode(bGraph)
12: expandWithConflictHandlerCode(conflicts)
13: addHandlerInvokerCodeAsLastBodyNode(bGraph)

Fixing JavaScript conflicts – The main goal of Algorithm 2 is to detect
and fix JavaScript conflicts that arise due to global variable naming conflicts, and
due to the modifications of the globally accessible objects that can change the
behavior of additionally included code. Since conflicts can occur both dynami-
cally and statically, as input the algorithm receives the dependency graphs and
execution summaries from both applications. The algorithm starts by finding
conflicts regarding standard global variables: for each conflicted variable, a new
unconflicting identifier is generated, and all usage positions of that identifier in
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the feature code are replaced (if it is not possible, a warning is added). Next, the
algorithm is dealing with conflicts that arise by extending built-in objects. For
the object extensions in feature code, the algorithm traverses all code positions
in application B that iterate over the extended objects and adds a statement
that will skip the iteration over the properties extended by the other application.
The algorithm proceeds by checking if there are any conflicts with the object
extensions done in application B, and if there are, the property names in the
feature code are replaced with unconflicting names. The process goes similarly
for the application B with the exception that there is no need for handling nam-
ing conflicts. Finally, event handler conflicts are handled by inserting code that
creates an event-handler-tracker object that keeps track of all registered han-
dlers, replacing conflicting code expressions in both applications with code that
reroutes the handler registration and deregistration to the event-handler-tracker,
and inserting code that invokes the necessary handlers.

4 Merging Code

Once all conflicts have been detected and fixed or reported, the process is finished
by merging the code of the feature and the application (Algorithm 3). The
main idea is to perform the merge of both the header and body nodes of each
application, and then to move the feature nodes to the designated position,
without introducing errors. Algorithm 3 works by taking the head children and
the body children of the feature graph from application A and appending them
to the head and the body node of the application B. Next the HTML nodes that
define the feature are selected from the graph with the goal of moving them to a
new position defined with the rSlctr selector. Since not only feature HTML nodes
are selected in the feature identification process (others might be included due to
dependencies) it is not always possible to perform the moving of nodes without
introducing errors. Some CSS selectors that apply styles to feature nodes, or
JavaScript DOM queries, could be structurally dependent on the position of the
feature nodes in the page hierarchy, and by moving the feature nodes errors are
introduced. In this case we detect and report the error positions (lines 7, 8). Also,
due to DOM queries, when moving feature nodes it is necessary to maintain the
relative position of the feature script nodes towards the feature nodes (line 11).

5 Case Studies

The evaluation of the approach is based on four case study applications divided
into two groups: i) Group 1, applications 1 and 2 that use the most wide-spread
third-party JavaScript library – jQuery; and ii) Group 2, applications 3 and 4
developed with the second most-wide spread JavaScript library – MooTools1.
With these four applications we have created a set of four case studies with
a goal to test whether our method is capable of performing automatic feature

1 http://w3techs.com/technologies/history_overview/javascript_library/all

http://w3techs.com/technologies/history_overview/javascript_library/all
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Algorithm 3. merge(fGraph, bGraph, fSlctr, rSlctr)

1: for all hChild : getHeadChildren(fGraph) do
2: if isLinkScriptStyle(hChild) then
3: appendToHeadNode(hChild, bGraph)

4: for all bodyChild : getBodyChildren(fGraph) do
5: appendToBodyNode(bodyChild, bGraph)

6: featrNds ← getFeatureNodes(fSlctr, fGraph)
7: for all pos : getStructSlctrsPos(featrNds, fGraph) do
8: addComment(pos, ”Error - struct query”)

9: moveNodes(rSlctr, featrNds)
10: scripts ← getFeatureScriptsAffctdPos(fSlctr, rSlctr, bGraph)
11: updatePosition(rSlctr, scripts, featrNds)

reuse in different situations (e.g. is the process able to include a feature devel-
oped with the jQuery library into the application developed with the MooTools
library, and vice versa). Based on the features from each application we have
specified Selenium tests2 that test the correctness of the features in the final ap-
plication. The case study applications, their tests, and the results are available
at: www.fesb.hr/∼jomaras/download/reuseCaseStudies.zip.

Table 1. Case studies: Lines of code (LOC); Feature (F); HTML modifications (H),
CSS modifications (C), JavaScript modifications (J) ; Time – process execution time
in seconds

# App A App B A-LOC B-LOC F-LOC H (A;B) C (A;B) J (A;B;B’) Time Success

1 App 1 App 2 10554 12031 1083 30;0 12;201 9;0;0 179 Y
2 App 1 App 3 10554 5112 1083 29;0 12;11 9;0;0 159 Y
3 App 4 App 2 9083 12031 1258 46;0 23;201 6;0;0 195 Y
4 App 4 App 3 9083 5112 1258 44;0 23;22 N/A 168 N

Table 1 shows the results of 4 reuse case studies. For each reuse we present
the total number of lines of code in the application from which a feature was
extracted (A-LOC), lines of code of the application where the feature will be
reused into (B-LOC), total LOC of the feature extracted with the feature iden-
tification process (F-LOC), number of changes done to the HTML code (H),
CSS code (C), and JavaScript code that were performed by the process to re-
solve conflicts; and the total running time of the reuse process3. All experiments
have been performed with a plugin to the Firefox browser – Firecrow4, which
implements all algorithms described in the paper.

In all cases but one, the method was able to introduce a feature from one
application into another. However, in order to achieve this, some modifications

2 http://docs.seleniumhq.org/
3 Firefox 20, Core i7, 1.73GHz, 6 GB RAM.
4 https://github.com/jomaras/Firecrow

http://docs.seleniumhq.org/
https://github.com/jomaras/Firecrow
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of the application source code were necessary. As can be seen from the Table 1
the majority of these modifications was concerned with resolving HTML naming
attributes conflicts, and conflicts that arise due to overriding CSS styles. As far
as JavaScript conflicts go, conflicts in the library methods were found and fixed.

The failing Case 4, related to reusing a feature from an application with the
MooTools library into another application that also uses the MooTools library,
has a number of problems that have occurred in the JavaScript code. The prob-
lems are related to extensions of built-in prototypes – the method was able
to identify the conflicting positions, but the tool was unable to perform the
necessary corrections, due to the particularities of how these extensions were
implemented.

6 Related Work

There are a number of approaches that support reuse: HunterGatherer [7], In-
ternet Scrapbook [8], HTMLviewPad [9], and Web Mashups [6] in the web ap-
plication domain; and G&P [3] and Jigsaw [1] in the Java domain.

HunterGatherer [7], Internet Scrapbook [8], and HTMLviewPad [9] are simi-
lar approaches mostly related to clipping and reusing fragments of Web pages.
Since these approaches were developed in 1990’s and early 2000, when web page
development was not so dynamic on the client side, their usability in the cur-
rent web development is quite limited. These approaches are mostly limited to
reusing HTML element such as text fragments and forms, and make no attempts
to also include CSS and JavaScript. Web mashups [6] are web applications that
combine information and services from multiple sources on the web. The main
advantage of mashups is that they enable the creation of new applications by in-
tegrating services offered by third-party providers. The main difference between
mashups and our approach is that mashups foster reuse on a service-level, while
we specifically target reuse on the code level.

In the more general domain of Java applications, G&P [3] is a reuse environ-
ment composed of two tools: Gilligan and Procrustes, that facilitates pragmatic
reuse tasks. Gilligan allows the developer to investigate dependencies from a de-
sired functionality and to construct a plan about their reuse, while Procrustes
automatically extracts the relevant code from the originating system, transforms
it to minimize the compilation errors and inserts it into the developer’s system.
In this domain there is also a tool called Jigsaw [1] which facilitates small-scale
reuse of source code. The main difference between our approaches is that G&P
and Jigsaw are approaches that statically analyze Java applications – while the
ideas and end goals are similar, their methods can not be used in the highly
dynamic, multi-paradigm environment of client-side web applications.

This work is a continuation of our previous work [5] where we have described
an approach for extracting and reusing web application UI controls by combining
simple analysis and profiling information. Due to not having a way of precisely
capturing dependencies between different parts of the application, the reuse pro-
cess was primitive, and was more focused on extraction than on handling reuse
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problems. This is why in this work, by providing a detail description of possible
conflicts, and by basing the process on the client-side dependency graph [4], we
are able to handle conflicts that arise both statically and dynamically.

7 Conclusion

In this work we have shown how to achieve code-level feature reuse in client-side
web application development. We have defined what exactly feature reuse is,
and when can it be considered successful. Naturally, when reusing code from
one application into another application a number of problems can occur – we
have identified those problems and have developed algorithms both for their
handling and for merging code bases. Finally, by testing the method on four
non-trivial case-study applications, we have shown that the method is capable
of identifying and handling conflicts, and performing actual reuse.

For future work, we recognize that providing user specified scenarios is time-
consuming, and we plan to include a method for automatic generation of usage
scenarios. We also plan to expand the reuse process to include the server-side –
the client-side and the server-side are parts of the same whole, and should be
treated as such. Also, for this research we have considered a particular kind of
client-side feature reuse – the reuse of behavior on a structure. However, one
might argue that support for global application behavior reuse should also be
provided. This would require more advanced behavior analysis and code modi-
fication because a wider range of problems can occur when allowing code origi-
nating from one application to operate on the DOM of the other application.
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Abstract. Making decisions in a dynamic environment is complicated
and indefinite because of various unpredictable factors and large volumes
of information. It has become a key issue for modern organizations to
have efficient systems and tools to support rational decision-making in
problem-solving processes, particularly, for problems with a lack of pre-
defined structure. This paper provides a novel agent-based framework
for Decision Support Systems (DSS) based on the analysis of the major
problems in existing DSS. The proposed multi-agent-based framework,
namely the Agent-Matrices framework, provides an open, efficient and
flexible architecture for DSSs. The Agent-Matrices framework overcomes
the compatibility and connectivity problems in most traditional DSS ap-
plications. This framework utilises Matrices to allow agents to acquire
information, self-upgrade, perform tasks, travel to other Matrices, and
be reused. This paper primarily introduces the methods used for coordi-
nating the Matrices and agents to solve a complex problem.

Keywords: Agent-based Systems, DSS, Agent-Matrices.

1 Introduction

Agent architectural design has become a primary issue in the intelligent agent
area as more and more concrete developments has emerged in the intelligent
agent area such as JACK (agent development environment) [1], KAoS [2], etc.
Existing agent architectural design methodologies brought forth several basic
questions including: How would agent architectural design impact on the effi-
ciency of an agent-based application? What are the major factors affecting the
agent architectural design methodologies? Researchers in the field are pursuing
answers to these questions.

In this paper we suggest several new methods for agent architectural design
based on Agent-Matrices framework, which includes the concept of Matrices, the
core components of the framework, etc. In this framework, agents are assembled
through a mediator, i.e. the Matrix, which can coordinate agents to solve a
complex problem.

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 489–498, 2013.
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The reminder of this paper is organized as follows: the next section describes
the core components in the Agent-Matrices framework. Section 3 introduces the
Matrices concept. Section 4 illustrates the structural design of Matrices. Section
5 introduces the unified Matrices structure and the last section concludes the
research findings.

2 The Matrix Concept

The Matrix concept in the Agent-Matrices framework suggests a new method for
agent cooperation and coordination, which incorporates and extends the agent
society concept into the Matrix design. Unlike the middle-agent-based DSS, the
Matrix not only acts as a middle-agent or an agent facilitator but also as a living
platform for agents. The Matrix provides a small community environment for
agents, where agents can self-upgrade and cooperate with other agents.

The unified Matrices structure provides a larger and more comprehensive
structure that allows the cooperation among various Matrices. This unified Ma-
trices structure extends the agent society concept that heterogeneous agents are
distributed in various agent groups (communities) and each group is dominated
by a Matrix. These groups, i.e. Matrices, form a large scale of interconnected
Matrix network as shown in Figure 1.

Fig. 1. Matrices Interconnection

2.1 Components in the Agent-Matrices Framework

An Agent-Matrices system basically consists of four major components, which in-
clude a number of agents, a number of Matrices, several databases (or knowledge-
bases) that can be accessed by the Matrices, and an Agent-Matrices network
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maintainer for managing the connections between the Matrices and agent trans-
portations. Table 1 lists the core components deployed in the Agent-Matrices
framework and the major sub-components used in each of these core compo-
nents. An Agent-based Matrix normally assembles a group of agents to solve
the problems for a specific organization. Beyond the advantages of utilizing a
flexible and open structure in the Agent-Matrices framework, the unified Ma-
trices structure can support the cooperation between local agents and external
(remote) agents.

Table 1. Core Components of Agent-Matrices

Core Components Major Sub-Components

Matrix Matrix register, Matrix control panel, Ma-
trix learning centre

Agents BDI Model, Capability register, Travel
control centre, DSC container

Databases Data, rules, information, etc

Matrix Maintainer Matrix distribution information centre

This unified Matrices structure allows the heterogeneous agents in different
domains (Matrices) to work cooperatively to solve complex problems without
redundantly developing new agents for organizations. For instance, an agricul-
ture department’s Agent-Matrices-based DSS temporarily needs the population
statistics of a specific region for a specific task analysis. It is costly to develop
a new agent or several new agents to perform this task. Fortunately, a sim-
ilar Agent-Matrices-based agent has been developed in a statistical company
and this agent is also plugged into the company’s Agent-Matrices-based Matrix.
Therefore, the agriculture department could just send their requests to the sta-
tistical company’s Agent-Matrices-based DSS for the results. This framework is
cost-effective for the organizations that temporarily need outsourcings.

2.2 The Structural Design of Matrices

Based on the concepts of the Matrix, the four fundamental components in the
Matrix are listed, which include:

(1) the agent society that provides a virtual space to agents;
(2) the Matrix learning centre that acquires information, i.e. new Domain-

Specific-Component (DSC) items from the external environment;
(3) the Matrix control panel which is the core part that mainly handles agent

matching, requests processing, and resource allocation;
(4) the DSC Usage Centre that allows the functional components to be

used/reused by agents.
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Each Agent-Matrices-based agent carries a DSC container, which holds a num-
ber of DSC items. Each DSC item can perform one (or several) specific task(s)
and produce results; and each item can be plugged/ unplugged into/from the
DSC container, which offers a flexible structure for upgrading agents’ capabili-
ties. These DSC items in an agent represent the agent’s problem-solving capabil-
ities. The Matrix control panel manages the agent society through establishing
relationships with agents. An agent society can be regarded as the aggregation
of a set of agent-relationships.

The Matrix-Agent connection design is based on a hybrid network topology.
The connections between agents and Matrix are centralised, whereas the con-
nections between agents are decentralised. The major role of the Matrix is to
organise the agents to accomplish the tasks sent by users.

3 A Unified Matrices Structure for Matrices Cooperation

EachMatrix in the Agent-Matrices framework is connected by a number of agents
that can deal with various problems in different domains. However, not every re-
quest can be solves by the internal agents in a Matrix. Once a request cannot be
solved in a Matrix, the Matrix will forward the request to its nearest or most fa-
miliar Matrix for further processing. In this paper, a unified Matrices structure is
employed based on the previous work [9, 10]. This is the fundamental motivation
of establishing the unified Matrices structure in the Agent-Matrices framework.

3.1 Matrix Searching Algorithms for Service-Provider Matrices

Two primary guidelines are deployed for searching a service-provider Matrix
based on a requesting Matrix in a unified Matrices structure [3], including the
Most familiar partner method and the Supplemental partner method. The fol-
lowing sections incorporate the Agent-Matrices framework with the previous
work conducted for unified Matrix design structure [10].

There are two situations when dealing with a request for cooperation (search-
ing for external Matrices): one situation is to search for a partner Matrix that
has similar capabilities to the requesting Matrix; the other situation is to find a
partner Matrix that can provide some services that the requesting Matrix does
not have. For instance, when an accounting agent in a company’s Matrix system
requires last year’s regional taxation statistics, then it would look for another
accounting agent that could provide regional statistical data, and the coopera-
tion between these two agents might happen regularly. In this case, we use the
most familiar partner method.

The following example explains the matching process. There is a huge natural
disaster in the region where this company is located and the company’s account-
ing agent requires a climate forecast report to analyse: (1) whether it is necessary
to inject more funds to strengthen the company’s buildings; (2) the amount of
funds. In this situation, the requesting Matrix is looking for a very unfamiliar
service provider Matrix, which has very different functionalities. Therefore, the
supplemental partner method is employed.



Agent-Matrices Cooperation 493

3.2 Most Familiar Partner Method

We use a Matrix capability description table to describe the functionalities and
capabilities of a Matrix as shown in Table 2.

Table 2. Matrix Capability Descriptions

Agent Functionality Keywords Agent ID Domain

Salary statistics, superannuation expenses,
facility maintenance, etc.

Agent 1 Accountant

Warehouse stocks, sales condition, trans-
portation expenses, etc.

Agent 2 Accountant

........ ........ ........
Market share history, market trends, major
rivals’ products, etc.

Agent i Marketing

This table contains the information on all the connected agents’ capabilities
and the domain information, which indicates agents’ major tasks or responsibil-
ity. Each agent’s capability is described by several keywords and these keywords
also represent the capabilities of the Matrices as Figure 2 shows [10].

Fig. 2. Intersections of Matrices Capabilities [3]

In Figure 2, we aggregate all the keyword descriptions of the other Matrices,
which intersect with Matrix 1’s keyword descriptions. If there is one keyword
intersection between the requesting Matrix and a corresponding Matrix, we add
a score, namely the intersection score, for these two joined Matrices, expressed as
Ri→j , which means Matrix i and j intersect and their intersection score is Ri→j .
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If a corresponding Matrix has the most keyword intersections with a requesting
Matrix (compared to other Matrices), then this Matrix is regarded as the most
familiar partner of the requesting Matrix.

When there are two or more corresponding Matrices having the same number
of keyword intersections with a requesting Matrix, then the Matrix that has
keyword intersections least shared by other Matrices is selected as the most
familiar partner. Thus, the calculation of the most familiar partner method can
be expressed as follows. In the following example, we search a most familiar
partner of Matrix 1.

Step 1. ∀Si ∈ Ω, ∀Kj ∈ Si

where i = 1, 2, n. Si denotes a set of keyword aggregation of Matrix i; Ω denotes
the total aggregation of all keywords in all Matrices. j = 1, 2, m; j denotes the
keyword number in a set; Kj denotes the keyword j in a keywords set; Φ denotes
empty set.

∃(S1 ∩ Sj �= Φ) → (R1→j = |S1 ∩ Sj |)
∃(S1 ∩ Sj �= Φ) → (R1→j = 0)

where S1, Sj denote the keywords set 1, j of Matrix 1, j, respectively. Ri→j

denotes the intersection score of Matrix 1 to Matrix j.
Step 2. If Ri→j is the maximum value among all the other intersection scores

with Matrix 1, then Matrix j is the most familiar partner of Matrix 1 and the
most familiar partner process is completed. If ∃(R1→j = R1→g) then go to Step
3 ( Ri→g denotes the intersection score of Matrix 1 to Matrix g).

Step 3. ∃(Ki ⊂ (S1 ∩ Sj ∩ ... ∩ Sx)) → (R1→j = R1→i + 1/Mi)
where Mi denotes the total number of the Matrices (including the Matrix 1) that
have the same intersections with Matrix 1. Sx denotes a keyword set of Matrix
X that intersects with S1 and Sj at keyword Ki.

R1→j =
∑S1→j

i=1 (R1→i + 1/Mi)
where S1→j denotes the total elements in Set 1.

∃(Ki ⊂ (S1 ∩ Sg ∩ ... ∩ Sy)) → (R1→g = R1→i + 1/Zi)
where Zi denotes the total number of Matrices (including the Matrix 1) that
have same intersections with Matrix 1. Sy denotes a keyword set of Matrix y
that intersects with S1 and Sg at keyword Ki.

R1→g =
∑S1→g

i=1 (R1→i + 1/Zi)
If R1→j < R1→g then Matrix g is the most familiar partner of Matrix 1 and

the process is over. If R1→j = R1→g then go to Step 4.
Step 4. Choose the nearest neighbour as the most familiar partner of Matrix

1. If there are two or more nearest neighbours then randomly choose a Matrix
among them.

3.3 Supplemental Partner Method

In previous work [10], the supplemental partner method has been introduced.
In such a method, a service-provider Matrix of a requesting Matrix is choosen
that has minimum keywords intersections with the requesting Matrix. The sup-
plemental partner method seeks a service provider Matrix that has a minimum
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intersection score. We still use the same example to search a supplemental part-
ner for a specific Matrix. The detailed steps are described as follows, which
mainly based on the previous work [10].

Step 1. It is the same procedure as in the most-familiar-partner method .
∀Si ∈ Ω, ∀Kj ∈ Si

∃(S1 ∩ Sj �= Φ) → (R1→j = |S1 ∩ Sj |)
∃(S1 ∩ Sj �= Φ) → (R1→j = 0)

Step 2. If R1→j is the minimum value among all the other intersection scores
with Matrix 1, then Matrix j is the supplemental partner of Matrix 1 and the
supplemental partner process is completed.

If ∃(R1→j = R1→j = 0) then choose a nearest partner among these same
intersection score Matrices. If there are two or more nearest neighbours then
randomly choose a Matrix among them.

If ∃(R1→j = R1→j > 0) then go to Step 3 (R1→g denotes the intersection
score of Matrix1 to Matrix g).

Step 3. In this step, the supplemental partner method seeks a minimum
intersection score.

R1→j =
∑S1→j

i=1 (R1→i + 1/Mi)

R1→g =
∑S1→g

i=1 (R1→i + 1/Zi)
If R1→j > R1→g then Matrix g is the supplemental partner of Matrix 1 and

the process is over. If R1→j = R1→g then go to next step.
Step 4. Choose a nearest partner among these same intersection score Matri-

ces. If there are two or more nearest neighbours, then randomly choose a Matrix
among them.

The most familiar partner and supplemental partner methods are basically
for matching capabilities and functionalities among Matrices. For more spe-
cific agent capability search and agent relationship management, we use a novel
Agent-rank algorithm. The agent-rank algorithm is the most efficient means to
search a service provider for a request. The most familiar partner and supple-
mental partner methods help to narrow the searching range for the agent-rank
algorithm. These two methods based on Matrix matching are complementary;
the combination of these two methods could enhance the matching efficiency
and accuracy.

4 The Optimised Model and Performance Evaluation

The unified Matrices structure introduced in the previous sections has its lim-
itations on central control and fault-tolerance. These limitations lead to the
circumstances of low efficiency in the matching process, massive traffic chaos in
the cooperation process and vulnerability to partial system breakdown. In the
Agent-Matrices framework, an optimised model, namely Super-node model, is
introduced.
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4.1 Super-Node Model in the Matrices Cooperation

Based on the early work [10], a super-node model is suggested to tackle the
above problems. The super-node model [4] has been extensively applied to many
online systems, such as KaZaA [5], SkypeNet [6], etc. In a super-node model, a
number of nodes are selected as super nodes, which manage a limited number
of other nodes. The major advantages of the super-node model include reducing
time and bandwidth for search, enhancing manageability, etc.[4]. This model
avoids mesh peer-to-peer connections, which minimizes the probability of the
occurrence of concurrency. The concurrency problem often causes repetitions of
communications, which increases network traffic volume.

The criteria of determining whether a computing terminal is suitable to be a
super-node are quite simple, which include: (1) it must have a high bandwidth
connection; (2) it needs to have a reasonable computing capability; (3) it should
be flexible and efficient in entering and exiting a network. Generally, each super-
node Matrix is directly connected to a Matrix network maintainer.

4.2 Performance Evaluation

The Agent-Matrices framework employs the optimised methods including the
most familiar partner method, supplemental partner method, and super-node
model. Figure 3 and 4 show the performance comparison between optimised and
non-optimised Agent-Matrices-based framework. The following figures illustrate
the performance comparison.

Fig. 3. Success rate comparison based on NFRC and FRC (200 requests)

The performance comparison clearly indicate that the most familiar partner
and supplemental partner methods adopted in the Agent-Matrices framework
can successfully improve the matching success rate and reduce the matching
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Fig. 4. Time consumption based on NFRC and FRC (200 requests)

time consumption. The application of the super-node model in the Unified Ma-
trices Framework enhances the fault-tolerance capability and the system man-
ageability. In the unified Matrices structure, the super-nodes are those selected
Matrices that play a coordinator role in processing the other Matrices’ requests.
These super-nodes receive the requests from the other Matrices and search the
corresponding Matrices.

5 Conclusion

Autonomy oriented computing (AOC) unifies the methods for effective analysis,
modelling, and problem-solving in complex systems [7, 8]. This paper addresses
AOC-by-prototyping and AOC-by-self-discovery issues through introducing the
Matrix concept [7].

The Matrix provides a virtual platform for intelligent agents through man-
aging Matrix-agent relationships in an agent society. The Matrix maintains a
superior transmission performance in its virtual platform through combining
centralized and decentralized topologies. The Matrix also presents seemly mo-
bility as the peer-to-peer connections between agents only exist temporarily.

The Matrix employs a Domain-Specific-Component usage centre to assure
that every agent is upgradeable. Different from agent mediators and facilita-
tors in other middle-agent-based systems, a Matrix in the Agent-Matrices [9,
10, 11] framework not only coordinates its internal agents but also provides its
internal agents with various information resources, such as the DSC items, data
resources, etc. An agent can perform self-upgrade through obtaining new DSC
items from the Matrix and replacing dated items. This Matrix-agent connec-
tion design simplifies the self-upgrade processes of an agent, which are rather
complicated in many agent-based systems.
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The unified Matrices structure consists of a number of Matrices groups; and
one of the Matrices in each group is selected as a super-node to manage a group.
These selected super-node Matrices normally possess superior computing perfor-
mances; and each super-node Matrix manages the group through using a Matrix
network maintainer that contains the Matrix distribution information in the
group.
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Abstract. This demo showcase the Community Extraction Cloud (CEC)
system. The key idea is to drop weak-tie nodes by efficiently extract-
ing core nodes based on the novel concept of asymptotically equivalent
structures (AES) and parallel AES mining algorithm. Meanwhile, to fa-
cilitate storing and processing of massive networks, several cloud com-
puting technologies including HDFS, Katta, and Hama are seamlessly
integrated into CEC system.

1 Introduction

As real-life social networks evolving into super-large scales, community detection
becomes increasingly challenging, even though a sea of research efforts have been
devoted. Since there exist a large number of weak-tie or overlapping nodes in
super-large scale network, the network often cannot be partitioned into several
crisp communities. To remedy this, community extraction has been proposed [4]
to extract tight and meaningful communities with only core nodes from massive
social networks. Along this line, this paper showcase a cloud system designed for
extracting communities from super-large scale networks (a.k.a. CEC, Commu-
nity Extraction Cloud). As shown in Fig. 1, the CEC system consists of three
layers, i.e., data layer, processing layer, and presentation layer. We proceed to
introduce these three layers as follows.

Data layer is responsible for storing and managing network data. Each net-
work is represented as a market basket transaction file, where each line corre-
sponds to a node and items in this line are neighbor nodes of that node. Since our
target is super-large scale networks, Hadoop Distributed File System (HDFS) is
employed, and then a big file is split into many small files. To speed up retrieving
a specific node and its neighbors, we utilize Katta to create distributed indexes
on each small file.

Processing layer executes the core task of CEC, that is, to extract closely-
knit communities from super-large social networks. Our COSCOM (COSine-
pattern based COMmunity extraction) framework is equipped on this layer.
Generally, COSCOM consists of three main phases: (1) to extract asymptoti-
cally equivalent structures (AES) using CoPaMı̈, which will be elaborated in

X. Lin et al. (Eds.): WISE 2013, Part II, LNCS 8181, pp. 499–502, 2013.
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Fig. 1. The system architecture of CEC

Sect. 2; (2) to assemble all the nodes from the extracted AESs and partition
them into communities using existing community detection methods such as
Kmeans, METIS, Fast Newman, etc; (3) to evaluate the quality of the detected
communities using various validation measures. To facilitate the parallel mining,
Bulk Synchronous Parallel (BSP) model and one of its implementation frame-
work called Hama are adopted in CEC.

Presentation layer provides user interaction and visualization results ac-
cording to Internet explorer. The user can upload or select networks to be pro-
cessed. Two kinds of settings are provided for extracting the core network derived
from AESs: the first one for professional users is to set two thresholds τG, τF ,
and another one for common users is simply to set the percentage of extracted
nodes. Then, before starting partitioning, CEC also provides two kinds of set-
tings: the first one is to set the number of communities C, and another one is
to select automatically determine C in which CEC will return several communi-
ties with maximal modularity. During this process, original network, extracted
sub-networks, and communities will be visualized to provide intuitive view for
users. Meanwhile, the quality of extracted communities in terms of modularity,
and some topological statistics both in original and extracted network such as
degree, clustering coefficient, eigenvector centrality, betweenness centrality, etc
will be exhibited.

2 Method Details

In this section, we briefly introduce the key idea of CEC, i.e., AES and the
parallel AES mining algorithm.

2.1 Asymptotically Equivalent Structures

The nodes in structural equivalence must have exactly the same friends, and
thus tend to form a very tight community. This idea, however, confront one
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problem. That is, structural equivalence is often too restrictive for real-life social
networks. To meet this challenge, we first reformulate the concept of structural
equivalence. As we know, a node set S = {i1, · · · , i|S|} is structurally equivalent if
N1 = · · · = N|S|, or equivalently, rp = 1. Let rp = |

⋂|S|
q=1 Nq|/|Np| characterize

the ratio of common friends for node ip, 1 ≤ p ≤ |S|. To relax the concept
of structural equivalence, we can set rp as a measure but lower its threshold
from one to a proper level. Moreover, to filter out weak-tie nodes, we should
further demand that a node set should have a certain number of common friends.
Therefore, we can derive the following two measures:

G(S) = |S|

√√√√√ |S|∏
p=1

rp, F (S) =
|N1

⋂ · · ·⋂N|S||
n

. (1)

Based on G and F , we have the following definition:

Definition 1. A node set S is an asymptotically equivalent structure if G(S) ≥
τG and F (S) ≥ τF , where τG, τF ∈ [0, 1] are given thresholds.

So our task here is to extract all the AES from a large-scale network. The most
beautiful part of an AES, however, is that it is a cosine pattern in essence. To
understand this, let us consider the adjacency matrix of an undirected network
(denoted as A), where Apq = 1 (p �= q) if there is an edge between node ip
and node iq and 0 otherwise. Accordingly,

∑n
q=1 Apq = |Np| = dp, 1 ≤ p ≤ n.

Let TA be the transaction data set transformed from A, we now reformulate
G and F from a pattern mining perspective as follows. Given a node set S,
|N1

⋂
· · ·
⋂
N|S|| = |{tp|S ⊆ tp, 1 ≤ p ≤ n}| = σ(S), where tp = {iq|Apq = 1, 1 ≤

q ≤ n} is the pth transaction in TA, and σ(S) is the support count of S in TA.
As a result, we have F (S) = s(S), i.e., the support of S. Moreover, it is easy

to show G(S) = σ(S)/ |S|
√∏|S|

p=1 σ({ip}) = s(S)/ |S|
√∏|S|

p=1 s({ip}) = cos(S), i.e.,

the cosine value of S. To sum up, we have the following proposition:

Proposition 1. Given the thresholds τG and τF , to extract all the asymptoti-
cally equivalent structures from a network G is equivalent to mine all the cosine
patterns from the corresponding adjacency matrix A, with τc = τG and τs = τF .

2.2 Parallel Cosine Pattern Mining Algorithm

Since mining AESs is equivalent to mining cosine patterns, we present a novel
Cosine Pattern Mining (CoPaMı̈) algorithm which employs a FP-growth-like [2]
procedure. However, the key difference between CoPaMı̈ and FP-growth lies
in that CoPaMı̈ employs cosine similarity to prune sub-trees, but retains the
pruning effect of support. Cosine similarity can be used for pruning, since it
holds the conditional anti-monotone property (CAMP), an extension of the anti-
monotone property. More details about CAMP can be found in [3].

To cope the challenge led by the drastically increase of the data scale, Co-
PaMı̈ should be extended to support parallelized mining from disk. Fortunately,
FP-tree is apt to be decomposed into several smaller sub-trees. In light of the



502 Z. Wu et al.

aggressive decomposition of FP-tree [1] and BSP model, we present parallelized
implementation of CoPaMı̈, which works as follows:

1. A big file is split into several small files of which the size is 64M according
to the setting of HDFS. Then, the first round of BSP peers are started, and
each peer works on a small file. Each peer creates Lucene index for each line
and obtains tuples (ik, σl(ik)) indicating the node ik and its support in the
local file.

2. After BSP master collects all outputs of peers, it aggregates all tuples and
sort nodes by support, so that F1 is obtained. Note that since the range of
support is between 0 and n, counting sort can be applied to obtain F1 with
the time complexity O(n).

3. Before starting the second round of BSP, the master should partition F1 into
K groups, where K is the number of BSP peers. Each group corresponds to
aggregated frequent items in [1], and then projection can be done to obtain
sub-FP-trees. Note that the index on each node is essential to this step, since
it needs to repeatedly retrieve a specific line for constructing sub-trees.

4. Every BSP peer invokes CoPaMı̈ on its sub-FP-tree for mining AES. BSP
master finally collect the outputs of all BSP peers to get AESs of the original
large-scale network.

3 Conclusions

This demo showcase a cloud system called CEC for community extraction from
super-large scale social networks. CEC has two notable features: (1) the novel
concept of AES and its parallel mining algorithm are employed to isolate weakly
connected nodes; (2) multiple cloud computing technologies are integrated for
storing and processing massive social networks.
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Abstract. As the volume of information on the Web and the number of
Linked Open Data sources increase considerably, users need easy to use
Web-based tools and applications to help them navigate, interpret and
make use of the available information/data. In this context, we introduce
RDFSpecies, as an educational tool for interactive exploration of Seman-
tic Web data. Our approach is targeted at users that have no experience
or little knowledge of RDF model and Semantic Web technologies. We
make use of different interaction metaphors to aid them in navigating,
exploring and visualizing DBpedia data.

Keywords: Semantic Web, RDF, Faceted Navigation, DBpedia.

1 Introduction

As more and more companies and governmental agencies make their data avail-
able on the Web, in the spirit of the Linked Open Data [4] movement, end-
users find it difficult to grasp and navigate and make use of all the available
information.

As Dadzie et al. [3] points out “making sense of such data presents a huge
challenge to the research community”, mainly because the data publicly available
was designed for end-user consumption. Hence tasks like information seeking,
visualization and interactive exploration are key in “making sense of data”.

Despite the fact that RDF1 became a standard model for data interchange on
the Web, one major of its major step-back is that RDF tools are counterintuitive
and not user friendly. As a further matter querying languages like SPARQL2,
although ”offer premises of exploring and navigating through this kind of data,
they are difficult to use and require prior knowledge of the datasets and data
model.

As a step towards providing solutions to these new challenges, we developed
a client-side Web application – which we will refer to as RDFSpecies – focused
on interactive exploration of DBpedia(http://dbpedia.org/About) data. The
RDFSpecies project is based on metaphors such as direct manipulation of in-
formation, visual exploration, and faceted navigation, and at the same time
providing immediate feedback to the user’s actions.

1 http://www.w3.org/RDF/
2 http://www.w3.org/TR/rdf-sparql-query/
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Related Work: The majority of current approaches [1,2,3,5] provide solutions
regarding means of visualizing, manipulation and searching for semantic Web
data. Furthermore are focusing on facilities regarding interactive navigation and
visualization of complex data sets without a clear understanding of the needs of
non-expert end-user. Additionally, [6] points out “faceted browsing is a popular
choice to support user navigation over the Semantic Web RDF data”.

2 RDFSpecies

The RDFSpecies project in centered around an RDF dataset extracted from
the dinosaurs list, depicting the connections between prehistoric animals based
on certain anatomic features, living environment, food diet, time-line etc. From
the beginning, RDFSpecies was designed as an educational tool for Semantic
Web classes, in order to ease the process of presenting Semantic Web concepts
and technologies to students.

RDF-Based Data Modeling: To provide and interactive method of query-
ing the data, we adopted HTML53 and a responsive design approach along
with several JavaScript libraries such as JQuery4, Raphael5 and Process-
ing6 for the user interface. The RDFQuery7 library was utilized for creat-
ing a local triple-store (using a simplified version of the Turtle syntax –
http://www.w3.org/TR/turtle/ ) of the data and a the same time querying
the dataset.

Although our initial aim was to retrieve all the information (in real-time)
from DBpedia linked data, we found that making all the information was
confusing for the users. Users could not understand the majority of the (ab-
stract) concepts and properties that are presented in the DBpedia knowl-
edge base. Thus on the client side we performed certain pre-processing tasks
and stored various data, in order to eliminate the noisy data (which end-
user would find confusing). At the same time, we added some properties (e.g.
dino:onContinent, dino:hasHabitat, dino:diet etc.) and concepts (e.g. North
America, Plains etc.) to facilitate the presentation of the Semantic Web data,
and to assist the users in their information seeking process. Other vocabu-
laries utilized include FOAF (http://xmlns.com/foaf/spec/) and PROV-O
(http://www.w3.org/TR/prov-o/).

User Interface: The RDFSpecies8 user interface follows the center stage plus
toolbox design pattern [7] and divided into two main parts (Figure 1): Menu
and Canvas.
3 http://www.w3.org/TR/html5/
4 http://jquery.com/
5 http://raphaeljs.com
6 http://processingjs.org/
7 http://code.google.com/p/rdfquery/
8 Video demonstration: http://youtu.be/trqS_-EtsY4
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http://xmlns.com/foaf/spec/
http://www.w3.org/TR/prov-o/
http://www.w3.org/TR/html5/
http://jquery.com/
http://raphaeljs.com
http://processingjs.org/
http://code.google.com/p/rdfquery/
http://youtu.be/trqS_-EtsY4
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The Menu provides functionalities such as: search by Name, select Habitat,
select Continent, select Diet, select Size, select Weight, select Timeline or Reset
filter options. The Canvas is the main user interaction area, where we can
explore the individual elements grouped by certain criteria such as: Habitat,
Continent, Diet and Timeline, but also obtain additional information on each
element.

3

1

2

4

6

5

Fig. 1. A Navigation Scenario step by step

An individual information element – in fact, the subject of a RDF triple –
is represented via a different color from all the other elements along with a
label which represents the RDF data from the dataset. Each element is sorted
alphabetically and grouped by the selected display criteria in the center stage.

A Navigation Scenario: Using RDFSpecies, the user would like to view ad-
ditional information about view all the dinosaurs which lived on the European



506 S. Negru and S.C. Buraga

continent, have a size between 0 and 625 meters and list them by Habitat. Even
it is a simple query, a regular user must know both the SPARQL syntax and
semantics and, additionally, how data is modeled and stored. A visual represen-
tation of such a scenario proposed above is found in Figure 1.

1. Selecting the filter which gives the order for the displayed elements – Habitat
selected;

2. Adding additional filters to the selection – steps 2 (select filter Continent),
3 (Europe option selected) and 4 (filter the results by size):

3. Display information regarding found elements – step 5;
4. The user can further refine the search until (s)he can discover the desired

information – step 6.

3 Conclusions and Future Work

In this paper we presented the RDFSPecies – anWeb application which combines
search, facets and operations on sets of resources in order to navigate and explore
semantic Web data. Consequently, our approach is well suited for tasks like
information exploration and visualization making it easy for users to understand
the structure of a dataset.

Our further directions of research are focused on extending the developed
solution to fit multiple larger datasets and develop means of pointing out the
relationship between resources.

Acknowledgments. This work was partially supported by the European Social
Fund in Romania, under the responsibility of the Managing Authority for the
Sectorial Operational Program for Human Resources Development 2007-2013
[grant POSDRU/107/1.5/S/78342].
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Abstract. In this paper we present DataEx, a HTML5 client-side Web
application, which aims to make Web data more accessible by utilizing
visualization as an useful approach to explore and navigate through large
amounts of data and ultimately emphasize the relations between them.
In order to provide several examples, we choose Freebase as a knowledge
repository and its API in order to process data in real-time. In our case,
the user interaction with such a large knowledge space is facilitated by
different navigation and visualization techniques. Furthermore the main
focus of the application lies on highlighting and analyzing the existing
relationships between the data from the Freebase knowledge repository.

Keywords: Information Visualization, Big Data, Semantic Web,
Freebase.

1 Introduction

While the data available on the Web is constantly increasing due to the large
number of repositories (for both structured and unstructured data), end-users
find it difficult to handle the available information.

In this context, Dadzie et al. [2] points out the need of “making sense of such
data presents a huge challenge to the research community, a challenge which
is compounded further by the drive to produce data... for end user consump-
tion”. Thus issues like information and relationships search, visualization and
interactive exploration are essential for this process of sensemaking[8].

As a step towards providing solutions to these new challenges, we designed and
implemented a client-side Web application – DataEx – focused on interactive
exploration of large knowledge repository. The DataEx application is built on
top of Freebase1. Freebase as described by Bollacker et al. [1] is a structured
“database system designed to be a public repository of the world’s knowledge”
and it consists of user harvested metadata. It was built in the spirit of Linked
Open Data [3] movement, and consists of over 40 million topics (entities), more
than 30,000 properties and over 1.9 billion of facts about those topics – as of
July 2013.

Given such a large repository, DataEx provides the user with techniques
to visualize and explore direct and indirect relations between data, but also

1 http://www.freebase.com/
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view specific instances. This in-depth exploration of such a large number of
relationships is relevant to the humans in the information-seeking process, but
also in decision-making activities.

2 DataEx: From Design to Deployment

Related Work: While related applications such as [4,5,7] and others are avail-
able, our solution focuses on a client-side Web application in order to highlight
the data relations from a knowledge repository. Our approach is well suited for
tasks like data navigation and visual exploration, thus making it easier for users
to explore such a repository.

DataEx is a HTML52 client-side Web application which allows users to finds
and view specific relations between data. Main advantages and contributions are
the big data processing and an interactive graph visualization that displays rela-
tionships between multiple instances. Moreover the application is based on open
technologies and libraries and can be configured applied on other repositories.

Data Modeling and Computing Relations: The largest data structure is
called Domain3, which specifies the general meaning of a data instance (e.g.
“Music” or “Computers”). It contains collections of data, called Types (e.g. for
“Music” some types are “Musical Artist” or “Music Genre”). Inside a Type, there
are collections of data, where each individual pieces of data (which we labeled)
Instances reside (e.g. for “Musical Artist”, an instance is “Bob Dylan”).

For each Instance there may exist a set of Properties, which specify a relation-
ship with another Instance or any kind of data (e.g. the “Bob Dylan” instance
has the “instruments played” property with values such as: “Acoustic guitar”,
“Electric guitar” etc.). These set of Properties specific to a certain Type are
utilized to establish relationships between different Instances – thus we labeled
them as Connections (or Connection groups).

DataEx provides two options of exploring data: one is by user input of a
search term (suggestions are provided via an auto-complete functionality) and
the other is by browsing through knowledge base repository in order to identify
a desired domain of interest.

In order to visualize certain relations between items of interest, the search
terms are transformed into MQL (Metadata Query Language) queries, and then
sent to Freebase. Freebase API sends a response in JSON (JavaScript Object
Notation) format. This response is processed and stored as temporary objects,
then for each Property of any Instance a list of Connections will be created
(e.g. for “Musical Artist”, some Connections identified are “Album”, “Track”,
“Genre”). These Connections type relationships can be browsed and visualized
as a graph (using the sigma.js4. JavaScript library, which draws graphs using
the HTML5 canvas element) from the DataEx application.

2 http://www.w3.org/TR/html5/
3 Freebase Basic Concepts available at: http://goo.gl/bjcWf
4 http://sigmajs.org/

http://www.w3.org/TR/html5/
http://goo.gl/bjcWf
http://sigmajs.org/


DataEx: Interactive Relationship Explorer of Freebase Knowledge Repository 509

1 2

3

4

Fig. 1. DataEx application User Interface

User Interface: DataEx5 is divided into four sections (Figure 1):

1. Section 1 - Provides the basic functionalities of the DataEx application:
searching and browsing the Freebase Domains;

2. Section 2 - Offers interactive functions for graph visualization of the rela-
tions (Section 4) and includes options for changing the graph layout, dis-
playing different types of node connections (strict, related or bidirectional),
controlling the number of label shown and also Fisheye zooming;

3. Section 3 - After the relations have been made between the instances, all of
them will be displayed in this section. The user can toggle between visualizing
only relations and searching viewing details on demand for specific instances;

4. Section 4 - When the user selects one or more relation group(s) to be dis-
played, in this section a graph will be drawn and filled with the corresponding
instances of the selected relation group(s).

Section 3 and Section 4 are mainly used to provide the user with several
techniques for exploring and interacting with the data. While Section 3 focuses
on the navigation through Types and Instances, the other section adds means
for a visual exploration of the relations between data.

In graph visualization from Section 4, the nodes and edges will be grouped in
clusters, each cluster representing one Instance and its associated relationships

5 Video demonstration: http://youtu.be/MrI-A2EDXUY

http://youtu.be/MrI-A2EDXUY
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(relationships between instances from the same Connection group or different
groups). Each cluster will have a random generated color, to differentiate between
other clusters (the edges associated to one note will have the color specific to
that node). The size of a node emphasizes that a node has a high number of
relations – the bigger the node the more relations it has.

Although the nodes in the graph are drawn at a random position, ForceAtlas
2 force-directed layout algorithm [6] can be used to further refine the positioning
of each cluster/node.

3 Conclusions and Future Work

In this paper we presented the DataEx – an Web application which centers
around an interactive exploration of a knowledge repository. Our solution is ap-
propriate for analyzing how pieces of information from a knowledge base are
related to each other and the properties they are related by. Our further direc-
tions of research are focused on extending the developed solution to integrate
multiple larger datasets.

Acknowledgments. This work was partially supported by the European Social
Fund in Romania, under the responsibility of the Managing Authority for the
Sectorial Operational Program for Human Resources Development 2007-2013
[grant POSDRU/107/1.5/S/78342].
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7. Lehmann, J., Schüppel, J., Auer, S.: Discovering unknown connections - the dbpedia
relationship finder. In: Proceedings of the 1st Conference on Social Semantic Web,
CSSW 2007 (2007)

8. Weick, K.E., Sutcliffe, K.M., Obstfeld, D.: Organizing and the process of sensemak-
ing. Organization Science 16(4) (2005)

http://www.medialab.sciences-po.fr/fr/publications-fr


Disambiguating Authors

in Academic Search Engines

Long Zhang1, Guohua Chen1,2,�, Yong Tang1, and Zurui Cai1

1 South China Normal University, Guangzhou, 510631, Guangdong, China
2 Shenzhen Engineering Laboratory for Mobile Internet Application Middleware

Technology, Shenzhen, 518060, Guangdong, China
{amberlife,JoJo Tsoi}@qq.com, chguohua@gmail.com, ytang@scnu.edu.cn

Abstract. Author name ambiguity is a common problem in current
academic search engines. It presents a great challenge: first, it’s not con-
venient for researchers to effectively access the academic publications;
second, the author publication profile cannot be induced, thus further
meaningful semantic analysis for the author cannot be conducted. In
this paper, we present a coauthorship based model to disambiguate the
authors, and apply this model into a large academic search engine –
Scholat Search, which proves to be effective and efficient.

Keywords: author name ambiguity, coauthorship, search engine.

1 Introduction

Researchers cannot conduct academic research without the help of various kinds
of digital libraries or academic search engines, such as Google Scholar, Microsoft
Academic Search. We often meet the author name ambiguity problem when using
digital libraries or academic search engines. When we key an author’s name, these
systems often returns a complete list of the publications with that name. And it
takes a large part of queries for this kind of searching[1]. It has following negative
impacts: 1. For normal researchers, it’s not convenient to focus on the exact
author he is actually interested; 2. For research managers, it’s hard to determine
author achievements, thus it may causes confusions when make a decision in the
situations such as position promotion or research grant; 3. It cannot establish
the publication list for the author, and thus cannot conduct a further semantic
analysis, such as determining the author’s academic performance, concluding
research interests, or extracting his research teams, which is extremely useful in
current academic social network sites. Therefore, it’s very important to solve the
author ambiguity problem.

2 Related Works

Many research works were conducted to attack this problem in recent years.
They can be divided into 3 categories:

� Corresponding author.
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1. Classification Methods[2]. It is viewed as a classification problem in these
methods. Each actual author is treated as a distinct class. Then a classifi-
cation model is obtained using the labeled training set. This model is the
disambiguation function we wanted. The advantage of this method is that it
can often get a more accurate result, but it needs to label many publications
for each author, which is impractical for large digital libraries.

2. Clustering Methods[3]. A similarity function is introduced to calculate the
distance between any pair of authors to be disambiguated. Then a clustering
algorithm is selected to group the similar authors together. Each cluster
corresponds to an actual author.

3. Probabilistic Models Method. It is treated as an probabilistic problem. The
dependencies between actual authors and the author references are depicted
in a probabilistic model, such as HMRF[4] or Naive Bayes[5], and then iter-
atively calculate the paramenters in the model using EM or Gibbs Sampling
methods.

According to recent studies, the coauthorship plays an very valuable role in
disambiguating authors[6,7]. And it can be easily extracted from the co-author
list in the publication. In this paper, we present an coauthorship based model
to solve the problem. The details are given in the following section.

3 System Architecture

3.1 Overview

Six-degree world is a well known theory in social networks. It illustrates the latent
power of ”friends”. Coauthorship is also a kind of friendship and we expect to
connect authors into a whole network. Then we can check each others’ distance
in this author network, and this distance can be used to disambiguate authors.

We propose a new idea to construct the author network. We split it into two
phases. The authors who co-write a paper can be viewed a tight academic circle.
First, we cluster these circles into atom clusters, and then we connect the atom
clusters together.

3.2 Building of the Atom Clusters

An atom cluster means we have a high confidence that the name references
within it refer to the same actual author[8]. We alternatively use the word ”name
reference” and ”paper” according to the context. The basic idea is that we first
cluster the authors with high confidence, and hope these atom clusters can give
a guide in the following clustering.

To keep the atom clusters with high accuracy, we adopt the coauthorship
feature. We calculate the sum of common coauthor name’s differentiation and
check it with a THRESHOLD. We add name references into the atom cluster only
when the total name differentiation is above the THRESHOLD. After evaluation,
we set THRESHOLD to be 0.1 in the system.
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The initial atomic cluster may exists many fragments due to the initial setting.
We construct an atom cluster for each paper at first, and then we iteratively
compare each pair of them. If the similarity is above the THRESHOLD, then
we merge this pair. If none is merged, then the algorithm finishes. We use the
union-find set to keep it efficient. The Pseudocode is illustrated below:

Input: A list of papers P which all share same author name
Output: A list of atomic cluster list C

1 Create an empty atomic cluster list c={Φ} ;
2 for each paper pi in P do
3 create an atom cluster ci and add it to C;
4 end
5 while true do
6 for each pair of atom clusters ci and cj do
7 if similarity between ci and cj > THRESHOLD then
8 merge ci and cj ;
9 end

10 end
11 if atom cluster list doesn’t change then
12 break;
13 end

14 end
15 return C;

Algorithm 1: Atom cluster Construction

3.3 Extend Atom Clusters

As stated above, each name has a series of atom clusters. We use the direct
coauthorship only, it may keep high precision but the drawback is that it tends
to split one actual author into several atom clusters. Thus it’s necessary to
connect these atom clusters together.

Several authors co-write a paper, and each author corresponds to one specific
atomic cluster for that author name. Then we can conclude that these atom
clusters have an association with each other via that paper. This association
information can be utilized to further improve the atomic cluster aggregation.
For example,for the author name a, it has several atomic clusters A1

a,A
2
a,...,A

k
a.If

Ai
a and Aj

b are associated with another author name’s atomic cluster Ak
b ,then we

can infer that Ai
a and Aj

a correspond to the same community and we can merge
the two atom clusters.

4 Demonstration

This model is applied to a famous Chinese scholar social network, Scholat1.
When a user registers in Scholat, the system will recommend papers which may
belongs to him. A screenshot of our system is shown in Fig.2. In this figure,
clusters of papers are pushed to the user with the name ’Long Zhang’, and the

1 http://www.scholat.com

http://www.scholat.com
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user can choose which cluster belongs to him. We also provide an open API via
http://www.scholat.com/nameDis/ to view any author’s disambiguation result.
In the future work,we will use other features or extend the whole network in the
coauthorship to further improve the recall rate in the system.

Fig. 1. Author Disambiguation Result
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Abstract. The Internet has truly transformed into a global deployment and 
development platform. For example, Web 2.0 inspires large-scale collaboration; 
Social-computing empowers increased awareness; as well as Cloud-computing 
for virtualization of resources. As a result, developers have thus been presented 
with ubiquitous access to countless web-services. However, while this enables 
tremendous automation and re-use opportunities, new productivity challenges 
have also emerged: The same repetitive, error-prone and time consuming 
integration work needs to get done each time a developer integrates a new API. 
In order to address these challenges, we designed and developed ServiceBase, a 
“programming” knowledge-base to abstract, organize, incrementally curate and 
thereby re-use service-related programming-knowledge. Empowered by this 
knowledge we then provide: (a) A set of APIs that expose a common and high-
level interface to developers for integrating services in a simplified manner; (b) 
An extended version of the GIT repository, creating a plug-n-play environment 
for services; (c) A mind-map based visualization tool to help explore the base.  

1 Introduction 

It is no doubt that the inception of the Service Oriented Architecture (SOA) paradigm 
has significantly empowered the capabilities for modern software engineering. 
Moreover, coupled with other recent advances in web-technology, such as Web 2.0, 
Social and Cloud computing, the Internet has delivered developers with ubiquitous 
access to a plethora of rich and logical services along with computing resources, data 
sources, and tools – and the potential to build powerful systems. For instance, 
ProgrammableWeb now lists more than 6,700 APIs in its directory. Moreover, in 
order to increase the dispersion of APIs, organizations such as Mashery1 and Apigee2 
are building on these trends to provide platforms for the management of APIs. 
However, while advances in Web-service and services composition have enabled 
tremendous automation and reuse, new productivity challenges have also emerged. 
The same repetitive, error-prone and time consuming integration work needs to get 
done each time a developer integrates a new API. Moreover, the heterogeneity 
associated with services also means service programming has remained a technical 
and complex task. For example, the developer require sound understanding of the 
different service types and access-methods, as well as being able to format input data, 

                                                           
1 http://www.mashery.com 
2 http://apigee.com 
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or parse and interpret output data in the various formats, (e.g. XML, JSON, SOAP, 
Multimedia, HTTP, etc.). In addition, programmers may also need to develop 
additional functionality such as: user management, authentication-signing, access 
control and third-party authorization; tracing as well as version management, etc. 

In order to address these challenges, we have designed and developed ServiceBase, 
a “programming” knowledge-base, where common service-related low-level logic can 
be abstracted, organized, incrementally curated and thereby re-used by other 
application-developers. Architecturally, we have drawn inspiration from Freebase 
and Wikipedia, where just as encyclopediatic information is distributed in the form of 
user-contributed content, similarly, technical knowledge about services could be both 
populated and shared amongst other developers. Empowered by that knowledge, we 
then provide a set of APIs that expose a common and high-level interface to 
developers for integrating services in a simplified manner, despite their underlying 
heterogeneity. This is facilitated by the implemented service-bus middleware that 
translates high-level methods to more concrete service calls, by looking-up and then 
building the necessary information from the knowledge-base. While this itself 
significantly simplifies service-programming, we have been motivated to provide 
further support in the form of a supporting programming toolkit for service-based 
programming. In particular we implement two extensions: (a) To ease access, 
navigation and exploration of the service-base from within a typical programming 
environment, we implement an extended version of the GIT repository, creating a 
plug and play environment of services. This means new services can be added to the 
knowledge-base (i.e. "plugged"), and registered services can be utilized in application 
development (i.e. "played"); and (b) In order to help visualize service meta-data, (for 
example determining what are the message-parameters and formats for some service), 
we have implemented a mind-map visualization of the service knowledge-base. 

Inevitably, our work provides the potential for a vast increase in application-
development productivity and greater code-maintainability. We have endeavored to 
fill the gap amongst non-highly skilled programmers who often resort to homebrewed 
systems; or even skilled programmers who often end up re-implementing systems (or 
part of systems) due to being unable to locate a suitable API, or if it being too hard to 
understand how to use. In order to substantiate our results, we demonstrate in this 
paper how a service-oriented application can be built using various services that cover 
the 3 main different service-types, (WSDL, REST & ATOM/RSS), and implemented 
faster and in much fewer lines of code than if using a traditional coding approach.  

2 ServiceBase System Architecture 

As illustrated in Figure 1, ServiceBase has been realized in three layers of abstraction: 
(i) Firstly, the Programming Knowledge-Base acts as the central repository for storing 
all service-related programming information. (ii) The ServiceBus then exposes a set of 
Java (client-library) and RESTful APIs that enable simplified programmatic access to 
registered services. Finally, (iii) we provide a toolkit in order to initiate a supportive 
programming environment. Consisting of: an extended GIT-Repository that enables 
plug-n-play capabilities via a command-line interface; as well as a web-based mind-
map visualization GUI for exploring and traversing the graph service-base.  



 A Toolkit for Simplified Web-Services Programming 517 

 

 

Fig. 1. ServiceBase System Architecture 

The programmatic interface to ServiceBase offers the following APIs: 
The UsersAPI provides a means for end-users and apps to register and identify. 

Identity management is achieved via Facebook login credentials as well as native 
login. 3rd-party application interaction is achieved via OAuth 2.0 Provider interface. 

The ServicesAPI is used to register new services into the knowledge base; as well 
as search, explore, update and delete service-models that are already registered. 

The ServiceBusAPI is the main gateway for application-developers to interact 
with typical request-reply ops via the invoke(..) methods. The main innovation is 
the common programming interface provided to interact with services, irrespective of 
their underlying heterogeneity (e.g. JSON/REST vs. XML/REST vs. SOAP/WSDL). 

The StreamsAPI is used to enable interaction with real-time feeds-services. It 
provides a subscribe(..) method to any registered feed. The API then exposes 
three modes for working with subscriptions: (a) It provides querying (i.e. pull) of feed 
events; (b) It enables setting up listeners (i.e. asynchronous callback push) of events; 
and (c) It enables navigating streams using pause(), stop() and rewind(date). 

The Plug-n-Play API is used to even further simplify service-programming. We 
have done this by extending the standard GIT commands with “plug” (helps to 
automate adding new services); and “play” (generates a code-stub to use a service). 
Usage shown below: 

git plug <service_model_file> 
 

git play [-operation | -feed [-get | -callback]]  
         <service_name><operation_name>|<feedtype_name> 
         <destination_location> 



518 M.C.Barukh and B. Benatallah 

 

3 Demo Scenario 

We demonstrate the toolkit over a reasonably complex scenario involving 3 different 
service-types: Namely, Amazon MTurk expressed in WSDL, Flickr expressed in 
REST/ATOM; and Apache HBase Database-as-a-Service, expressed in REST.  

Description. We want to build an application to employ the crowd for determining 
appropriate captions for photos added to some Flickr photo-stream. Upon an MTurk 
worker accepting the work, we would like to store this result in HBase for later 
retrieval. Finally, we want to write an app to query-on-demand the proposed captions 
and ask for verification – upon approval the captions can then be updated on Flickr. 

Screencast. As described below, we demonstrate the implementation of this 
scenario in only three simple stages and in less than 100 lines of code with no extra 
dependencies. We have only shown snippets of generated code-stubs below, however 
we demonstrate the entire implementation scenario and execution in the following 
screencast:  http://www.cse.unsw.edu.au/~mosheb/servicebase.html 

Stage 1. Subscribe to the required photo-stream feed, and then set-up a callback 
listener. The callback is formulated using two services, and for each the code stubs 
can be generated. I.e. (i) Listening to the stream for photo-uploads (Lines 11–19); and 
then (ii) Posting a HIT on Mturk (Lines 1–10). Therefore, the code in (i) calls (ii). 

Stage 2. When each HIT has been completed by the crowd-worker, we invoke the 
HBase data-store service to curate the results. The HIT is in fact represented as an 
HTML form, which post data to the HBase services via the Service-bus RESTful API. 

Stage 3. Finally, we write the verifier web-app. Again, most of the code could be 
auto-generated via the play function: i.e. getting the photos from HBase and 
displaying to the verifier. Then if verified, updating the photo by posting to Flickr. 

1. public class MTurk_CreateHit { 
2.     public static Message invoke(String title, String desc, File qn, 

    String duration, String lifetime, String reward) { 
 
3.         WSDLService mturk = ServiceAPI.getService(“AmazonMTurk”); 
4.         TupleField hit = mturk.getOperationType(“createHit”) 
                                   .getInputMessage().getField(); 

5.         hit.getField(“title”).setValue(title); 
6.         hit.getField(“description”).setValue(desc); 
             ... 
7.         hit.getField(“question”).setValue(qn); 

8.         return ServiceBus.invoke(acs_key, mturk, “createHit”, hit); 
9.     } 
10. } 

❖ ❖ ❖ 
11. public class Flickr_GroupPoolFeed { 
12.     public static void callback(Field field, String sub_id){ 
  
13.     TupleField photo = ((TupleField)field); 
14.     String id = photo.get(“photo_id”).getValueAsString(); 
15.     String url = photo.get(“photo_url”).getValueAsString(); 

16.         File question_html = getHtmlQuestion(id, url); 
17.         MTurk_CreateHit 

            .invoke(“Describe an Image”,        //title 
                    “Tagging of an Image”,      //description 
                    question_html,              //question HTML 
                    “86400”,                    //duration = 1 day 
                    “7”,                        //lifetime = 7 days 
                    “1”                         //reward = 1 dollar  

18.  } 
19. }  
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Abstract. We present the demonstration of the KPMCF model for
measuring relationship strength, highlighting the concepts of the model,
two experimental applications, and a comparison with other methods.

1 Introduction

Social relationship strength is one of the most important research topics in social
network analysis, measuring how strong or weak the relationships are among the
users in a social network. In particular, a theory named “The Strength of Weak
Ties” was initially introduced in [1], whereas a quantitative measurement using
multiple indicator techniques was explored in [3].

While social networking services on the web are getting increasingly popular in
recent years, social relationships have significantly changed from those in the old
days. Firstly, it becomes normal for a user to have hundreds or even thousands
of “friends” in social networks. The so-called “friends” in the virtual space range
from actual close friends to casual acquaintances on the web [6]. Furthermore, it
is even possible to obtain not only users’ interaction data but also users’ profile
information through social networks. These changes bring greater opportunities
of, yet challenges to, the research on social relationship strength.

The principle of homophily in social networks suggests that, people tend to
build connections with other people having similar profile characteristics. On the
other hand, the stronger the connections, the higher the likelihood that more
interactions occur between people. Based on these assumptions, the research on
social relationship strength expands in several directions. Some efforts refined
the granularity of the relationship strength in online social networks, while oth-
ers utilized interaction data to predict relationship strengths. In the meantime,
several studies exploited profile or interaction information to estimate social re-
lationship strengths among users. In those studies, either only one type of a
profile or interaction data was used, or a single method was employed to handle
all different forms of data sources. Therefore, restricted users’ overall relationship
strength learnt from comprehensive social information.

Several recent studies indicated that users’ social interactions affected their
behaviors on the web, and such information could improve the quality of social
network analysis, for instance, in recommendation tasks [2,8]. Motivated by these
studies, we have developed a Kernelized Probabilistic Matrix Co-Factorization
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(KPMCF) model to learn users’ overall relationship strength in a social network
[7]. The model simultaneously captures users’ profile and social interaction infor-
mation by integrating Matrix Co-Factorization with Multiple Kernels methods.
The main contributions of our work are summarized as follows:

– We present a new probabilistic matrix co-factorization model integrated with
kernels of social interactions. The model incorporates users’ interactions into
the factorization process, thus resulting in latent matrices depending on all
the input resources.

– We formulate users’ relationship strength in the learnt latent feature space.
While most matrix factorization methods focus on minimizing the Root
Mean Square Error or RMSE against a target resource, in KPMCF, the
users’ relationship strength is learnt from various profile data, maintaining
a balanced RMSE over multiple resources.

– We conduct experiments to investigate the concepts of our model, and to
compare with other state-of-the-art methods. Our experimental applications
show that the learnt social strength helps achieve higher performance than
other methods in terms of PRC and ROC, owing to the balanced RMSE.

This paper describes the demonstration of the KPMCF evaluation system. In
section 2, we briefly review the model and the evaluation system. The dataset
and scenarios of our demonstration are described in section 3.

2 KPMCF Model and Evaluation System

2.1 Overview of KPMCF Model

Fig. 1 shows the graphical model of KPMCF, following the plate notation of
graph models. In the figure, pcij , p

b
ik and ptis denote the observed profile data

(i.e., countries, labels and tags), whereas cj , bk, ts and ui denote the latent
vectors of countries, labels, tags and users respectively. On the corners of the
plates, nc, nb, nt and nu are the sizes of the latent vectors. Out of the plates,
KC , KB, KT and KU stand for the kernels assigned to the corresponding latent
vectors, whereas σpc , σpb and σpt for the parameters of the distributions (i.e.,
Gaussian distribution) set over the profile data.

The algorithm of KPMCF firstly constructs users’ kernel KU through social
interaction information, and then co-factorizes multiple profile matrices to ob-
tain the users’ latent matrix U . Based on U , the KPMCF calculates pair-wise
relationship strengths among the users [7].

2.2 Evaluation System

We have developed an evaluation system of the KPMCF model by MATLAB.
The core part of the system is the implementation of our kernelized matrix co-
factorization algorithm. To facilitate our evaluation under various conditions,
we have built an interactive interface called “KPMCF Evaluation Panel”, hav-
ing two Tabs: “Relationship Strength Measurement” (Fig. 2) and “Application
Evaluation” (Fig. 3).
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Fig. 1. Graphical model of KPMCF

Fig. 2. Relationship Strength Measure-
ment

Fig. 3. Application Evaluation

3 Demonstration

In the demonstration we make use of a real dataset of the Flickr web site [4].
From the original dataset, we further extract five matrices for learning users’
social relationship strength and evaluating application performance.

The evaluation system provides demo users with three scenarios: (1) con-
cepts of the KPMCF model, (2) experimental applications, and (3) performance
comparisons.

Concepts of KPMCF Model - Through the “Data Selection” section in
KPMCF Evaluation Panel (Fig. 2), users are allowed to choose various profiles or
interaction matrices to learn social relationship strength. The derived strengths
can be used in experimental applications and performance comparisons.

Experimental Applications - The evaluation system includes two experi-
mental applications: friend-identification and group-recommendation (selected
through “Application Selection” section in Fig. 3). The experiment results can be
examined by ROC or PRC curves, such as those in Fig. 4 and Fig. 5 (where the
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x- and y-coordinates of ROC represent False-Positive-Rate and True-Positive-
Rate, and those of PRC represent Recall and Precision respectively).

Performance Comparisons - Utilizing the group recommendation applica-
tion, the evaluation system helps users compare the proposed model with other
state-of-the-art methods, such as PMF [5], RSTE [2] and KPMF [8] (selected
through “Reference Method” section in Fig. 3). The comparisons can be observed
in Command Window or by PRC plots.
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Abstract. PEACE, our proposed tool, integrates complex event processing and
web extraction into a unified framework to handle web event advertisements and
to run a notification service atop. Its bitemporal schemata distinguish occurrence
and detection time, enabling PEACE to deal with updates and delayed announce-
ments, as often occurring on the web. To consolidate the arising event streams,
PEACE combines simple events into complex ones. Depending on their occur-
rence and detection time, these complex events trigger actions to be executed.

We demonstrate PEACE’s capabilities with a business trip scenario, involv-
ing as raw events business trips, flight bookings, scheduled flights, and flight ar-
rivals and departures. These events are scrapped from the web and combined into
complex events, triggering actions to be executed, such as updating facebook sta-
tus messages. Our demonstrator records and reruns event sequences at different
speeds to show the system dealing with complex scenarios spanning several days.

1 Introduction

If an event is published today, it is published on the web. And if so, the announce-
ment is likely to change over time, as more precise and up-to-date information becomes
available. Checking such continuously changing event streams is tedious and stressful,
especially, if more than one event source is involved, requiring coordination among
individual events. Thus, one would assume that event notification has been addressed
already: On the one hand, there is a clear need for web event processing, as our life
style is more dynamic and interactive than ever before. On the other hand, all necessary
information is readily available, most people wear an Internet enabled mobile device at
all times, and hence, one would suppose that events need only to be extracted, checked
for some application specific criteria, and delivered to the user.

But until now, no integrated solution exists for this task, except for isolated solu-
tions dedicated to specific application domains. We argue that a good solution for web
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doc("http://www.flightarrivals.com")

2 //a#panel0/{click /}//form#qbaForm/descendant::field()[1]/{$airport }

/following::field()[3]//option{select }/following::field()[1]/{click /}

4 /(/descendant::a[string(.)=’Next >’][1]/{click /})*
//table#flifo//tr[position()>1]/self():<FlightArrival>

6 [./td[1]:<fromLoc=string(.)>] [./td[2]:<flightNo=string(.)>]

[./td[3]/div:<flightDay=string(.)>] [.:<toLoc=$airport>]

8 [./td[3]/text()[1]:<occTime=toUnixTime(.)>]

Fig. 1. OXPATH Wrapper

event processing needs to integrate complex event processing and web extraction, deal-
ing with frequent changes and retractions. We demonstrate PEACE (Processing Event
Ads into Complex Events) as a possible solution. PEACE takes an event model to deter-
mine available event types and attributes, and based thereupon, (1) wrappers to extract
events from multiple sources, (2) complex event queries to aggregate the raw events
into complex events, and (3) action executors to perform the resulting actions.

Contrasting previous work, PEACE is fully bitemporal, distinguishing detection and
occurrence time, i.e., the time when events are extracted and supposedly take place.
PEACE allows for different reactions, depending on the detection and occurrence time
in relation to the current time. While complex events [3] have been studied extensively,
existing systems like [1,6] deal only with some aspects of the bitemporality. Most sys-
tems, as [2,4], drop this distinction in identifying occurrence and detection time.

2 Extracting and Processing Events from the Web with PEACE

Once an event model with its event classes and attributes is fixed, PEACE takes wrap-
pers, complex event specifications and action executors to extract, process and react
upon events. (1) The wrappers for event extraction are given in OXPATH, an XPATH-
based language for highly scalable web data extraction [5]. Aside extracting web events,
we can also integrate other sources for events, such as a local database. (2) The complex
events are specified in BICEPL, our SQL-based language to define complex events as
SELECT statements, extended with constructs for expressing constraints over occurrence
and detection time. BICEPL specifications also include publication events, issued when
complex events are introduced, updated, or revoked. (3) Finally, these publication events
trigger OXPATH action executors, e.g., notifying users or changing a booking.

In the following, we give an example for each those three component types. These
examples are directly taken from the demonstration. Event Extractors. The wrapper
in Figure 1 fetches its target page (Line 1), selects options to obtain all current flight
arrivals at a parameterized airport, and submits the form (Lines 2-3). The wrapper deals
with paginated results by repeatedly clicking on “next” (Line 4). On each result page,
FlightArrival objects are extracted altogether with their attributes (Lines 5–7) for ev-
ery entry on the page. Matching the event model for the scenario, each FlightArrival

results in an event tuple. Complex Event Specifications. In Figure 2 we show the com-
plex event specification for ArrivedAtDestination indicating when a business person ar-
rives at the final trip destination. ArrivedAtDestination has explicit attributes flightNo,
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1 CREATE COMPLEX EVENT CLASS ArrivedAtDestination (flightNo TEXT, flightDay

TEXT, location TEXT) ID (flightNo, flightDay)

2 AS SELECT fa.flightNo, fa.flightDay, fa.toLoc

3 FROM BusinessTrip bt, FlightBooking fb, Flight f, FlightArrival fa

4 WHERE bt.tripTitle = fb.tripTitle AND fb.bookingId = f.bookingId AND

5 f.connFlNo = ’NULL’ AND f.connFlDay = ’NULL’ AND

6 f.flightNo = fa.flightNo AND f.flightDay = fa.flightDay

7 OCCURRING AT fa

8 PUBLISH ArrivedAtDestinationOnTime

9 CASE LATE (0s, 1h) ArrivedAtDestinationLate

10 CASE RETROACTIVECHANGE ArrivedAtDestinationChanged

11 CASE REVOKE ArrivedAtDestinationRevoked;

Fig. 2. Event Definition for Complex Event ArrivedAtDestination

flightDay and location, along with implicit timing information, using flightNo and
flightDay as key (Line 1). In BICEPL a complex event is defined with an extended
SQL SELECT statement involving constituent events. In our example these constituent
events are BusinessTrip, FlightBooking, Flight and FlightArrival (Line 3). These events
are joined and filtered (Lines 4-6) and defined to occur when the constituent FlightArrival
event occurs (Line 7). Further, complex event descriptions contain event publication
statements to control the event published in case the complex event occurs on time, at
maximum one hour late, has retroactively changed, or was revoked (Lines 8-11). Ac-
tion Executors. For each publication event produced, PEACE runs action executors,
such as a parameterized OXPATH expressions filling a form to send an SMS.

3 PEACE-Ful Business Trip Management

Our demonstration scenario deals with business travelers and their arrangements. To
keep up with tight schedules, business travelers observe and quickly react upon many
events, e.g., upon learning about flight delays, they need to check for connecting flights,
or change hotel reservations. This can be time consuming and stressful, but having
PEACE, all this hassle can be dealt with automatically! Aside managing the daily dis-
asters of business travel, PEACE can be even configured to keep friends and family
posted about an ongoing trip by updating facebook status messages.

Event Extractors. We implement our scenario with 5 event types from 3 differ-
ent sources, partly extracted from the web via OXPATH wrappers. (1) BusinessTrip

events are extracted from Google Calendar, providing a unique reference for each trip.
(2) FlightBooking and Flight events are stored locally and describe a booking with all
connecting flights of a one-way trip. (3) FlightArrival and FlightDeparture events for
all relevant flights are extracted from flightarrivals.com. We show the wrapper for
FlightArrivals in Figure 1. Complex Event Specifications. Atop these subscribed raw
events, we specify 5 complex event types in BICEPL. (A) E1DaysToBusinessTrip indi-
cates that a trip begins in 1 day; (B) E3DaysToFlightDeparture that a departure is going
to take place in 3 days; (C) MissedConnectingFlights that a connection is unreachable
due to a canceled or delayed flight. (D) UncatchableConnection captures connection

flightarrivals.com
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Fig. 3. PEACE Simulator

flights which are missed. (E) ArrivedAtDestination indicates that a business traveler
supposedly arrived at the destination of the trip. This specification is depicted in Fig-
ure 2. Action Executors. Complex events trigger various actions, for example upon
an E1DaysToBusinessTrip event, the system notifies the business traveler via email, and
upon an ArrivedAtDestination event, the system updates the traveler’s facebook status.
In case of E3DaysToFlightDeparture, the referred flight data is checked to be correct and
still valid. Moreover, action executors control the event extractors currently deployed:
For example, a E3DaysToFlightDeparture event triggers the setup of event extractors for
FlightArrivals and FlightDepartures for the flight under scrutiny.

Simulation and Visualization. We showcase our scenario with the PEACE simulator
and visualizer, illustrated in Figure 3. Presenting interesting cases, we not only run the
system live but also on recorded event streams over a couple of days. The simulator runs
the entire system at different speeds, skimming over uneventful phases and carefully
analyzing more turbulent phases. With the simulator, we trace events, occurring on
event sources, then being extracted, leading to complex events, and thus taken actions.
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Abstract. Search Pattern is one of the important factors that influence the effi-
ciency of web searching. In this paper, we demonstrate a news search service 
named KNOWLE which provides efficient search for users by taking advantage 
of the search pattern of knowledge flow. KNOWLE clusters web news into 
news topics, organizes the news topics into news association link networks, 
serves users in a form of news association knowledge flow, which can help 
users understand a news event by providing its causes and effects. 

Keywords: Search Pattern, Search Engine, Association Link Network, News 
Knowledge Flow. 

1 Introduction 

Search Pattern is one of the important factors that influence the efficiency of web 
searching [1]. Traditional search engines provide the search pattern of keyword 
matching, which often returns thousands of webpages for a user query and makes the 
low efficiency of searching in some scenarios, such as the user cannot provide 
appropriate keywords, the user wants to get the associated contents, and so on. To 
overcome the above shortcomings, recent years, new types of search patterns have 
emerged to improve the efficiency of searching, including the narrow search [2], 
which helps the user refine his/her search step by step; the associated search [3], 
which helps the user broaden his/her search by recommending associated contents to 
him/her; and the topic-based search [4], which serves the user at coarse grained se-
mantic granularity. To increase the efficiency of news searching, we have developed a 
search engine called KNOWLE, which works at a new search pattern of knowledge 
flow search. When a news event takes place, for example, users may want to know 
more information about the event, such as the cause(s), the effect(s), etc. Knowledge 
flow search can satisfy this kind of requirements well. KNOWLE gathers news from 
news websites, clusters them into news topics, mines the association relations among 
news topics, builds the association link network (ALN [6]) of news topics, and serves 
users in the form of news association knowledge flow. When a user searches news, 
KNOWLE first locates the most similar topic in the news topics ALN, and then 
generates several news knowledge flows from the ALN based on the users’ command. 
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With the help of these news knowledge flows, the user can find the causes and effects 
of a news event and get its whole picture. 

To the best of our knowledge, the search pattern of knowledge flow is novel. Pre-
vious researches mainly focus on organizing news into hierarchies or graphs, and few 
of them use the knowledge flow as the search pattern to interact with users. In [5], 
news articles are connected by the concurrent words/phrases, which is essentially 
similar relation. When a user inputs two news articles, a series of news articles will be 
selected to connect the two inputs. KNOWLE is quite different from it in the kind of 
semantic relation, the knowledge flow selection algorithm, the interface, and the 
interaction process of searching. Distinctive features of KNOWLE include the 
following: 

• The new search pattern named knowledge flow search, which provides a new  
in-teractive paradigm between the user and the search engine and increases the 
effi-ciency of news searching.  

• The multi-layered  association link network index of news documents, which has 
rich semantics and is the foundation of news knowledge flow generating.  

• The news knowledge flow generating algorithm based on news association link 
network, which can dynamically generate personalized knowledge flow according 
to the user’s search.   

2 System Overview 

The system architecture of KNOWLE is shown in Fig.1, which combines an index of 
multi-layered association link network (MALN), a news crawler module, a webpages 
pretreatment module, a news topics clustering module, an association link network 
(ALN) building mechanism, a knowledge flow generating mechanism, and a know-
ledge flow search interface. We briefly introduce some components of KNOWLE as 
following. 

• Multi-layered Association Link Network Index (MALN): The index structure of 
KNOWLE is designed as multi-layered association link networks, as shown in the 
right part of Fig.1. Layer 1 is the ALN of all keywords in the system, which holds 
the semantic relations among keywords and is the basis of keywords semantic 
computing. Layer 2 is the ALN of webpages. In layer 2, webpages belonging to a 
news topic are organized as an ALN respectively. Layer 3 is the ALN of news 
topics, which holds the association relations among news topics and is the 
foundation of news knowledge flow generating.  

• Association Link Network (ALN) Building: ALN is a semantic link network 
whose nodes can denote all kinds of web resources (news event, news topic, 
webpage and so on) and the arc between a pair of nodes denotes their association 
relation and the weight of the arc denotes the strong of the association relation. 
ALN is optimized to have good characters, such as small-world and scale-free 
property. The  details of ALN can be found in our previous work [6]. 
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Fig. 1. The architecture of KNOWLE (shown in the left of this figure) and its multi-layered 
association link network index structure (shown in the right of this figure) 

 

Fig. 2. The interface of KNOWLE news knowledge flow searching 

• News Knowledge Flow Generating: News knowledge flow is a series of news 
topics with strong association relation and time-order relation. To select a 
knowledge flow (as shown in Fig.2) from thousands of paths in the ALN of news 
topics, KNOWLE first selects several news topics according to the input keywords, 
among which the most similar one is selected as the core node of the knowledge 
flow and the others act as the initial backbone nodes of the knowledge flow. Based 
on the backbone, some candidate paths can be selected from the ALN. The 
following step is to optimize and reshape the selected paths according to time-order 
of news and contents of topics, including replacing some nodes and reordering the 
nodes on each path. Finally, the selected paths are ranked and form the final 
knowledge flows to fit the user’s special requirement. For example, a user can 
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specify the number of news knowledge flow and the direction of knowledge flow 
(e.g. width-first and depth-first). Because association relation is the representation 
of the causal relation, it can act as causality approximately. The experimental 
results also show that most of association relations have the causal factor. 
Therefore, the association knowledge flow of news topics can help the user find the 
cause and effect of an event. 

3 Demonstration Description 

Dataset: We have gathered, since 2009, popular news webpages from the major news 
websites every day, and organized these news webpages accordingly to news topics. 
The dataset has about seven million news webpages under some 30,000 news topics . 
Demonstration Script: We will demonstrate how KNOWLE could help a user find 
the cause and effect of a news event through the knowledge flow searching pattern. 
For example, when a user wants to know the causes and the effects of the event of 
nuclear leakage in Japan, he/she can first input the keyword ‘nuclear leakage’ and 
select the target news event. Then the user can set a parameter for the system to limit 
the number of news topics (events) to display the knowledge flow returned by 
KNOWLE. As Fig. 2 shows, the events of “Japan earthquake”, “Japan tsunami”, and 
“the explosion of Fukushima nuclear power station” are the causes of the event “nu-
clear leakage”, and the events of “shutdown of the nuclear power station”, “spread of 
nuclear pollution”, and “restricting Japanese food” are the consequent effects. Note 
that the user can change the search directions (e.g. width-first and depth-first) and/or 
adjust the amount of events to present from the knowledge flows at any time. 
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Instituto Superior Técnico and INESC-ID, Lisboa, Portugal
{joao.d.santos,bruno.g.martins,dsbatista}@ist.utl.pt

Abstract. We present a prototype system for resolving named enti-
ties, mentioned in textual documents, into the corresponding Wikipedia
entities. This prototype can aid in document analysis, by using the dis-
ambiguated references to provide useful information in context.

Keywords: Text Mining, Information Extraction, Entity Resolution.

1 Introduction

Even as structured databases and semantic knowledge bases become prevalent,
a substantial amount of human knowledge is still available as free-form text.
News articles can, for instance, contain information about entities (i.e., people,
organizations, and locations) and their relationships. For humans, reading and
understanding large volumes of text is a time consuming task, and so automat-
ically extracting and organizing this information is in high demand.

We present a prototype system that enhances textual documents by iden-
tifying references to people, places, or organizations, afterwards disambiguat-
ing these references by linking them to identifiers in a knowledge base such
as Wikipedia. This paper briefly introduces a web-based demonstration of this
prototype system, also outlining its main components.

2 Entity Resolution

Named entity resolution is an important text analytics problem that has been
getting an increasing attention [2]. The problem involves two separate sub-tasks,
namely (i) entity identification, and (ii) entity disambiguation. The first sub-
task is deeply related to Named Entity Recognition (NER), a problem that has
been thoroughly studied in the Natural Language Processing community. In our
system, entity identification is performed through the Stanford NER system,
with models trained for the English (i.e., the standard model distributed with

� This research draws on work from two projects supported by Fundação para a
Ciência e Técnologia (FCT), namely the projects with references PTDC/EIA-
EIA/109840/2009 (SInteliGIS) and UTA-Est/MAI/0006/2009 (REACTION). The
work reported on this paper was also supported through INESC-ID’s multianual
funding provided by the FCT (PEst-OE/EEI/LA0021/2013).
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the tool1), Spanish (trained with the CoNLL-02 data2) and Portuguese (trained
with data from the CINTIL corpus3) languages.

The second sub-task involves re-expressing the identified entity references into
a standard unambiguous format (i.e., mapping each entity reference, previously
recognized by the NER system, to an identifier specific to the real-world concept
that is being referred to in the text). In our system, the mappings from entity
references to real-world concepts are made through a knowledge base built from
Wikipedia4 and DBpedia5. Wikipedia is a collaborative wiki-based encyclopedia
that covers almost all areas of human knowledge, with articles written in stan-
dard prose that are mostly intended for human consumption. On the other hand,
DBpedia is a project concerning with the extraction of structured information
from Wikipedia articles, representing this information in a machine-readable
semantic graph using Resource Description Framework triples. For building the
knowledge base, we essentially used the entities from the English, Portuguese, or
Spanish versions of Wikipedia, categorized in the DBpedia structured ontology
as entities corresponding to either people, organizations, or locations.

The method for performing entity disambiguation follows the general method-
ology from systems participating in the TAC-KBP yearly-challenge on named
entity disambiguation [2], and it involves the following main tasks:

1. Query Expansion: Entities may be referenced by several alternative names,
some of which more ambiguous than others. Given a reference, we apply ex-
pansion techniques that try to identify other names, in the source document,
that reference the same entity. We specifically consider two simple mecha-
nisms, namely one that finds alternative names by looking for a textual pat-
tern that corresponds to a set of capital words followed by the alternative
name inside parentheses (i.e., finding expressions like United States (US)),
or vice-versa, and another that looks for longer entity mentions in the source
text (i.e., Union of Soviet Socialist Republics as an expansion for USSR).

2. Candidate Generation: This step filters the Knowledge Base (KB) entries
that might correspond to the query, based on string similarity. Some of
Wikipedia’s link structure (e.g., disambiguation pages, redirects, anchors,
etc.) is also used to obtain alternative names. We specifically return the top
50 most likely entries in the KB (i.e., those whose name(s) are more similar
to the entity reference, and whose textual descriptions are similar to the
support text), according to a retrieval model supported by a Lucene6 index.

3. Candidate Ranking: This step sorts the retrieved candidates according to
the likelihood of being the correct referent, using the LambdaMART learning
to rank algorithm as implemented in the RankLib7 software library. Three

1 http://nlp.stanford.edu/software/CRF-NER.shtml
2 http://www.cnts.ua.ac.be/conll2002/ner/
3 http://cintil.ul.pt/cintilfeatures.html#corpus
4 http://www.wikipedia.org/
5 http://dbpedia.org/
6 http://lucene.apache.org/
7 http://people.cs.umass.edu/~vdang/ranklib.html

http://nlp.stanford.edu/software/CRF-NER.shtml
http://www.cnts.ua.ac.be/conll2002/ner/
http://cintil.ul.pt/cintilfeatures.html#corpus
http://www.wikipedia.org/
http://dbpedia.org/
http://lucene.apache.org/
http://people.cs.umass.edu/~vdang/ranklib.html
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ranking models (i.e., for disambiguating entities in English, Spanish and Por-
tuguese texts) were trained to optimize accuracy over sets of disambiguation
examples that were automatically gathered from Wikipedia (i.e., we used hy-
pertext anchors from links towards entities in the knowledge base, occurring
in Wikipedia documents different from those in the knowledge base). These
models leverages on a rich set of features for representing each candidate, in-
cluding (i) candidate authority features, (ii) textual similarity features, (iii)
topical similarity features, (iv) name similarity features, (v) entity-based fea-
tures, (vi) geospatial features, and (vii) document coherence features. Space
restrictions prevent us from showing the complete set of features here, but
the reader can refer to a previous paper describing our participation in the
2011 edition of TAC-KBP, where an extensive set of experiments is reported
with an early version of the system [1].

4. Candidate Validation: This step decides whether the top ranked referent
is an error, resulting from the fact that the correct referent is not given in the
knowledge base, through a Random Forest classifier that reuses the features
from the ranking model, and that also considers some additional features
for representing the top ranked result (e.g., the candidate ranking score, or
results from outlier tests over the ranked lists of candidates).

The most innovative aspects of our named entity resolution system relate to
the usage of the LambdaMART state-of-the-art learning to rank method, and
to the extensive set of features that was considered.

Our prototype presents the entity resolution functionality through a web-
based interface, through which users can input the text where entities are to be
resolved. The system replies with an XML document encoding the entities occur-
ring in the text, together with the results for their disambiguation. A stylesheet
builds a web page from this XML document, where the named entities in the orig-
inal text appear linked to the corresponding Wikipedia page. Through tooltips,
the user can quickly access overviews on the entities that were referenced in
the text (e.g., we show photos representing the referenced entities, elementary
metadata attributes about the entities, and maps with pins for the latitude and
longitude coordinates of the referenced locations).

Figures 1 and 2 present two screenshots of the web-based interface for our
entity recognition and disambiguation system. Figure 1 shows the main screen
of the service. There are two options to introduce the desired input text to be
disambiguated, namely an option to paste it into a text box, and another to
upload a file containing the target text. Before submitting this text to the en-
tity linking system, the language needs to be chosen, and the system supports
English, Spanish, and Portuguese. Figure 2 presents a screenshot for the output
of the system, i.e. the result that is produced from the input textual document.
All entities recognized by the NER model apperar highlighted, with each color
representing a different entity type. These entities are also linked to the corre-
sponding Wikipedia page, according to the disambiguations made by the system.
A tooltip with relevant additional information about each entity pops up when
the user moves the mouse over the entity reference.
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Fig. 1. Data entry form for the named entity resolution system

Fig. 2. Output generated by the named entity resolution system

3 Conclusions

We demonstrate an end-to-end system for extracting and disambiguating named
entities in textual documents, which combines recent developments in informa-
tion extraction and natural language engineering. This system integrates many
freely available open-source components (e.g., Stanford NER, Lucene, etc.) and
offers scalability for processing large datasets.

Many opportunities exist for extending the system. For future work, we intend
to incorporate relationship extraction into our information extraction pipeline.
We also plan to integrate graph visualization methods into our system, in order
to support the visual analysis of co-occurrences or of other types of relations
between entities, as extracted from large document collections.
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Abstract. With the rapid development of mobile intelligent devices and
wireless communications, users are gradually changing the way of con-
suming interesting content from the traditional personal computers to
smart phones. Hence, we introduce a brand-new content-based image
similarity search system which runs on mobile platform in real time. This
paper outlines the system which has several novel components, including
multi-feature composition, multi-feature indexing, and customized user
interface with auxiliary Web data display.

1 Introduction

Integrated with digital camera’s functionality, mobile phones have been widely
used as photographing tools in order to record some wonderful moments and
share them with others. Recently, many image search applications have shown
up in the mobile software ecosystem. However, most of such applications search
images based on textual information (e.g., tag, image title and caption), which
makes it difficult for users to search for images without any a priori knowledge
(e.g., finding similar images to an image of an unknown landmark). Although
a few content-based image search systems have emerged, they focus more on
reducing wireless communication cost or formulating user intent [1].

In this paper, we demonstrate a mobile system for real-time content-based
image similarity search, called Imagilar, which effectively supports the scenario
of capturing a photo to search on mobile devices. This system has several novel
features. Firstly, motivated by the observations that different image categories
are often better perceived with different types of visual features and exhibit
different visual/spatial patterns, we generate multiple features and adaptively
compose different visual features for queries to be searched, according to the
customized image categories and importance of different features. For instance,
color feature could be satisfactory to be used to find similar natural scenic pho-
tos, while local interest points could be more helpful to find landmark or product
photos than global features. Secondly, we apply a recent multi-feature hashing
method [2] to index all the visual features to achieve real-time response. In this
method, all feature vectors are encoded into binary codes and image similarities
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are effectively approximated by aggregating the Hamming distances measured
from different feature spaces, based on the highly efficient XOR operation on bi-
nary codes. Thirdly, from the returned image list based on the content similarity,
users have the flexility to further discover relevant information of the selected
images by searching their associated text from Web, including social websites
like Wikipedia and professional webistes like products’ homepages. Our dataset
contains about one million images crawled from Flickr, most of which carry tex-
tual information such as tags and titles. Note that in our system, queries are not
associated with any textual data.

2 System Overview

The system contains three major components: image multi-feature composition,
multi-feature indexing, and customized user interface.

2.1 Multi-feature Composition

In the system, we consider two types of features, including color/texture, and
local interest point. For color/texture feature, we use 168-d joint composite de-
scriptor (JCD) [4] which describes an image by integrating both color and texture
information into a single descriptor. This is a global feature for image representa-
tion. To consider more discriminative features, we use TOP-SURF descriptor [3]
which integrates SURF descriptor with visual word representation to describe
an image. In our feature database, we generate 1000 visual words as the dic-
tionary. A frequency histogram of occurring visual words in an image can be
generated. We then apply the tf-idf weighting to evaluate the importance of the
visual words in the histograms. Therefore, an image can be finally represented
by a 1000-d tf-idf histogram derived from its local TOP-SURF descriptors.

With regard to similarity measures, the classical Euclidean distance is used to
compute the distance on JCD. For the tf-idf histogram, we define the normalized
cosine similarity dcos between two tf-idf histograms Ta and Tb as dcos(Ta, Tb) =
1− Ta·Tb

|Ta||Tb| .A distance of 0 means the histograms are identical. The (dis)similarities

of different features are linearly combined with tunable weights. Top-k most sim-
ilar images with smallest distances to the query image are returned as the results.

It has been ascertained that in some of the image categories, better retrieval
results are achieved by using one feature, while in others by using another. Our
database images are collected from Flickr mainly in three categories, including
landmark, scenery, and commodity. Our experimental results show that search
based on color/texture feature can return quite satisfactory results for scenery
images, while tf-idf histogram derived from local interest points performs much
better than color/texture feature for landmark and commodity images. Our sys-
tem has default settings on the weight combinations of different features for
different image categories, tuned by extensively experimental results. Given a
query image and a search category, the corresponding default weight combina-
tion is adaptively applied to compose the weighted search space for comparing
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the images in the category. For searching the whole database covering all the
categories, a default weight composition on all the features is also tuned for the
best retrieval results. Meanwhile, users also have the flexibility to dynamically
update the weights of different features to generate desirable results and view
the differences of the results.

2.2 Multi-feature Indexing

To enable real-time response from large-scale image databases, efficient matching
of images described by multiple features has to be achieved. Hashing has shown
its high efficiency for fast similarity search. Given that the search is performed
on multiple features in our system, we extend existing Multiple Feature Hashing
(MFH) [2] to index the multiple features simultaneously. To generate effective
hash functions, MFH preserves the local structure of each individual feature and
also globally considers all the local structures in the optimization. However, it
assumes that all features have equal importance. Here we extend it by allowing
different features to have different importance in learning the hash functions,
resulting in better results. Furthermore, we also generate hash functions on each
individual feature so that the importance of different features can be dynamically
changed for an arbitrary query image. With the obtained hash functions, all
the database images can be encoded into binary codes offline. Given an query
image, its multiple features are firstly extracted. The hash functions then map
the query image into binary codes, followed by performing binary code matching
with database binary codes to get the most similar images in the Hamming space.
Typically, the binary code length for a single feature is small, e.g. 32 bits, mainly
depending on the data size and feature dimensionality. Binary code matching in
memory is extremely fast due to the highly efficient XOR operation in computing
the Hamming distance, which contributes to the achievement of real-time search.
Our image dataset consist of about 1 million images downloaded from Flickr.
Each image is described by two types of features, as discussed in last section. The
average query response time for the system is about tens of milliseconds. Due to
the space limit, detailed experiment results are not presented in this paper.

2.3 User Interface

The server side of the system is implemented with Java EE, while the client
is implemented with iOS SDK under XCode. The main functionalities of the
system are shown in Figure 1(a). Users can either choose to select a photo from
their album or take a new photo as a query image. Meanwhile, users have the
options to choose a category (i.e., landmark, scenery, or commodity) or the whole
database (i.e., general) to search.

Users can also customize the weights of different features before the search
starts, as shown in Figure 1(b). For simplicity, we use a horizontal scroll bar
to indicate the relative importance of local interest point, also called point of
interest (POI), and color/texture. By moving the scroll bar, different results can
be displayed to users.
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From the returned results, users can also pick any image to perform further
search based on their associated textual data to have more information on the
image. Existing search engines can be used for this purpose. Our system will
select a few top ranked results and display them to users. Figure 2 shows an
example, where a user selects an image about “Ajax Floor Cleaner” and other
related information can also be shown up on the mobile screen by extracting the
results from existing search engines, such as Google Product Search.

(a) System functionalities (b) Customize panel and results
Fig. 1. User interface

Fig. 2. Auxiliary data display

3 Summary

In this demonstration, we describe a mobile system which achieves real-time
image search based on multiple content similarities. Different features have dif-
ferent importance in the retrieval task for the best results and users also have
the flexibility to dynamically tune the importance of different features. The sys-
tem has been developed on iOS platform and tested extensively for its search
effectiveness and efficiency.
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