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IFIP – The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

• The IFIP World Computer Congress, held every second year;
• Open conferences;
• Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This volume contains the papers accepted for presentation at the 9th IFIP
International Conference on Artificial Intelligence Applications and Innovations
(AIAI 2013), which was held in Paphos, Cyprus, during September 30 to October
2, 2013. AIAI is the official conference of the IFIP Working Group 12.5 “Arti-
ficial Intelligence Applications” of the IFIP Technical Committee on Artificial
Intelligence (TC12). IFIP was founded in 1960 under the auspices of UNESCO,
following the first World Computer Congress, held in Paris the previous year.
The first AIAI conference was held in Toulouse, France in 2004 and since then
it has been held annually, offering scientists the chance to present different per-
spectives on how artificial intelligence (AI) may be applied and offer solutions
to real-world problems.

The importance of artificial intelligence is underlined by the fact that it is
nowadays being embraced by a vast majority of research fields across different
disciplines, from engineering sciences to economics and medicine, as a means
to tackle highly complicated and challenging computational as well as cognitive
problems. Being one of the main streams of information processing, artificial
intelligence may now offer solutions to such problems using advances and inno-
vations from a wide range of sub-areas that induce thinking and reasoning in
models and systems.

AIAI is a conference that grows in significance every year attracting re-
searchers from different countries around the globe. It maintains high quality
standards and welcomes research papers describing technical advances and engi-
neering and industrial applications of artificial intelligence. AIAI is not confined
to introducing how AI may be applied in real-world situations, but also includes
innovative methods, techniques, tools and ideas of AI expressed at the algorith-
mic or systemic level.

In 2013 the AIAI conference was organized and sponsored by IFIP, the Cyprus
University of Technology and Frederick University, Cyprus. Additional sponsor-
ship was also provided by Royal Holloway, University of London, UK and by
the Cyprus Tourism Organization. The conference was held in the seaside city
of Paphos, Cyprus, a city rich in history and culture.

This volume contains a total of 70 papers that were accepted for presen-
tation at the main event (26 papers) and the 8 workshops of the conference
after being reviewed by at least two independent academic referees. The au-
thors of these papers come from 24 different countries, namely: Belgium, Brazil,
Canada, China, Cyprus, Egypt, France, Greece, Italy, Japan, Luxembourg, Mo-
rocco, The Netherlands, Nigeria, Norway, Poland, Portugal, Slovakia, Spain,
Sweden, Switzerland, Turkey, The United Kingdom, and The United States.

In addition to the accepted papers, the technical program of the conference
featured a symposium titled “Measures of Complexity”, which was organized
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to celebrate the 75th birthday of Professor Alexey Chervonenkis, one of the
most important scholars in the field of pattern recognition and computational
learning. The symposium included talks by

• Alexey Chervonenkis (Russian Academy of Sciences, Yandex, Russia, and
Royal Holloway, University of London, UK)

• Vladimir Vapnik (NEC, USA and Royal Holloway, University of London,
UK)

• Richard Dudley (MIT, USA)
• Bernhard Schölkopf (Max Planck Institute for Intelligent Systems, Germany)
• Leon Bottou (Microsoft Research, USA)
• Konstantin Vorontsov (Russian Academy of Sciences)
• Alex Gammerman (Royal Holloway, University of London, UK)
• Vladimir Vovk (Royal Holloway, University of London, UK)

Furthermore, a keynote lecture was given by Tharam Dillon (La Trobe Univer-
sity, Australia) and Elizabeth Chang (Curtin University, Australia) on “Trust,
Reputation, and Risk in Cyber Physical Systems”.

A total of 8 workshops were included in the technical program of the confer-
ence, each related to a specific topic of interest within AI. These were:

• The 3rd Workshop on Artificial Intelligence Applications in Biomedicine
(AIAB 2013) organized by Harris Papadopoulos (Frederick University,
Cyprus), Efthyvoulos Kyriacou (Frederick University, Cyprus), Ilias Maglo-
giannis (University of Piraeus, Greece) and George Anastassopoulos (Dem-
ocritus University of Thrace, Greece).

• The 2nd Workshop on Conformal Prediction and its Applications (CoPA
2013) organized by Harris Papadopoulos (Frederick University, Cyprus),
Alex Gammerman (Royal Holloway, University of London, UK) and Vladimir
Vovk (Royal Holloway, University of London, UK).

• The 2ndWorkshop on Intelligent Video-to-video Communications in Modern
Smart Cities (IVC 2013) organized by Ioannis P. Chochliouros (Hellenic
Telecommunications Organization – OTE, Greece), Latif Ladid (University
of Luxemburg, Luxemburg), Vishanth Weerakkody (Brunel University, UK)
and Ioannis M. Stephanakis (Hellenic Telecommunications Organization –
OTE, Greece).

• The 2nd Workshop on Applying Computational Intelligence Techniques in
Financial Time Series Forecasting and Trading (ACIFF 2013) organized
by Spiridon D. Likothanassis (University of Patras, Greece), Efstratios F.
Georgopoulos (Technological Educational Institute of Kalamata, Greece),
Georgios Sermpinis (University of Glasgow, Scotland), Andreas S.
Karathanasopoulos (London Metropolitan University, UK) and Konstanti-
nos Theofilatos (University of Patras, Greece).

• The 1st Workshop on Fuzzy Cognitive Maps Theory and Applications
(FCMTA 2013) organized by Elpiniki Papageorgiou (Technological Educa-
tional Institute of Lamia, Greece), Petros Groumpos (University of Patras,
Greece), Nicos Mateou (Ministry of Defense, Cyprus) and Andreas S. An-
dreou (Cyprus University of Technology, Cyprus)
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• The 1st Workshop on Learning Strategies and Data Processing in Non-
stationary Environments (LEAPS 2013) organized by Giacomo Boracchi
(Politecnico di Milano, Italy) and Manuel Roveri (Politecnico di Milano,
Italy).

• The 1st Workshop on Computational Intelligence for Critical Infrastructure
Systems (CICIS 2013) organized by Christos Panayiotou (KIOS/University
of Cyprus, Cyprus), Antonis Hadjiantonis (KIOS/University of Cyprus,
Cyprus), Demetrios Eliades (KIOS/University of Cyprus, Cyprus) and An-
dreas Constantinides (University of Cyprus and Frederick University, Cyprus).

• The 1st Workshop on Ethics and Philosophy in Artificial Intelligence (EPAI
2013) organized by Panayiotis Vlamos (Ionian University, Greece) and
Athanasios Alexiou (Ionian University, Greece).

We would like to express our gratitude to everyone who has contributed to the
success of the AIAI 2013 conference. In particular, we are grateful to Professors
Alex Gammerman and Vladimir Vovk for the organization of the “Measures of
Complexity” symposium. Special thanks to the symposium and keynote speakers
for their inspiring talks. We would like to express our sincere gratitude to the
organizers of the eight workshops for enriching this event with their interesting
topics. We would also like to thank the members of the Organizing Committee
for their great effort in the organization of the conference and the members of
the Program Committee who did an excellent job in a timely manner during the
review process. Special thanks are also due to Pantelis Yiasemis and Antonis
Lambrou for helping us with the formatting of the final proceedings. We are
grateful to the Cyprus University of Technology, Frederick University, Royal
Holloway, University of London (Computer Science Department) and the Cyprus
Tourism Organization for their financial support. We also thank the conference
secretariat, Tamasos Tours, for its important support in the organization of the
conference. Finally, we would like to thank all authors for trusting our conference
and contributing their work to this volume.

August 2013 Harris Papadopoulos
Andreas S. Andreou

Lazaros Iliadis
Ilias Maglogiannis
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Measures of Complexity

Symposium in Honor of Professor Alexey Chervonenkis
on the Occasion of His 75th Birthday

(Abstracts of Invited Talks)



Professor Alexey Chervonenkis

A Brief Biography

Professor Alexey Chervonenkis has made a long and outstanding contribution
to the area of pattern recognition and computational learning. His first book on
Pattern Recognition was published in 1974 with Professor Vladimir Vapnik and
he has become an established authority in the field. His most important contri-
butions include: The derivation of the necessary and sufficient conditions for the
uniform convergence of the frequency of an event to its probability over a class
of events. A result that was later developed to the necessary and sufficient condi-
tions for the uniform convergence of means to expectations. The introduction of
a new characteristic of a class of sets, later called the VC-dimension. The devel-
opment of a pattern recognition algorithm called “generalized portrait”, which
was later further developed to the well-known Support Vector Machine. The
development of principles and algorithms for choosing the optimal parameters
depending on the available amount of empirical data and the complexity of the
decision rule class for the problems of pattern recognition, ridge regression, ker-
nel ridge regression and kriging. Some of these results served as the foundation
for many machine learning algorithms.

Professor Chervonenkis obtained his Masters degree in Physics from the
Moscow Physical and Technical Institute, Moscow, USSR in 1961 and his PhD in
Physical and Mathematical Science from the Computer Centre of the Academy
of Sciences of the USSR, Moscow, USSR in 1971. He is currently Head of the
Applied Statistical Research Department at the Institute of Control Science,
Russian Academy of Sciences. He is also Emeritus Professor at the Computer
Learning Research Centre of Royal Holloway, University of London, UK where
he has been working as a part-time professor since 2000. Additionally he is a part
time Professor at the School of Data Analysis, Moscow, Russia since 2007 and a
Scientific Consultant at Yandex, Russia since 2009. Between 1987 and 2005 he
served as a Scientific Consultant at the Information Technologies in Geology and
Mining (INTEGRA) company (Moscow, Russia). His research interests include
the investigation of the properties of set classes and the application of machine
learning algorithms to various problems. He has published three monographs
and numerous manuscripts in journals and conferences.



Measures of Complexity

Alexey Chervonenkis

Russian Academy of Sciences

chervnks@ipu.ru

Abstract. Even long ago it was understood that the more is the com-
plexity of a model, the larger should be the size of the learning set.
It refers to the problem of function reconstruction based on empirical
data, learning to pattern recognition or, in general, model construction
using experimental measurements. Probably the first theoretical result
here was Nikewest criterion (in Russia Kotelnikov theorem). It stated
that, if one wants to reconstruct a continuous function on the basis of
a set of measurements at discrete points, then the number of measure-
ments should be proportional to the width of the function spectrum. It
means that the spectrum width can serve as one of possible metrics of
complexity.

In general, for the given amount of learning data one has to limit
himself on a certain level of the model complexity depending on the
data volume. But for practical implementation of this idea it is neces-
sary to define general notion of complexity and the way to measure it
numerically.

In my works with V. Vapnik we reduced the problem of a learning
system ability to generalize data to the problem of the uniform conver-
gence of frequencies to probabilities over a class of events (or means to
expectations over a class of functions). If such convergence holds, then
the system is able to be learned. But not on the contrary. It is possible
that uniform convergence does not hold, but the system still has ability
to learn.

Conditions of the uniform convergence are formulated in terms of in-
dex of evens class over a given sample, growth function and the so called
VC-dimension or entropy. VC-dimension allows get estimates of uniform
closeness of frequencies to probabilities, which does not depend on prob-
ability distribution over input space. Asymptotic entropy per symbol
gives necessary and sufficient conditions of the uniform convergence, but
they do depend on the probability distribution. In most important cases
VC-dimension is equal or close to the number of unknown model param-
eters. Very important results in this field were gained by M. Talagran,
Rademacher and others.

And still there are cases when a decision rule with large number of
parameters is searched, but only a few number of examples is sufficient
to find. Let us consider an example of two classes in n-dimensional Eu-
clidean space. Each of the classes is formed by a ball having diameter
D, and the distance between the centers of the balls is equal to R. If
the ratio between the distance R and the diameter D is large enough
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then it is sufficient to show only two examples to reach 100% of correct
answers. And it does not depend on the dimension of the space. A simi-
lar situation appears for recognition of two classes under supposition of
feature independence (and some other conditions). Boosting algorithms
construct very large formulas, and in spite of it they reach good results
even for limited amount of learning data. All these facts force us to search
new measures of complexity, which are not directly connected to the no-
tion of uniform convergence. It seems that they should depend on the
probability distribution. But that is the nature of things.



From Classes of Sets to Classes

of Functions

Richard M. Dudley

MIT, USA

rmd@math.mit.edu

Abstract. After some 19th century precursors, the 1968 announcement
by A. Chervonenkis and V. N. Vapnik, on a kind of complexity of a class
of sets, dramatically expanded the scope of laws of large numbers in
probability theory. As they recognized, there were extensions to families
of functions. It turned out to be possible to extend also the central limit
theorem.

There have been numerous applications to statistics, not only to the
original goal of learning theory. Some families of bounded rational func-
tions of bounded degree can be used to give location vector and scatter
matrices for observations from general distributions in Euclidean space
which may not have finite means or variances.

Causal Inference and Statistical Learning

Bernhard Schölkopf

Max Planck Institute for Intelligent Systems, Germany

bs@tuebingen.mpg.de

Abstract. Causal inference is an intriguing field examining causal struc-
tures by testing their statistical footprints. The talk introduces the main
ideas of causal inference from the point of view of machine learning,
and discusses implications of underlying causal structures for popular
machine learning scenarios such as covariate shift and semi-supervised
learning. It argues that causal knowledge may facilitate some approaches
for a given problem, and rule out others.



Combinatorial Theory of Overfitting:

How Connectivity and Splitting Reduces
the Local Complexity

Konstantin Vorontsov

Computer Centre, RAN

k.v.vorontsov@gmail.com

Abstract. Overfitting is one of the most challenging problems in Statis-
tical Learning Theory. Classical approaches recommend to restrict com-
plexity of the search space of classifiers. Recent approaches benefit from
more refined analysis of a localized part of the search space. Combina-
torial theory of overfitting is a new developing approach that gives tight
data dependent bounds on the probability of overfitting. It requires de-
tailed representation of the search space in a form of a directed acyclic
graph. The size of the graph is usually enormous, however the bound
can be effectively estimated by walking through its small localized part
that contains best classifiers. We use such estimate as a features selec-
tion criterion to learn base classifiers in simple voting ensemble. Unlike
boosting, bagging, random forests etc. which learn big ensembles of weak
classifiers we learn small ensembles of strong classifiers. Particularly we
use two types of base classifiers: low dimensional linear classifiers and
conjunction rules. Some experimental results on UCI data sets are also
reported.

About the Origins of the Vapnik
Chervonenkis Lemma

Leon Bottou

Microsoft, USA

leon@bottou.org

Abstract. Whereas the law of large numbers tells how to estimate the
probability of a single event, the uniform law of large numbers explains
how to simultaneously estimate the probabilities of an infinite family of
events. The passage from the simple law to the uniform law relies on a
remarkable combinatorial lemma that seems to have appeared quasi si-
multaneously in several countries. This short talk presents some material
I have collected about the history of this earth shattering result.
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Abstract. Cyber Physical Systems (CPS) involve the connections of real world 
objects into networked information systems including the web. It utilises the 
framework and architecture for such CPS systems based on the Web of Things 
previously developed by the authors. This paper discusses the provision of 
Trust, Reputation and determination of Risk for such CPS systems. 

Keywords: Cyber Physical Systems, Trust, Risk, Web of Things, Architecture. 

1 Introduction 

The National Science Foundation (NSF) CPS Summit held in April 2008 [4] defines 
CPS as "physical and engineered systems whose operations are monitored, coordi-
nated, controlled and integrated by a computing and communication core". Research-
ers from multiple disciplines such as embedded systems and sensor networks have 
been actively involved in this emerging area.  

Our vision of CPS is as follows: networked information systems that are tightly 
coupled with the physical process and environment through a massive number of 
geographically distributed devices [1]. As networked information systems, CPS in-
volves computation, human activities, and automated decision making enabled by 
information and communication technology. More importantly, these computation, 
human activities and intelligent decisions are aimed at monitoring, controlling and 
integrating physical processes and environment to support operations and manage-
ment in the physical world. The scale of such information systems range from micro-
level, embedded systems to ultra-large systems of systems. Devices provide the basic 
interface between the cyber world and the physical one. 

The discussions in the NSF Summit [4] can be summarized into eleven scientific 
and technological challenges for CPS solutions. These challenges constitute the top 
requirements for building cyber-physical systems and are listed below. 

• Compositionality 
• Distributed Sensing, Computation and Control 
• Physical Interfaces and Integration 
• Human Interfaces and Integration 
• Information: From Data to Knowledge 
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• Modeling and Analysis: Heterogeneity, Scales, Views 
• Privacy, Trust, Security 
• Robustness, Adaptation, Reconfiguration 
• Software 
• Verification, Testing and Certification 
• Societal Impact 

Based on the challenges listed above, a new unified cyber-physical systems foun-
dation that goes beyond current computer mediated systems needs to be developed. 
We explain how this can be achieved, in-line with the challenges to CPS identified by 
the NSF summit report. 

CPS need to stay in constant touch with physical objects. This requires: (1) models 
that abstract physical objects with varying levels of resolutions, dimensions, and  
measurement scales, (2) mathematical representation of these models and understand-
ing of algorithmic, asymptotic behavior of these mathematical models, and (3)  
abstractions that captures the relationships between physical objects and CPS. 

Humans have to play an essential role (e.g. influence, perception, monitoring, etc.) 
in CPS. This requires: (1) seamless integration and adaptation between human scales 
and physical system scales. (2) support for local contextual actions pertinent to specif-
ic users, who are part of the system rather than just being the "users" of the system, 
(3) new theories on the boundary (e.g. hand-over or switch) between human control 
and (semi-) automatic control. 

Many CPS are aimed at developing useful knowledge from raw data[21]. This re-
quires (1) algorithms for sensor data fusion that also deal with data cleansing, filter-
ing, validation, etc. (2) data stream mining in real-time (3) storage and maintenance of 
different representations of the same data for efficient and effective (e.g. visualiza-
tion) information retrieval and knowledge extraction. 

CPS needs to deal with massive heterogeneity when integrating components of  
different natures from different sources. This requires (1) integration of temporal, 
eventual, and spatial data defined in significantly different models (asynchronous vs. 
synchronous) and scales (e.g. discrete vs. continuous), (2) new computation models 
that characterize dimensions of physical objects such as time (e.g. to meet real-time 
deadline), location, energy, memory footprint, cost, uncertainty from sensor data, etc., 
(3) new abstractions and models for cyber-physical control that can deal with - 
through compensation, feedback processing, verification, etc. - uncertainty that is 
explicitly represented in the model as a "first-class citizen" in CPS, (4) new theories 
on "design for imperfection" exhibited by both physical and cyber objects in order to 
ensure stability, reliability, and predictability of CPS, (5) system evolution in which 
requirements and constraints are constantly changing and need to be integrated into 
different views of CPS, and (6) new models for dealing with issues in large-scaled 
systems such as efficiency trade-offs between local and global, emergent behavior of 
complex systems, etc. 

CPS in general reveal a lot of physical information, create a lot of data concerning 
security (e.g. new types of attacks), privacy (e.g. location), and trust (e.g. heterogene-
ous resources). This requires: (1) new theories and methods on design principles  
for resilient CPS, threat/hazard analysis, cyber-physical inter-dependence anatomy, 
investigation/prediction of gaming plots at different layers of CPS, (2) formal models 
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for privacy specification that allow reasoning about and proof of privacy properties, 
(3) new mathematical theories on information hiding for real-time streams, (4) light-
weight security solutions that work well under extremely limited computational  
resources (e.g. devices), (5) new theories on confidence and trust maps, context-
dependent trust models, and truth/falseness detection capabilities. 

Due to the unpredictability in the physical world, CPS will not be operating in a 
controlled environment, and must be robust to unexpected conditions and adaptable to 
subsystem failures. This requires: (1) new concepts of robust system design that deals 
with and lives on unexpected uncertainties (of network topology, data, system, etc.) 
occurring in both cyber and physical worlds, (2) the ability to adapt to faults through 
(self-) reconfiguration at both physical and cyber levels, (3) fault recovery techniques 
using the most appropriate strategies that have been identified, categorized, and se-
lected, (4) system evolvement through learning faults and dealing with uncertainties 
in the past scenarios, (5) system evolvement through run-time reconfiguration and hot 
deployment. 

One important omission from the above requirements is the need for semantics. In 
particular semantics that are capable of bridging the real physical world and the vir-
tual world. This is addressed in our earlier paper [ IIS Keynote Ref Here]. 

CPS has recently been listed as the No.1 research priority by the U.S. President’s 
Council of Advisors on Science and Technology [2]. This led the US National 
Science Foundation to organize a series of workshops on CPS [3]. The CPS frame-
work has the capability to tackle numerous scientific, social and economic issues. The 
three applications for CPS are in future distributed energy systems, future transporta-
tion systems and future health care systems [1,4,14]. We have also investigated their 
use in collecting information and the control of an offshore oil platform. These appli-
cations will require seamless and synergetic integration between sensing, computa-
tion, communication and control with physical devices and processes. 

In each of the above application areas Trust, Reputation, Security, Privacy and 
Risk Play a crucial role as they each involve the transfer and utilization of highly 
sensitive data. This provides the motivation for this paper. 

2 Brief Overview of Architectural Framework for CPS Systems 

We have previously proposed a Web-of-Things (WoT) framework  for CPS systems 
[1, 20] that augments the Internet-of-Things in order to deal with issues such as in-
formation-centric protocol, deterministic QoS, context-awareness, etc. We argue that 
substantial extra work such as our proposed WoT framework is required before IoT 
can be utilized to address technical challenges in CPS Systems. 

The building block of WoT is Representational State Transfer (REST), which is a 
specific architectural style [4]. It is, in effect, a refinement and constrained version of 
the architecture of the Web and the HTTP 1.1 protocol [5], which has become the 
most successful large-scale distributed application that the world has known to date. 
Proponents of REST style argue that existing RPC (Remote Procedure Call)-based 
Web services architecture is indeed not “Web-oriented”. Rather, it is merely the 
“Web” version of RPC, which is more suited to a closed local network, and has  
serious potential weakness when deployed across the Internet, particularly with  
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regards to scalability, performance, flexibility, and implementability [6]. Structured 
on the original layered client-server style [4], REST specifically introduces numerous 
architectural constraints to the existing Web services architecture elements [19, 20] in  
order to: a) simplify interactions and compositions between service requesters and 
providers; b) leverage the existing WWW architecture wherever possible. 

The WoT framework for CPS is shown in Fig 1, which consists of five layers − 
WoT Device, WoT Kernel, WoT Overlay, WoT Context and WoT API. Underneath 
the WoT framework is the cyber-physical interface (e.g. sensors, actuators, cameras) 
that interacts with the surrounding physical environment. The cyber-physical interface 
is an integral part of the CPS that produces a large amount of data. The proposed 
WoT framework allows the cyber world to observe, analyze, understand, and control 
the physical world using these data to perform mission / time-critical tasks. 

 

 
Fig. 1. WoT Framework for CPS 

As shown in Fig. 1, the proposed WoT based CPS framework consists of five layers: 

1. WoT Device: This layer constitute the cyber-physical interface of the system. It 
is a resource-oriented abstraction that unifies the management of various devices. It 
states the device semantics in terms of RESTful protocol. 

2. WoT Kernel: This layer provides low level run-time for communication, sche-
duling, and WoT resources management. It identifies events and allocates the required 
resources, i.e. network bandwidth, processing power and storage capacity for dealing 
with a large amount of data from the WoT Device layer. 

 

Physical  
Environment 

buildings, cities, vehicles, power grid, etc. 

WoT Kernel real-time event scheduling & processing 
device control 

WoT API RESTful resources, WSDL, WADL 
software libraries and frameworks  

Cyber Physical 
Interface 

sensors and actuators 

WoT Device  device driver mgmt, device event mgmt  

WoT 
Framework 

WoT Overlay RESTful protocols (HTTP, TCP, IPv4/IPv6) 
QoS configuration and enforcement 

WoT Context event stream processing, intelligent control, 
timing & logging, distributed data store 
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3. WoT Overlay: This layer is an application-driven, network-aware logical  
abstraction atop the current Internet infrastructure. It will manage volatile network 
behavior such as latency, data loss, jitter and bandwidth by allowing nodes to select 
paths with better and more predictable performance. 

4. WoT Context: This layer provides semantics for events captured by the lower 
layers of WoT framework. This layer is also responsible for decision making and 
controlling the behaviour of the CPS applications. 

5. WoT API: This layer provides abstraction in the form of interfaces that allow 
application developers to interact with the WoT framework. 

 
Based on the WoT framework in Fig 1, the CPS reference architecture is shown in 

Fig 2, which aims to capture both domain requirements and infrastructure require-
ments at a high level of abstraction. It is expected that CPS applications can be built 
atop the CPS reference architecture. 

More details about the CPS Fabric structure and the CPS node structure are given 
in Dillon et. al. [1]. 

3 Brief Overview of Our Previous Work on Trust, Reputation 
and Risk 

In this section we give a brief description and definitions of the key ideas of Trust, 
Reputation and Risk defined in our previous work [15,17].  

 
Fig. 2. CPS Reference Architecture  
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Thus Trust is defined in  

Definition: Trust is defined as the belief the trusting agent has in the trusted agent’s 
willingness and capability to deliver a mutually agreed service in a given context and 
in a given timeslot.  

The term willingness captures and symbolises the trusted agent’s will to act or be 
in readiness to act honestly, truthfully, reliably and sincerely in delivering on the mu-
tually agreed service.  

The term capability captures the skills, talent, competence, aptitude, and ability of the 
trusted agent in delivering on the mutually agreed behaviour. If the trusting agent has 
low trust in the trusted agent, it may signify that the trusting agent believes that the 
trusted agent does not have the capability to deliver on the mutually agreed service.  

In contrast, if the trusting agent has a high level of trust, then it signifies that the 
trusting agent believes that the trusted agent has the capability to deliver on the  
mutually agreed behaviour.  

The term context defines the nature of the service or service functions, and each 
Context has a name, a type and a functional specification, such as ‘rent a car’ or ‘buy 
a book’ or ‘repair a bathroom’. Context can also be defined as an object or an entity 
or a situation or a scenario. 

 
Definition 1 – Basic Reputation Concept 
 
Definition 1a: In service-oriented environments, we define agent reputation as an 
aggregation of the recommendations from all of the third-party recommendation 
agents, in response to the trusting agent’s reputation query about the quality of the 
trusted agent. The definition also applies to the reputation of the quality of product 
(QoP) and quality of service (QoS). 
 
Definition 1b: In service-oriented environments, we define product reputation as  
an aggregation of the recommendations from all of the third-party recommendation 
agents, in response to the trusting agent’s reputation query about the Quality of  
product (QoP). 
 
Definition 1c: In service-oriented environments, we define service reputation as an 
aggregation of the recommendations from all of the third-party recommendation 
agents, in response to the trusting agent’s reputation query about the Quality of the 
Service (QoS). 

 
Definition 2 – Advanced Reputation Concept 

Definition 2a: In service-oriented environments, we define agent reputation as an 
aggregation of the recommendations from all of the third-party recommendation 
agents and their first-, second- and third-hand opinions as well as the trustworthiness 
of the recommendation agent in giving correct recommendations to the trusting agent 
about the quality of the trusted agent. 

Definition 2b: In service-oriented environments, we define service reputation as an 
aggregation of the recommendations from all of the third-party recommendation 
agents and their first-, second-and third-hand opinions as well as the trustworthiness 
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of the recommendation agent in giving correct recommendations to the trusting agent 
about the Quality of the Product (QoP). 

Definition 2c: In service-oriented environments, we define product reputation as an 
aggregation of the recommendations from all of the third-party recommendation 
agents and their first-, second- and third-hand opinions as well as the trustworthiness 
of the recommendation agent in giving correct recommendations to the trusting agent 
about the Quality of the Service (QoS). 

Fundamentally, reputation is an aggregated value of the recommendations about 
the trustworthiness of a trusted agent (such as a trusted agent or QoP and services). 
The reputation value is not assigned but only aggregated by the trusting agent. 

There are four primary concepts that should be clearly understood in the reputation 
definition: 

(1) Reputation: aggregation of all the recommendations from the third-party rec-
ommendation agents about the quality of the trusted agent. 

(2) Recommendation (including opinion and recommendation value): submitted by 
the third-party recommendation agents (recommenders). 

(3) Recommendation agent: submit the recommendation or opinion to the trusting 
agent or respond to a reputation query. 

(4) Reputation query: a query made by the trusting agent about the trusted agent in 
a given context and timeslot. 

The terms ‘reputation query’, ‘third-party recommendation agents’, ‘first-, second- 
and third-hand opinions’, ‘trustworthiness of recommendation agent’, ‘trusting agent’, 
‘trusted agent’ are essential when defining reputation. These new terms can be re-
garded as the building blocks of reputation, particularly in service-oriented environ-
ments. These new terms introduced in the definition of reputation make a fundamental 
distinction between trust and reputation. 

In contrast to Trust and Reputation,when assessing Risk it is important to take into 
account :[16] 

1. The likelihood  of an event taking place 
2. The impact of the event. 

Thus it is not only important to calculate a failure probability but also the 
the likely financial or other cost of the failure.  

We have previously designed a risk measure that takes both of these into account.  
In addition, we have developed ontologies for Trust, Reputation and Risk 

[15,16,18] and Data Mining techniques for analyzing this[21]. 

4 Extensions of Trust, Reputation and Risk for CPS 

In CPS systems we have several issues in relation to Trust and Reputation that have to 
be addressed.  

1. Previously we determined, forecast, modelled and predicted the Trust and 
Reputation of a single agent, service or service provider. In CPS systems we 
frequently are collecting information from a number of sensors, agents, hete-
rogeneous resources and synthesizing or fusing the information to find out 
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the system state, condition and to provide situation awareness. We need to 
extend the previous ideas on Trust and Reputation to groups of Agents and 
Services. 

2. The agents in CPS could also be functioning as members of a virtual com-
munity which seeks to bargain on their behalf collectively for instance in a 
smart grid situation. Then the other members of the community need to be 
able to evaluate and feel confident that any individual member of the com-
munity will play their part so as not to jeopardize the community as a whole. 
This will need not only Trust evaluation but also mechanisms for rewarding 
good behaviours and penalizing aberrant behaviours. 

3. The notion of Trust and Reputation discussed in the previous section essen-
tially dealt belief with the willingness and capability of the agent, service, 
and service provider to fulfil their commitment. In CPS systems the situation 
is complicated by the fact that the Data being generated could be noisy and 
have limitations on its accuracy. This has to be modelled in the Trust models. 

4. The Real world environment also has a degree of uncertainty associated with 
the occurrence of different Events. This uncertainty has to be modelled.  
Issues 3. and 4. above will provide qualifiers on the evaluation of Trust. 
Namely The value of Trust will have certain accuracy and confidence level 
associate with it. 

5. The uncertainty in the real world environment also has a major impact on the 
calculation of Risk. 

5 Conclusion 

In this keynote we will explain the extensions necessary to apply the concepts of 
Trust, Reputation and Risk for Cyber Physical Systems in detail. These extensions are 
of major significance for CPS systems. 
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Abstract. Creative advertising constitutes one of the highest-budget enterprises 
today. The present work describes the architecture of PromONTotion, an inno-
vative tool for supporting ad designers in setting up a new campaign. The con-
tent of existing ad videos is collaboratively tagged, while playing a multi-player 
web-based game, and the provided annotations populate the support tool-
thesaurus, a hierarchical ontological structure. Annotators-players will also pro-
vide information regarding the impact the ads had on them. Data mining and 
machine learning techniques are then employed for detecting interdependencies 
and correlations between ontology concepts and attributes, and for discovering 
underlying knowledge regarding the product type, the ad content and its impact 
on the players. The support tool will make ad videos, terms, statistical informa-
tion and mined knowledge available to the ad designer, a generic knowledge 
thesaurus that combines previous ad content with users’ sentiment to help the 
creative process of new ad design.  

Keywords: creative advertising, creativity support tool, serious games, colla-
borative annotation, video annotation, advertisement ontology. 

1 Introduction 

Creative advertising describes the process of capturing a novel idea/concept for an ad 
campaign and designing its implementation. It is governed nowadays by significant 
budget allocations and large investments. Several studies have been published regard-
ing the impact of advertising (Amos, Holmes and Strutton, 2008; Aitken, Gray and 
Lawson, 2008), as well as creativity in advertising (Hill and Johnson, 2004).  
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A number of creativity support tools have been proposed, to help ad designers 
come up with novel ideas for setting up a new campaign. Such tools, that could en-
hance the development of creative ideas, are highly beneficial for the advertising in-
dustry. They usually focus on forcing upon the advertiser a certain restricted way of 
thinking, using creativity templates (Goldenberg et al., 1999). The methodology is 
based on the hypothesis that total freedom is not the most efficient way for enhancing 
the creative process, but constraining it with the use of a limited number of idea-
forming patterns. Expert decision making systems, like ADCAD (Burke et al., 1990), 
have been proposed for triggering creative ideas. ADCAD relies on rules and facts 
that are in reality quite hard to provide as input to the decision making tool. Janusian 
wording schemata (the use of opposite words in taglines) have been used extensively 
(Blasko and Mokwa, 1986) in advertising. IdeaFisher (Chen, 1999) is based on a da-
tabase of predefined concepts and associations between them. GENI (MacGrimmon 
and Wagner, 1994) guides the user to make connections and transformations between 
the entities of a brainstorming problem. Idea Expander (Wang et al., 2010) is a tool 
for supporting group brainstorming by showing pictures to a conversing group, the 
selection of which is triggered by the conversation context. Opas (2008) presents a 
detailed overview of several advertising support tools.  

Most of the aforementioned creativity support tools make use of static non-
expandable databases, term-relation dictionaries, hand-crafted associations and trans-
formations. Static, passive, expert-dependent knowledge models can hurt creativity 
(Opas, 2008).   

The present work describes the architecture and design challenges of PromONTo-
tion, a creative advertising support tool that incorporates  

─ collaboratively accumulated ad video content annotations  
─ associations between these annotations derived though reasoning within the onto-

logical structure they form 
─ knowledge concerning ad type, ad content, ad impact and the relations between 

them; the knowledge is extracted with mining techniques  
─ statistical information regarding the impact an ad video has on consumers. 

Unlike previous approaches to creativity support tool design, PromONTotion relies on 
no predefined or hand-crafted elements and associations, apart from an empty onto-
logical backbone structure, that will include ad content concepts, consumer impact 
data slots, and taxonomic relations between them. The populating of the backbone, as 
well as the remaining knowledge available by the tool, are data-driven and automati-
cally derived, making PromONTotion generic, dynamic, scalable, expandable, robust 
and therefore minimally restricting in the creative process and imposing minimal 
limitations to ideation or brainstorming. 

The proposed tool faces a number of significant research challenges. First,  
crowdsourcing will be employed for the collection of collaborative ad content tags. 
Following the Games with a Purpose approach (von Ahn, 2006), a multiplayer brows-
er-based action game, ‘House of Ads’, is implemented for this particular purpose 
focusing on challenging and entertaining gameplay in order to keep the players’ en-
gagement at a high level for a long time. The ontology is an innovation by itself; its 
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content (concepts, features, relations), coverage and representation are very interest-
ing research issues. Mapping the output of the game, i.e. the annotations, to the onto-
logical structure is a very intriguing task, as well as the end-user interface that needs 
to be friendly and make full use of the resource capabilities. The interdisciplinary 
nature of the proposed idea is challenging, as the areas of video game design, ontolo-
gy engineering, human-computer interaction and advertising are linked together to 
produce an advertising support tool. 

In the remainder of this paper, section 2 describes in detail the architecture and the 
major design challenges of PromONTotion, i.e. the ontological backbone, the serious 
videogame for content annotation, the data mining phase and the final creativity sup-
port tool. The paper concludes in the final section.  

2 The Architecture of PromONTotion 

The architecture design of the proposed tool relies on several distinct underlying 
phases, components and techniques. Figure 1 shows the various elements and tasks of 
PromONTotion. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 1. The Architecture of PromONTotion 

2.1 The Ontological Backbone 

Marketing and ontology experts have sketched the ontological structure that will  
include concepts, categories and taxonomic (is-a, part-of etc.) relations between them, 
that are relevant to an advertising campaign. The parameters that determine the mes-
sage to the consumer (e.g. tag lines), the ad filming technicalities, the ad content, as 
well as its artistic features play a significant role in designing the semantic ontology. 
Also, subjective information regarding the impact of the ad to the consumers is in-
cluded in the ontology. Table 1 shows a significant part of the ontological backbone. 
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Table 1. The ontological backbone 

Concept Level 1 
Sub-concepts  

Level 2 
Sub-concepts 

Concept Terms/Values 

Filming   studio/outdoors 
Director    director name  
Product Type Product  houseware/electronic/food/ 

luxury/store/other 
 Service  telecom/banking/.../other 
Main Charac-
ter 

Human gender male/female 

  age age value 
  occupa-

tion/hobby/activity 
employee/businessman/ 
farmer/ housework /.../other 

  recognisability celebrity/everyday person 
 Animate type of animal  pet/wild/... 
 Fictitious  cartoon/comics/movie hero 
Key partici-
pating objects 

  tool/furniture/vehicle/electr
onic/technical/other 

Location indoors  home/office/work/other 
 outdoors  urban/rural/other 
 both   
Genre   non-fiction/tale/cartoon/ 

animated 
Art soundtrack  rock/classical/ethnic/../other 
 photography  picturesque/landscape/ 

airphoto/other  
 colouring  colour palette 
Message 
Communica-
tion Strategy 

Linguistic schemata taglines/word 
games/paraphrasing
/Janusian wording 

tagline text / existence of 
paraphrasing/word games 

 Adoption of known 
elements 

book lines known line text 

  movie lines known line text 
  song lines known line text 
 Indirect critique on 

competition 
 yes/no 

Ad Impact  Convincing power  a lot/some/none 
 Consumer sentiment  positive/neutral/negative 

 
As shown in the table, the concepts are organized in a hierarchical taxonomy struc-

ture and are represented though a set of features/sub-concepts, thereby forming the 
desired ontology. For the development of the ontology, as well as the ability to per-
form reasoning on its content, an ontology editor will be employed, like Protégé1 or 
                                                           
1 http://protege.stanford.edu 
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OntoEdit2. It is important for the ontology to be scalable, so it can constantly be 
enriched and updated.   

2.2 The ‘House of Ads’ Game 

In order to support the generic, minimal human-expertise-demanding and data-driven 
nature of the proposed support tool, the ontology backbone is populated through 
crowdsourcing techniques. It is evident that the success of PromONTotion relies 
heavily on the plethora of provided annotations; therefore the annotation tool needs to 
be attractive, engaging, fun and addictive. To this end, ‘House of Ads’, a browser-
based game, is designed and implemented especially for the task at hand.  

Several toolkits exist for annotating text (Wang et al., 2010; Chamberlain et al., 
2008), images, like Catmaid, Flickr, Riya, ImageLabeler and Imagenotion (Walter 
and Nagypal, 2007), or video, like VideoAnnex and YouTube Collaborative Annota-
tions have been proposed. Von Ahn (2006) recognized that the high level of game 
popularity may be taken advantage of, and channeled towards other, more “serious”, 
applications, instead of only pure entertainment. Siorpaes and Hepp (2008) were the 
first to propose a game for ontology populating. The nature of textual data has not 
allowed for the design of genuinely entertaining gaming annotation software. The 
annotation of ad videos, however, inspires the design of software that can keep the 
player’s interest and engagement level active for a very long time. Unlike the Image-
notion ontology, the thesaurus aimed at by PromONTotion is comprised of a back-
bone of a more elaborate set of concepts and relations, as well as statistical informa-
tion regarding the terms inserted by players to populate the backbone, requiring a 
more elaborate game platform. The design of engaging game scenarios with usable 
and attractive interfaces has been recognized as one of the key challenges in the de-
sign of Games with a Purpose for content annotation (Siorpaes and Hepp, 2008). In 
the design of ‘House of Ads’ a first step towards this goal is attempted by adding the 
fun elements of interaction and competition (Prensky, 2001) in the game and by in-
cluding typical action-game challenges rather than simply adopting a quiz-like ga-
meplay. 

‘House of Ads’ is an arcade-style, top-down shoot-em-up, and puzzle-like game, 
accessible to anyone. It supports one to four players and includes two gameplay mod-
es: the combat mode and the quiz mode (Figures 2 and 3 show some indicative 
screenshots of the two gameplay modes). In the former, ontology concepts and sub-
concepts are mapped as rooms and each ontology term as a collectable game object 
within the room representing the respective concept. The atmosphere is retro-like, 
resembling the arcade-like games of the 80s and 90s. In a TV screen the ad video is 
reproduced (selected from the over 300,000 available ad videos on youtube), and the 
players, simulated as characters navigating within the house, aim at collecting as 
many objects that characterize the content of the ad as quickly as possible and exit the 
house. Players are free to collect another object from the same category if they believe 
that an object collected by others incorrectly describes the content with respect to this 
concept. Therefore, contradictive answers and possible cheaters can be easily spotted. 

                                                           
2 www.ontoknowledge.org/tools/ontoedit.shtml 
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enable feature selection (through wrapping, filtering or combinations of the two), that 
will reveal the significance of the selected concepts on advertisement design (and 
indirectly evaluate the ontology design). Learning will reveal correlations between ad 
content choices, ad products and attempt prediction of consumer impact. The ex-
tracted, mined, knowledge will reveal very interesting and previously unknown in-
formation regarding the parameters that directly or indirectly affect ad design and 
play a role on the consumers’ sentiment and how the latter may be influenced. 

Due to the anticipated data sparseness and providing that a plethora of attributes 
will be collected, emphasis will be given to dimensionality reduction algorithms. Sin-
gular Value Decomposition (e.g. M. Lee et al., 2010) as well as Support Vector Ma-
chines (Vapnik, 1995) will be utilized in order to deal with the aforementioned issues. 
Visualization of instances and attributes on a new feature space, according to the most 
significant vectors will reveal clusters of similar ontology mappings together with 
advertised products. Support Vectors will be used to weight each attribute according 
to a certain criterion, such as correctness of user responses and could be used to eva-
luate the most significant ontology nodes.  Finally, another potential use of data min-
ing techniques for the task at hand will be that of association rules discovery, based 
on the FP-growth algorithm. Association rules are easily interpretable by humans and 
can be straightforwardly evaluated by them.  

2.4 The Creativity Support Tool 

The ontological structure with all its content, objective (content annotations) and sub-
jective (ad impact annotations from every player), along with the derived correlations 
and extracted knowledge mined in the previous phase, will be made usable to profes-
sionals in the advertising domain through a user-friendly interface. Advertisers will be 
able to see the content of old ads for related products, and thereby come up with new 
ideas, gain insight regarding the impact of previous campaigns from the players’ 
evaluation, look for screenshots of videos using intelligent search, based not only on 
keywords, but on concepts. More specifically, advertisers will be able  

─ to have access to a rich library of video ads  
─ to search the videos by content, based on a query of keywords (e.g. a specific type 

of product) 
─ to retrieve statistical data regarding the ads, i.e. see the terms/concepts/attributes 

his search keyword co-occurs with most frequently 
─ have access to the consumers’ evaluation on the  advertisements’ impact.  

The innovative generic nature of the tool will allow it to be flexible, scalable and 
adjustable to the end user’s needs. Most importantly, unlike creativity templates, the 
generic nature does not impose any sort of ‘mold’ or template to the creative advertis-
er’s way of thinking. 

The support tool will be evaluated by a group of advertising experts, who will  
be handed a product and will be asked to create a hypothetical ad scenario for it.  
They will evaluate the support tool based on its usability, its completeness, its signi-
ficance. A combination of evaluation approaches will be employed in order to record 



18 K. Kermanidis et al. 

 

the opinion and the impressions of the end users. Questionnaires will be handed out 
and interviews will be conducted to detect the problems and weaknesses of the sup-
port tool. Problems in the tool usability will be identified by evaluating its usage in 
real time with the think-aloud protocol. A group of ontology experts will evaluate the 
created ontology based on international ontology evaluation standards for its cover-
age, classification ability etc. 

3 Conclusion 

In this work the architecture and the major design issues of the creative advertising 
support tool PromONTotion have been presented. The tool will facilitate the brains-
torming process of advertisers through a semantic thesaurus that includes video ad 
content annotations collected via crowdsourcing techniques, as well as knowledge 
relating to ad concepts, product type, annotation terms and the relations governing 
them. Annotations are objective, describing the content of the video, as well as sub-
jective, denoting the annotator’s personal sentiment towards the ad. The annotations 
will be collected through collaborative game playing. While playing, annotators will 
tag ad videos crawled from the web, describe the ad content and artistic features, and 
evaluate the ad impact on themselves. This information (the set of terms, concepts and 
subjective opinions), as well as statistical co occurrence data regarding concepts,  
advertised products, and subjective impact, will be structured into a hierarchical  
ontology. A user-friendly interface will allow ad designers to make full use of the 
ontology’s capabilities, and advertising experts will evaluate the tool’s coverage, 
usability and significance. 

Several research questions still remain challenging for future work. The populari-
ty of the game is a major concern, as it will define the number of collected annota-
tions. Future prospects should be open to alterations and improvements on the game 
to increase its popularity. The use of other crowdsourcing techniques, like the Me-
chanical Turk, could form another future direction for gathering annotation data. 
Regarding the machine learning process, various mining techniques and learning 
schemata could be experimented with, so that the ones more suitable for the specific 
datasets can be established. The support tool usability is also of research signific-
ance, as the underlying knowledge needs to be transparent to the end user, and the 
tool needs to be as unobtrusive as possible in the creative process. Finally, regarding 
the impact of a specific ad to consumers, broader sentiment information could be 
extracted through web sentiment analysis of social media data, and complement the 
one provided by the annotators.  
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Abstract. A Voting Advice Application (VAA) is a web application
that recommends to a voter the party or the candidate, who replied like
him/her in an online questionnaire. Every question is responding to the
political positions of each party. If the voter fails to answer some ques-
tions, it is likely the VAA to offer him/her the wrong candidate. There-
fore, it is necessary to inspect the missing data (not answered questions)
and try to estimate them. In this paper we formulate the VAA missing
value problem and investigate several different approaches of collabora-
tive filtering to tackle it. The evaluation of the proposed approaches was
done by using the data obtained from the Cypriot presidential elections
of February 2013 and the parliamentary elections in Greece in May, 2012.
The corresponding datasets are made freely available to other researchers
working in the areas of VAA and recommender systems through the Web.

Keywords: Missing values, collaborative filtering, recommender sys-
tems, voting advice applications.

1 Introduction

Democracy is the form of government where power emanates from the people,
exercised by the people and serves the interests of the people. A central feature
of democracy is the decision by voting citizens, in direct democracy, or some
representatives, in a representative democracy [16]. However, a fairly large per-
centage of citizens are accustomed to not exercise their right to vote and many
of them are not even informed of the political positions of the candidates. A
voting advice application (VAA) is a web application that helps voters to be
informed about the political stances of parties and to realize with which of them
are closest. VAAs are a new phenomenon in modern election campaigning, which
has increased in recent years [5].

Voting Advice Applications pose voters and candidates to answer a set of
questions in an online questionnaire. Each question corresponds to the political
positions of the parties and their reaction to the developments in the current
affairs. Voters and candidates evaluate each issue by giving lower extent to those
with which they do not agree at all and higher to those that perfectly expressed
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their position [5][12]. Usually the answering options are ‘strongly disagree’, ‘dis-
agree’, ‘neither agree nor disagree’, ‘agree’, ‘strongly agree’ and ‘I have no opin-
ion’. In the end, the similarity between voters and candidates is calculated, and,
with the aid of a properly designed algorithm every voter is recommended the
candidate with whom he/she has the higher similarity.

VAAs are becoming increasingly common in electoral campaigns in Europe.
A survey in 2008 showed that VAAs were applied to general elections in 15
European countries, having high impact in most cases [21]. Many argue that
VAAs are able to increase and improve democratic participation, since these
applications help voters to have easy access in information about the political
views of political parties. For better utilization of such applications is essential
that advices by VAAs be credible and impartial. Additionally, it is desirable to
have access to a broad cross section of society, not only by people of one side of
the political and social spectrum.

In VAAs it is highly desirable that both the users and the candidates answer
all the questions of the online questionnaire. In this case the recommendation
given to the voter is more accurate and the information about candidates’ posi-
tions are more wide. Unfortunately, this is not the case. Candidates refrain from
exposing themselves to controversial issues, choosing answers in the middle of
the Likert scale (i.e., ‘neither agree nor disagree’) while the voters leave unan-
swered several questions or give answers like ‘I have no opinion’ or ‘neither agree
nor disagree’ for several reasons, including time constraints, limited information
on the corresponding issues, or even due to unclear questions. Sometimes voters
forget or avoid answering a question. Also there are questions that are charac-
terized of ambivalence or indecisiveness and those with which the respondent
does not agree against the main assumptions of them [17].

Althought missing values distort , to some extent, the VAAs. Choosing to
ignore them might severely affect the overall sample and it is likely to provide a
completely wrong result: it is highly probable the VAA to not be able to estimate
the similarity between the voter and the candidates and suggest a wrong candi-
date to a voter; even if the missing data are not a extended (only few questions
left unanswered). As a result the effectiveness and reliability of the corresponding
VAA will be deteriorated. In this paper we formulate missing values in VAAs as
a recommender system problem and we applied state of the art techniques from
this discipline to effectively tackle it. In particular, we investigate both matrix
factorization and collaborative filtering techniques as possible ways of missing
value estimation. We show that, given the peculiarity of VAA data, even unsuc-
cessful for recommender systems techniques such as SVD perform quite well in
estimating missing values in VAAs. We also provide online access, to the research
community of VAAs and recommender systems, to two VAA datasets obtained
from Cypriot presidential elections of February, 2013 and Greek parliamentary
elections of May, 2012. To the best of our knowledge this is the first time the
missing value problem in VAAs is approached in this, systematic, way.



22 M. Agathokleous and N. Tsapatsoulis

2 Background

Missing value estimation is an important problem in several research areas.
Whenever the cost of acquiring data or repeating an experiment is high esti-
mating the values of missing data is the method of preference [20]. Expectation
maximization (EM) and Maximum Likelihood (ML) are two well-known methods
of estimating the parameters of the missing data based on the available ones.
ML tries to find the underlying probability distribution of the available data.
Once this is done obtaining the values of missing data is straightforward [6]. In
EM the logic is similar. However, due to sparseness of available data the method
estimates missing values in an iterative way. In the first step the aim is to esti-
mate the parameters of interest from the available data and the probable values
for missing data. In continue, the parameters are recalculated using the available
data and the estimated values. The new parameters are applied to recalculate
the missing values. The process is repeated until the values estimated from one
cycle have a high correlation with those of the next [2].

EM and ML are more appropriate for unimodal probability distributions of
sample. This is rarely the case in data collected from surveys and especially
from VAAs as well as in recommender systems data. In those cases mixture
of Gaussians are more appropriate probability distribution methods. In recom-
mender systems this is the basic reason clustering based methods became so
popular [19]. Furthermore, both ML and EM are time consuming procedures
and they are used in cases where it is critical to make the best estimation ir-
respectively of the time required to do so. In cases where the response time is
more critical than the accuracy of estimation more simple approaches are usu-
ally adopted. Single, multiple and hot deck imputation are such methods. The
simplest and most common strategy for this method is calculating the value
of a missing data, as being the mean for that variable. In multiple imputation
approaches, each missing value is replaced by a set of imputed values. The tech-
nique which is used to generate these estimates is a simulation-based approach
called Markov Chain Monte Carlo (MCMC) estimation [7]. Hot deck imputation
replaces a missing value with an observed response from a similar unit [1]. The
process includes finding other records in the dataset that are similar in other
parts of their responses to the record with the missing values. Usually, there are
a lot of data that correlate with those containing missing values. In these cases,
the value that will fill the empty cell is selected randomly from the good matches
and it is called donor record.

3 Problem Formulation

In this article we formulate the VAA missing value estimation as a recommender
system problem. Recommender Systems (RS) are software tools and techniques
that make recommendations for items that can be exploited by a user. These sys-
tems are particularly useful, since the sheer volume of data, which many modern
online applications manage, often hinder users to distinguish what information is
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related to their interests. So the RSs with the help of special algorithms attempt
to predict what products or services a user would find interesting to see or buy.

Formally, the recommendation problem can be formulated as follows: Let C
be the set of users (customers) and let S be the set of all possible items that
the users can recommend, such as books, movies, restaurants, etc. Let also u
be a utility function that measures the usefulness (as may expressed by user
ratings) of item s to user c, i.e., u : C × S → �. The usefulness of all items to
all users can be expressed as a matrix U with rows corresponding to users and
columns corresponding to items. An entry u(c, s) of this matrix may have either
positive value indicating the usefulness (rating) of item s to user c or a zero value
indicating that the usefulness u(c, s) has not been evaluated. It should be noted,
here, that although there are several cases where the rating scale is different than
the one mentioned above and includes negative values (and as a result the non-
evaluated items cannot be represented by the zero value) it is always possible to
transform the rating scale in an interval [lv hv] where both lv and hv are greater
than zero. The recommendation problem can be seen as the estimation of zero
values of matrix U ∈ �NCxNS from the non-zero ones. The quantities NC and
NS represent the total number of users and items respectively.

Recommender systems are broadly divided into six main categories:
(a) Content-based, (b) Collaborative Filtering, (c) Knowledge-based, (d)
Community-based, (e) Demographic and Hybrid Recommender Systems [10].
Collaborative Filtering (CF), which is the most common RS type, assumes that
if two users evaluate the same items in a similar way they are likely to have the
same ‘taste’ and, therefore, RSs can make recommendations between them.

Recommendation in the CF approach requires some similarity sim(c, c′) be-
tween users c and c′ to be computed based on the items that both of them
evaluated with respect to their usefulness. The most popular approaches for
user similarity computation are Pearson correlation and Cosine-based metrics.
Both of these methods produce values sim(c, c′) ∈ [−1 1]. By computing the
similarity of all users in pairs we create the similarity matrix M ∈ �NCxNC .
Zero values of matrix M may correspond to either zero similarity, or, to users
with no commonly evaluated items. The influence of a user can be computed
by taking the sum across the corresponding row or column of matrix M . The
higher this sum is the more influential the user is.

As may one easily understand the zero values of the utility matrix U can be
seen as missing values. Furthermore, in VAAs NC can be seen as the number of
users who filled in the online questionnaire while NS is the number of questions
in the questionnaire. In such a setting techniques from the recommender systems
can be applied for the estimation of the missing answers.

In commercial recommender systems the utility matrix U is very sparse, that
is the non-zero elements are much less than the zero ones [18]. As a result tradi-
tional approaches such as nearest neighbor and clustering based recommendation
are not so effective. This is because in sparse datasets the ‘neighbors’ of a user
may not actually coincide in preferences with him/her. Therefore, recommenda-
tions given by those neighbors are unlikely to be successful. In an effort to tackle
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this problem alternative collaborative filtering approaches were proposed as well
as a new category of methods based on matrix factorization. In the latter meth-
ods matrix factorization is applied to the utility matrix U in a effort to identify
hidden clusters and get advantage of non-sparse areas in U . Among the matrix
factorization techniques the Singular Value Decomposition (SVD) is the most
widely known and it has been applied in several fields of study and especially
in dimensionality reduction. Unfortunately, in sparse matrices the SVD is not
so effective and as a consequence alternative iterative techniques including Al-
ternative Least Squares (ALS) [13] and Stochastic Gradient Descent (SGD) [23]
were proposed.

In VAAs the matrix U is not sparse and traditional collaborative filtering
techniques as well as SVD are expected to be effective. We investigate the per-
formance of these techniques as well as many others in an effort to estimate miss-
ing values in VAAs based on a recommender system perspective as formulated
in the previous paragraphs. The results show that the majority of techniques
used in recommender systems can be also, successfully, applied for missing value
estimation in an elegant and mathematically strict way.

4 Approaches

In this section we briefly report the various approaches we have applied for
missing value estimation in VAA data. Emphasis is given to matrix factorization
and clustering-based approaches, while comparison against the simple nearest
neigbor methods are also provided.

4.1 Clustering Algorithms

Clustering algorithms perform recommendation to the active user by employing
a smaller set of highly similar users instead of the entire database [19]. They have
been proved as an effective mean to address the well-known scalability problem
that recommender system face [18]. A cluster is produced by data objects which
are similar to each other. Data belonging to a cluster differ from those which
belong to another cluster [8]. In the VAA setting every user is represented by a
profile vector ci which is composed of his/her answers to the online questionnaire.
Given that the number of questions in the questionnaire is fixed and the possible
answers come from a Likert scale the vector ci can be encoded as a numerical
one. In this way the comparison between profile vectors is straightforward by
using and any similarity metric of linear algebra. Clustering of users is obtained
by applying such a metric in the profile vectors.

The k-means clustering algorithm is widely used in clustering based rec-
ommendation systems mainly due to its simplicity [11]. It aims to partition
NC users, defined by the user profile vectors {c1, c2, ..., cNC}, into K clusters
(K << NC) S = {S1, S2, ..., SK}. Each user is classified to a cluster accord-
ing to the shortest distance between the user profile vector and the cluster’s
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mean vector. The user profile vectors correspond to the rows of the utility ma-
trix U mentioned earlier. The k-means algorithm is similar to the expectation-
maximization algorithm for mixtures of Gaussian in that they both attempt to
find the centers of natural clusters in the data. The optimization criterion is to
find the partition So that minimizes the within-cluster sum of squares (WCSS):

So = argmin︸ ︷︷ ︸
S

(

K∑
i=1

∑
cj∈Si

‖cj − µi‖2) (1)

where µi is the mean vector of data points (user profile vectors) in cluster Si.
By using k-means partitioning method, the missing values of a voter’s an-

swers can be estimated by the answers of the cluster members’ (where the voter
belongs). The facts which negatively affect that method is the sparsity of clus-
ters, that provokes the failure of the prediction on a missing value, and the high
cardinality of clusters, which increases the time required for the prediction.

4.2 Nearest Neighbor Methods

In the Nearest Neighbor recommendation the most similar user of an active
user is found and provides the recommendation. The main disadvantage of this
method is that every time a new voter fills the online questionnaire, the similarity
between voters must be recalculated. This is obviously non-scalable and time
consuming. Furthermore, if the voter and his/her nearest neighbor have the same
unanswered questions then prediction of missing values would be impossible. An
alternative is to find the nearest neighbor among those users that have answered
the question which the active user left unanswered.

The K-nearest neighbor (K-NN) algorithm is an improved extension to the
Nearest Neighbor method. It limits the number of the neighbors we aim to find,
by determining the value of K [4]. In case the K is not determined we can use a
fixed distance alternative. In this case the K neighbors are those that fall in the
hypersphere that (a) is centered on the datapoint of profile vector of the active
user, and (b) has a radius equal to the fixed distance. The K nearest neighbors
of the c-th voter correspond to the K voters who belong to the c-th row, of the
voter similarity matrix M , with the highest values. The prediction of the voter’s
missing values can be calculated by using either the average of K neighbor voter
answers or the median value of these answers. The most common problem with
this method is that K is not always obvious since it depends on every voter
separately while in the case of fixed distance K can be very small (even equal
to zero).

4.3 Matrix Factorization

Matrix factorization techniques proved to be superior to clustering-based meth-
ods because they allow integration of additional information about the user. In
those methods a matrix is factorized to find out two or more matrices such that
when they are multiplied the result is to get back the original matrix [13].
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The most common mode of matrix factorization is the calculation of a low-
rank approximation to a fully controlled data matrix order to minimize the sum-
squared difference of matrix values. A low-rank approximation is given from the
viewpoint of the singular value decomposition (SVD) of the data matrix. The
SVD expressed on a utility matrix U of size mxn leads to a factorization into
three matrices: X is an mxm unitary matrix, S is an mxn rectangular diagonal
matrix with nonnegative real numbers on the diagonal, and Y ∗ (the conjugate
transpose of Y) is an nxn unitary matrix [22].

U = XSY ∗ (2)

Whenever the utility matrix is large and sparse, we resort to perform Stochas-
tic Gradient Descent (SGD) for matrix factorization. SGD has been successfully
applied to large-scale and sparse machine learning problems and can handle
problems with more than 105 training examples and more than 105 features [3].
SGD approximates the true gradient of E(w, b) by considering a single training
example at a time. We applied the algorithm for SGD as presented in [23].

Alternating Least Squares (ALS) is another technique used for matrix factor-
ization for sparse matrices [24]. While SGD is easier and faster than ALS, ALS
is more appropriate for VAA missing value estimation since the estimated values
are guaranteed to real and non-negative.

5 Datasets

In our paper we have used three datasets for experimental evaluation. The
first one was collected by a pre-survey for the Cypriot presidential elections
2013 conducted door to door on January 2013, the second one was col-
lected from www.choose4cyprus.com and the third dataset was derived from
www.choose4greece.com. The main characteristics of all datasets is the small
number of questions and the high number of ratings per question which leads on
utility matrices U of low sparsity. In all datasets the ratings are integer values
in the range [1 5] corresponding to the answers ‘strongly disagree’, ‘disagree’,
‘neither agree nor disagree’, ‘agree’, ‘strongly agree’ respectively. We have set as
missing values the instances where voters answered ‘I do not have opinion’ or
not answered, the particular question at all. The main characteristics of these
datasets are shown in Table 1. The corresponding datasets can be accessed via
the URL: www.preferencematcher.com/datasets

6 Experimental Results and Discussion

Experiments were designed to investigate the performance of the recommenda-
tion methods, which have been reported previously, based on the accuracy of
prediction of missing values. This measure computes the accuracy of predict-
ing the values of utility matrix U using a variation of Mean Absolute Error
(MAE) [9] [15] computed with the aid of Frobenius norm.

www.choose4cyprus.com
www.choose4greece.com
www.preferencematcher.com/datasets
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Table 1. Dataset Characteristics

Pre-survey Choose4Cyprus Choose4Greece

# voters 815 18,461 75,294
# questions 35 30 30
# ratings 26,419 533,542 2,204,306
# ratings per question (average) 755 17,785 73,477
# sparsity 0.0736 0.0366 0.0247

Table 2. The results of missing value estimation per method. Shown values refer to
accuracy A.

Method Predicted value Pre-survey Choose4Cyprus Choose4Greece
obtained by:

SVD 0.0483 0.0492 0.0420
ALS 0.0516 0.0497 0.0438
SGD 0.0615 0.0616 0.0538
Nearest Neighbor 0.0897 0.0638 0.0592
k-Means Average 0.0580 0.0496 0.0477

Median 0.0604 0.0504 0.0474
K-NN Average 0.0640 0.0518 0.0491

Median 0.0700 0.0592 0.0555
Weighted Sum 0.0657 0.0503 0.0488

Fixed Distance Average 0.0710 0.0670 0.0651
Median 0.0788 0.0707 0.0685

Weighted Sum 0.0708 0.0661 0.0640

Let Û be the estimation of utility matrix U , then the accuracy measure A is
defined as follows:

A =
||U − Û ||
||U ||+ ||Û ||

(3)

where ||C|| denotes the Frobenius norm of matrix C.
Table 2 shows the MAE value of each method which used in datasets of

Pre-survey, Choose4Cyprus and Choose4Greece. It can be seen in Table 2 that
matrix factorization methods show better prediction accuracy than the clustering
based and the nearest neighbor methods. However, the difference between matrix
factorization and clustering methods is not so apparent, because of the non-
sparse datasets. The best performance achieved by the SVD method, which is
something expected as the datasets are not sparse and SVD very effective in
non-sparse data. In addition K-NN method achieved similar results with the k-
means clustering method. This result is on agreement with the results presented
in [18]. We see also that, as expected, the K-NN method achieves better results
than the Nearest Neighbor method. Finally, it should be noted the difference in
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performance of the compared methods to data collected online (Choos4Cyprus
and Choose4Greece) and door to door (Pre-survey) with the former to be better.
This might happen because the sparsity in the Pre-survey is larger than in the
online datasets.

7 Conclusion

In this article we dealt with the problem of missing values in VAAs by using
techniques from the recommender systems. We observed that the SVD method,
in contrary to commercial recommender systems, is the most effective technique.
This is something expected since the datasets we have used are of low sparsity.
However, the effectiveness of the other methods are also high indicating that
the formulation of VAA missing value problem as recommendation system is
successful.

In the near future we plan to implement the SVD approach of missing value
estimation in our VAAs so as to improve recommendation effectiveness by filling
in unanswered questions. We are also going to investigate the effectiveness of
the compared algorithms by artificially increasing the sparsity of our datasets.
Finally, comparison with other techniques for missing value estimation such as
ML and simple imputation will be also investigated. Comparison with Expecta-
tion Maximization is not necessary since the k-Means clustering is based on the
same principle and has been already done in this paper.
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Abstract. Recommender Systems have been applied in a large number of  
domains. However, current approaches rarely consider multiple criteria or the 
level of mobility and location of a user. In this paper, we introduce a novel al-
gorithm to construct personalized multi-criteria Recommender Systems. Our  
algorithm incorporates the user’s current context, and techniques from the Mul-
tiple Criteria Decision Analysis field of study to model user preferences. The 
obtained preference model is used to assess the utility of each item, to then rec-
ommend the items with the highest utility. The criteria considered when creat-
ing preference models are the user location, mobility level and user profile. The 
latter is obtained considering the user requirements, and generalizing the user 
data from a large-scale demographic database. The evaluation of our algorithm 
shows that our system accurately identifies the demographic groups where a us-
er may belong, and generates highly accurate recommendations that match 
his/her preference value scale. 

Keywords: Recommender Systems, Location Aware, Multi-Criteria, Prefe-
rence Models, Personalization. 

1 Introduction 

Consumers often find themselves in situations where they have to choose one item 
over others. For instance, they may wish to decide which movie to view, which book 
to read, what items to buy, and so forth. However, due to the advance in technology 
and the large amount of information available in databases, our options have dramati-
cally increased. We have now reached a point where we have thousands of options  
at our fingertips, through the use of web-based systems. Consequently, in order to 
address this information overload, and aid consumers through these daily decision-
processes, Recommender Systems have been developed. These systems aim to  
provide personalized services to each user, showing them only the information that 
they are most likely to be interested into [1]. 

A number of techniques to predict the best items have been proposed. While some 
of these Recommender System implementations have been successful in many  
domains, a number of challenges still remain. Most implementations consider only 
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single criteria ratings, and consequently are unable to identify why a user prefers an 
item over others. Some systems classify the user into one single group or cluster, an 
approach that has limited use, since real world users share commonalities in different 
degrees with diverse types of users. Finally, other systems require a large amount of 
previously gathered data about users’ interactions and preferences, in order to be suc-
cessfully applied.  

This work introduces an algorithm to overcome these previously mentioned disad-
vantages. Our algorithm, as presented in this paper, builds user preference models 
considering multiple criteria. That is, we include the users’ special needs, and context 
in the decision making process. This enables our system to clearly identify most im-
portant criteria, for a specific user when selecting an item over the others, and corres-
pondingly create accurate recommendations that match his/her preference’s value 
scale. Moreover, by including the user context as part of the recommendation process, 
the system is able to produce different types of recommendations to the same user, 
depending on his/her current context. Additionally, our algorithm exploits the infor-
mation contained in a large-scale demographic database to generalize the information 
as provided by the user. This is done by clustering the user into one or more demo-
graphic groups. This aspect allows our system to leverage commonalities between 
similar user types, and create richer user profiles without the need of previously 
stored data about other users’ interactions. 

This paper is organized as follows. Section 2 details our recommender system al-
gorithm. Section 3 describes our case study and Section 4 concludes. 

2 Personalized Location-Aware System 

We introduce a Personalized Multi-Criteria Context-Aware Recommender-System, 
which has been designed to achieve the following goals. Firstly, we aim to identify 
the user preferences, as based on multiple criteria that lead him/her to select an item 
over others, and correspondingly potentially generate more accurate recommenda-
tions. Further, our objective is to model and consider the user context during the  
recommendation process, instead of using it only as a filter. That is, we follow a  
context-aware approach, where the context is used as one of multiple criteria for the 
creation of preference models [6, 7]. Finally, our ultimate goal is to produce accurate 
recommendations by generalizing user profiles without gathering data from previous 
users’ interactions. We use a demographic generalization technique to exploit the 
information contained in large-scale demographic databases that encompass interests 
and preferences of similar people [8].  

Our algorithm is based on the creation of a multiple criteria user preference model 
considering the following four criteria. These are 1) the probability that a user prefers 
an item, given the probabilities that the user belongs to each of the demographic clus-
ters identified in a large-scale demographic database; 2) the weight of each item, 
based on its attributes and the weights the user assigns for each of them; 3) the dis-
tance between the user’s current location and the item’s location; and, 4) the time the 
user would require to reach each item, based on his/her mobility level, together with  
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Fig. 1. High-level schematic overview of our algorithm 

other geo-spatial constraints (such as a river) and average route times. The user prefe-
rence model is then used to assess the utility of each item for the user. Finally, the 
system will recommend to the user the items with the highest estimated utility. The 
following figure presents the high-level schematic overview of our algorithm. 

2.1 Create the User Profile 

We create a user profile consisting of two dimensions. The first is the set of all possi-
ble demographic clusters where the user potentially belongs to. The second aspect 
concerns how much importance a specific user assigns to an item. These dimensions 
may be expressed as the following two vectors. DemogClusters(u), which represents 
the possible demographic clusters where a user may belong, along with the probabili-
ty of belonging to each of them. The second is AttributeWeights(u), which contains 
the possible items’ attributes along with the user-assigned weight for each of them. 

The set of demographic clusters where a user may belong (k clusters), that form the 
DemogClusters(u) vector is obtained by applying a demographic generalization tech-
nique. First, the algorithm select the m demographic variables that best differentiate 
each cluster from the others using feature selection techniques. Second, the user is 
queried to obtain his/her information for the selected demographic variables. Third, 
our system obtains the probability of a user belonging to each demographic cluster, 
based on the user given information and the users’ distribution (included in the data-
base) for each possible value for each demographic variable. Finally, the set of possi-
ble demographic clusters where the user may belong, are those in which the product 
of the users’ distributions for the user given information is higher than a selected thre-
shold. The following equation presents how these clusters are obtained. 
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 : ( ( , ))  1 
x
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x u C j j
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Here, DV stands for Demographic Variable; ,  represents the value of the 
demographic variable j given by user u; and finally, , % expresses 
that there is a Z% probability (obtain from the users’ distributions) that user u belongs 
to cluster x, given that the value of the demographic variable j for that user is Y. 

Once the demographic clusters a user could belong to have been selected, the prob-
abilities already obtained from equation (1) may be considered as the probabilities of 
belonging to each of them. However, this would imply classifying the user based only 
on his/her demographic information, and not considering other data that might also be 
included the database (e.g. information about leisure, shopping, media preferences, 
hobbies, etc). Therefore, for databases where this type of information is available, we 
propose the following technique to obtain the probabilities of belonging to each of the 
selected demographic clusters. First, we obtain the Cartesian product of the non-
demographic information included in the database for each of the previously selected 
clusters (e.g. Leisure Х Shopping X Media). Second, we apply the k-means data min-
ing clustering algorithm over the Cartesian product dataset, to learn the demographic 
clusters and create the same number of groups as previously selected clusters (k 
groups).  

The results of the k-means algorithm are k groups, each labeled by the most repre-
sentative non-demographic information it contains. The k-means algorithm also 
creates a table, with the distribution of instances from each demographic cluster clas-
sified into the newly created groups, as shown in Table 1. 

Table 1. Instances from demographic clusters classified in the newly created groups 

 
 
In Table 1, Inst(Cx) represents the total number of instances belonging to the de-

mographic cluster x, Inst(Gy) represents the total number of instances assigned to the 
newly created group y, and Inst(Cx,Gy) represents the number of instances from the 
demographic cluster x that were assigned to the newly created group y.  

Third, we present to the user the obtained newly created groups, so he/she can se-
lect the one (or more) group(s) that best define him/her (p selected groups), based on 
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the non-demographic information that labels each of them. Fourth, we obtain proba-
bilities for each of the k demographic clusters, using the following equation: 
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Once we have obtained the possible demographic clusters where a user may belong 
and computed the probability for each of them, the DemogClusters(u) vector is com-
plete. Equation (3) shows the structure of this vector, formed by pairs of the form , , , where  represents the demographic cluster x, and ,  the 
probability that the user u belongs to cluster x.  

 ( ) ( ) ( ) ( ){ }1 1 2 2, , , , , , , , ,k kDemogClusters u C P u C C P u C C P u C= < > < > … < >  (3) 

The second vector included in the user profile (AttributeWeights(u)) consists of pairs 
of the form , , , where  represents the item’s attribute x, and ,  is the weight that user u assigns to attribute x. Equation (4) shows the struc-
ture of this vector, where r represents the selected number of items’ attributes that 
best differentiate the items between them: 

 ( ) ( ) ( ) ( ){ }1 1 2 2, , , , , , , , ,r rAttributeWeights u A W u A A W u A A W u A= < > < > … < >  (4) 

2.2 Location Awareness and Mobility Level 

The second phase of the algorithm consists of obtaining the user’s mobility level and 
current location. Consequently, the user is asked to choose the means of transport (i.e. 
mobility level) that best describes his/her current situation (e.g. driving a car, riding a 
bike, wheelchair, or walking). Based on the user selection, the routes to be considered 
when predicting the distance and time to each item are selected. Subsequently the 
user’s current latitude and longitude spatial coordinates are obtained from Google 
Maps®, through its application programming interface (API), using the current user 
address.  

2.3 Assessing the Items’ Utilities Considering the User Profile 

The third phase of our algorithm is divided into two stages. The first stage entails 
obtaining an utility for each item (Demographic Utility (DU)), based on the previous-
ly created vector DemogClusters(u). However, in order to do so, all the items in the 
database need to be mapped to one or more demographic clusters. Consequently, we 
assign each item to one or more categories, which in turn are linked to one or more 
demographic clusters. 

Once all the items are related to one or more demographic clusters through one or 
more categories, we compute the probability that a user might prefer each of these 
categories. As shown in equation (5), these probabilities are calculated based on the 
probabilities of belonging to each of the k previously selected demographic cluster. 
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Here, ,  represents the probability that user u prefers the item category 
x. Subsequently, these probabilities are used to obtain the demographic utility (DU) 
for each item. This DU is computed as the average of the probabilities that the user 
prefers each category where the item belongs to. The DU of an item is obtained by 
using equation (6), where q represents the number of identified items’ categories. 
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The second stage involves assessing a utility for each item (Weighted Utility (WU)), 
considering now the previously created AttributeWeights(u) vector. The WU for each 
item is calculated as the sum of each user given weight for all the attributes of an 
item, as shown in equation (7). 
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2.4 Assessing the Items’ Utilities Considering the User Location 

The fourth step in the algorithm involves assessing a utility for each item, based on 
the user’s current location and mobility level. In this phase, each item is assessed 
under two additional criteria: the distance from the user (Distance Utility (DisU)), and 
the time it would take the user to reach the item (Time Utility (TU)), considering the 
user’s mobility level. It is important to note that these new utilities, expressed in ki-
lometers and minutes from the user, are inversely proportional to the item utility for 
the user. That is, the closer an item is the higher its utility for the user. Finally it is 
noteworthy to mention that while the TU is obtained from Google Maps®; the DisU is 
obtained by means of SQL spatial queries, performed over a spatial database using the 
user coordinates. 

2.5 Creating the User Preference Model 

The utilities that were obtained during the third and fourth phases represent the four 
criteria considered to create the user preference model, which in turn represents the 
importance to the user. To obtain the user preference model we apply the UTA* algo-
rithm. This algorithm is a regression-based technique that infers preference models 
from given global preferences (e.g. previous user choices) [2, 3]. For more informa-
tion on this algorithm, we recommend [2-5]. 

In order to apply this algorithm we first need to obtain the user’s weak preference 
order, which represents the user preferences for some items, after considering the four 
criterions for each of them. Consequently, the system randomly selects ten items, 
along with their four utilities, to present to the user, who is then asked to rate them in 
a non-descending order. The result of the UTA* algorithm is a vector of four values, 
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which represent the weights of each of these four criterions for that user. These 
weights are calculated using linear programming techniques. The resulting vector 
from the UTA* algorithm has the following form: 

 ( ) { , , , }DU WU DisU TUPM u W W W W=  (8) 

2.6 Recommending the Items That Best Match the User Preferences 

The last phase of the algorithm involves assessing an integrated, final utility for each 
item, using the previously obtained user preference model. It follows that, to apply the 
previously obtained weights from the model, the values of the four different utilities 
must be normalized so they are in the same range {0,…,1}, otherwise the final utility 
would be biased toward the criterion with the highest scale. Therefore, each utility is 
divided by its highest value among all the items. Moreover, since the distance and 
time utilities are inversely proportional to the user utility, after dividing their values 
by their highest utility the resulting value is subtracted from 1, and the remainder is 
the utility to be considered. The final integrated item’s utilities are obtained by apply-
ing the following equation: 
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3 Experimental Evaluation 

As a case study, we created PeRS, a Personal Recommender System that recommends 
events to attend to consumers. The source datasets used in this case study are the fol-
lowing. The Ottawa Open Data Events database is our items dataset, which contains 
the events that will take place within the National Capital Region of Canada. By events 
we refer to festivals/fairs, film/new media, galleries, music, theater, and so on [9]. Our 
large-scale demographic database is the PRIZM C2 Database that classifies Canada’s 
neighborhoods into 66 unique lifestyle types, providing insights into the behavior and 
mindsets of residents [10]. The Ottawa Open Data Geospatial databases contain spatial 
information to geographically locate different elements of interest (i.e. rivers, build-
ings, museums, municipalities, wards, roads, cities and country areas) [11]. 

3.1 Experimental Design 

We evaluated our algorithm using an offline experiment. This type of experiment was 
chosen because it focuses on the recommendation technique that is being used, rather 
than the system interface, which makes it highly suitable for our environment [1]. 
Since the design and implementation of a Recommender System depends on the spe-
cific requirements, goals, and sources of information, the properties used to evaluate a 
system should be selected according to each application domain. The selected proper-
ties to be evaluated in our offline experiment were the system’s prediction accuracy, 
item and user coverage, and confidence. (For more information on other properties to 
evaluate and compare Recommender Systems, we recommend [1]).  
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We performed a pilot study with 30 human subjects to obtain, according to the  
central limit theorem, a punctual estimation of the standard deviation of the popula-
tion [11]. Table 2 presents the structure of the questionnaire answered by the human 
subjects that took part in the experiment. This questionnaire was designed to gather 
the required data to create the users’ preference models, and to evaluate the recom-
mendations.  

Table 2. Structure of the questionnaire applied to the users 

Section Gathered Information 
Personal Information The user is asked 9 personal questions, along with his/her mobility level 
Preferences The user is asked to provide weights to the identified events’ attributes 

Activities The user is asked to select the groups of activities where he/she identi-
fies the most. 

Events The user is asked to rate 10 randomly selected events, considering the 
information for all the criteria. 

3.2 Experimental Results 

Table 3 presents a summary of the results obtained. Our analysis is centered on four 
aspects. Firstly, our goal was to analyze the distribution of the subjects considered in 
the experiment. Secondly, we aimed to evaluate the system accuracy and the ability to 
cluster the subjects into the most adequate demographic groups. Thirdly, we learned 
the system accuracy from the user profiles. Finally, we evaluated the system cover-
age, in terms of user and item space coverage.  

From the results, as shown in Table 3, we may conclude that, based on their demo-
graphic information, 93% of the subjects that partook in experiment have differences 
in their profiles. This allowed us to test the system for a wide-spread distribution of 
users, and therefore potentially draw more reliable conclusions for the general popula-
tion. Additionally, we concluded that the system was able to narrow down the  
possible matching clusters where a subject may belong, using only the selected  
demographic variables asked to the subjects. Furthermore, the subjects identified 
themselves within 86% of the clusters selected by the system, considering the charac-
teristic activities of the people within each group. This indicates that the system  
accurately classified the subjects into the correct demographic groups.  

The system has a predictive accuracy between 75% and 82% with a confidence of 
95%. This accuracy represents the effectiveness of the system to identify the user 
preferences and rank the items in the same way he/she would approach this task. 
Moreover, for 80% of the subjects considered in our experiment the system was able 
to rank the items with at least 70% match with the way they would have proceeded 
(i.e. user space coverage). In addition, the system recommended 81% of the items in 
the database to at least one user (i.e. item space coverage).  

Finally, from the results obtained from the performed classification and statistical 
analyzes, we concluded that the accuracy of the produced recommendations does not 
solely depend on the user profile. Therefore, it could potentially be used for a wide 
range of the population and produce equally accurate recommendations. We will ex-
plore the validity of this observation in our future work. 
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Table 3. Experimental results 

Property Measured Value Interpretation 
Users  

Distribution 

93.33% of the users in the 

experiment have different 

profiles (based on their 

personal information). 

The users present an equal distribution in most of the 

considered personal information. Correspondingly this 

wide spread distribution of users allows the system to 

be tested for different user types, and therefore draw 

reliable conclusions for a wide range of the population. 

Narrowing 

Percentage 

The system identified an 

average of 4 out of 66 

possible clusters where a 

user may belong 

The system is able to narrow in a 95.38% the possible 

demographic groups where a user may belong, during 

the demographic generalization process. 

Accuracy to 

identify the 

matching 

clusters 

26 out of 30 users identi-

fied themselves, in every 

one of the selected demo-

graphic groups for him/her. 

86.66% of the users identified themselves with the 

activities included in the demographic groups selected 

by the system. 

Prediction 

Accuracy and 

Confidence 

Accuracy:  

{75.36 % – 82.96%} 

Confidence: 95% 

The system recommends items that match the user 

preferences with an average of 79.16%, for 95% of the 

population. 

Learning  

the System 

Accuracy 

Based on the results obtained from applying classification and statistical regression 

analyzes, using a decision tree, we conclude that the system accuracy doesn’t depend 

on the user profile. Therefore it follows that the system can produce equally accurate 

recommendations for a wide range of the population. 

User Space 

Coverage 

For 80% of the users the system created models that can rank the events with at least 

a 70% match with how the users would have ranked them. 

Item Space 

Coverage 

81.97% of the items in the database were recommended to a user at least once, with 

at least 50% match of his/her preferences. 

4 Conclusion 

This paper presents a Recommender System that utilizes an algorithm to generate user 
models which includes the user context and preferences in the decision model. Our 
algorithm, as shown in the experiments, accurately identifies the demographic groups 
where a user may belong. Our results indicate that we are able to produce highly ac-
curate recommendations for a wide range of the population. Further, we are able to 
construct accurate user profiles. Our algorithm has the following noteworthy characte-
ristics. It uses more than one decision criteria and is therefore able to identify what it 
is most important for a user when selecting an item over the others. It creates user 
preference models, consequently the system is capable to understand the user interests 
and preferences, and is not biased from previous user actions. It generalizes the user 
profile, thus the system is capable to reason from the commonalities between demo-
graphic groups, and it doesn’t require previous gathered information about other us-
ers’ interactions. Importantly, it is location aware and as a result the system varies the 
recommendations as the user location or level of mobility changes. Our future work 
will focus on producing accurate preference models in an imbalanced preference  
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setting. This would imply that our algorithm should distinguish user preferences, even 
when they may be very similar. Additionally, it would be interesting to evaluate the 
prediction accuracy of our system considering a larger number of users and different 
locations. Finally, it would be worthwhile to compare the obtained results from our 
system, against other linear and non-linear recommendation techniques [12].  
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Abstract. This paper describes the design and implementation of a new dynam-
ic Web Recommender System using Hard and Fuzzy K-modes clustering. The 
system provides recommendations based on user preferences that change in real 
time taking also into account previous searching and behavior. The recommen-
dation engine is enhanced by the utilization of static preferences which are  
declared by the user when registering into the system. The proposed system has 
been validated on a movie dataset and the results indicate successful perfor-
mance as the system delivers recommended items that are closely related to  
user interests and preferences. 

Keywords: Recommender Systems, Hard and Fuzzy K-Modes Clustering. 

1 Introduction 

Recommender Systems (RS) have become very common on the World Wide Web, 
especially in e-Commerce websites. Every day the number of the listed products in-
creases and this vast availability of different options creates difficulties to users of 
finding what they really like or want. RS can be seen as smart search engines which 
gather information on users or items in order to provide customized recommendations 
back to the users by comparing each other [1]. Although RS give a strategic advan-
tage they present some problems that have to be dealt with. Different techniques and 
algorithms are continuously being developed aiming at tackling these problems. 

Existing strategies, despite their wide availability, come with problems or limita-
tions related to the adopted architecture, the implementation of new algorithms and 
techniques and the considered datasets. For example, some existing RS make recom-
mendations for the interested user utilizing static overall ratings which are calculated 
based on the ratings or preferences of all other users of the system. Other systems 
recommend items to the current user based on what other users had bought after they 
viewed the searched item.   

The system proposed in this work makes recommendations based on the prefe-
rences of the interested user, which are dynamically changed taking into account  
previous searches in real time. This approach is enhanced by the utilization of static 
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preferences which are declared by the user when registering into the system. The 
clustering procedure, being the heart of the recommendation engine, is of particular 
importance and a number of techniques such as Entropy-Based, Hard K-modes and 
Fuzzy K-modes have been utilized. The proposed system has been tested using the 
MovieLens1M dataset, which was linked with IMDB.com to retrieve more content 
information. The final results indicate that the proposed system meets the design ob-
jectives as it delivers items which are closely related to what the user would have 
liked to receive based on how s(he) ranked the different categories depending on what 
(s)he likes more and her/his previous behavior. 

The remainder of the paper is organized as follows: Section 2 provides an overview 
of the clustering techniques that were used by the proposed system and discusses 
related work on the topic. Subsequently, section 3 describes the notions behind the 
technical background of the proposed system. Section 4 focuses on the way the sys-
tem works, describing the structure of the dataset and discussing briefly the intelligent 
algorithms that were designed and used. This section also illustrates the experiments 
carried out followed by a comparison between the two clustering techniques. Finally, 
section 5 offers the conclusions and some future research steps.    

2 Literature Overview 

Recommender Systems (RS) are of great importance for the success of Information 
Technology industry and in e-Commerce websites and gain popularity in various 
other applications in the World Wide Web [1]. RS in general help users in finding 
information by suggesting items that s(he) may be interested in thus reducing search 
and navigation time and effort. The recommendation list is produced through colla-
borative or content-based filtering. Collaborative filtering tries to build a model based 
on user past behavior, for example on items previously purchased or selected, or on 
numerical ratings given to those items; then this model is used to produce recommen-
dations [10]. Content-based filtering tries to recommend items that are similar to those 
that a user liked in the past or is examining in the present; at the end a list of different 
items is compared with the items previously rated by the user and the best matching 
items are recommended [11]. 

The work described in [5] discusses the combination of collaborative and content-
based filtering techniques in a neighbor-based prediction algorithm for web based 
recommender systems. The dataset used for this system was the MovieLens100K 
dataset consisting of 100000 ratings, 1682 movies and 943 users, which were also 
linked with IMDB.com to find more content information. The final results showed 
that the prediction accuracy was strongly dependent on the number of neighbors taken 
into account and that the item-oriented implementation produced better prediction 
results than the user-oriented. The HYB-SVD-KNN algorithm described in this work 
was four times faster than the traditional collaborative filtering. 

Ekstrand and Riedl [6] presented an analysis of the predictions made by several 
well-known algorithms using the MovieLens10M dataset, which consists of 10  
million ratings and 100000 tag applications applied to 10000 movies by 72000 users. 



42 P. Christodoulou, M. Lestas, and A.S. Andreou 

Users were divided into 5 sets and for each user in each partition 20% of their ratings 
were selected to be the test ratings for the dataset. Therefore, five recommender algo-
rithms were run on the dataset and the predictions of each algorithm for each test 
rating were captured. The results showed that the item-user mean algorithm predicted 
the highest percentage of ratings correctly compared to the other algorithms. This 
showed that the algorithms differed in the predictions they got wrong or right. Item-
item got the most predictions right but the other algorithms correctly made predictions 
of up to 69%. 

The work presented in [7] described long-tail users who can play an important role 
of information sources for improving the performance of recommendations and pro-
viding recommendations to the short-head users. First, a case study on MovieLens 
dataset linked with IMDB.com was conducted and showed that director was the most 
important attribute. In addition, 17.8% of the users have been regarded as a long tail 
user group. For the proposed system 20 graduated students were invited to provide 
two types of recommendations and get their feedbacks. This resulted in 8 users out of 
20 to be selected as a long tail user group (LTuG), two times higher than the Movie-
Lens case study. Finally, it was concluded that the LTuG+CF outperformed CF by 
30.8% higher precision and that user ratings of the LTuG could be used to provide 
relevant recommendations to the short head users.  

The work of McNee et al.[8] suggested that recommender systems do not always 
generate good recommendations to the users. In order to improve the quality of the 
recommendations, that paper argued that recommenders need a deeper understanding 
of users and their information. Human-Recommender Interaction is a methodology of 
analyzing user tasks and algorithms with the end goal of getting useful recommenda-
tion lists and it was developed by examining the recommendation process from an end 
user’s respective. HRI is consisted of three pillars: The Recommendation Dialog, the 
Recommender Personality and the User Information seeking Tasks and each one con-
tains several aspects.  

Karypis et al. [9] presented a class of item-based recommendation algorithms that 
first determine the similarities between the various items and then use them to identify 
the set of items to be recommended. In that work two methods were used: The first 
method modeled the items as vectors in the user space and used the cosine function to 
measure the similarity between the items. The second method combined these similar-
ities in order to compute the similarity between a basket of items and a recommender 
item. Five datasets were tested in the experimental part and the results showed that the 
effect of similarity for the cosine-based scheme improved by 0% to 6.5% and for the 
conditional probability based by 3% to 12%. The effect of row normalization showed 
an improvement of 2.6% for the cosine-based and 4.2% for the probability. The  
model size sensitivity test showed that the overall recommendations accuracy of the 
item-based algorithms does not improve as we increase the value of k. Finally they 
concluded that the top-N recommendation algorithm improves the recommendations 
produced by the user-based algorithms by up to 27% in terms of accuracy and it is 28 
times faster. 
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This paper describes the design and implementation of a new dynamic Web Re-
commender System using Hard and Fuzzy K-modes clustering. The system provides 
recommendations based on user preferences that change in real time taking also into 
account previous searching and behavior and based on static preferences which are 
declared by the user when registering into the system. 

3 Technical Background 

3.1 Entropy-Based Algorithm 

The Entropy-based algorithm groups similar data objects together into clusters based 

on data objects entropy values using a similarity measure [2]. The entropy value ijH

of two data objects iX and jX  is defined as follows: 

 )1(log)1()(log 22 ijijijijij EEEEH −−−=  (1) 

where i ≠ j.  

ijE  is a similarity measure between the data objects iX and jX and is measured 

using the following equation: 

ijaD
ij eE −=         (2) 

where ijD  is the distance between  iX and jX and a is calculated by 

D
a

)5.0ln(−=         (3) 

and D is the mean distance among all the data objects in the table. From Equation (1) 

the total entropy value of iX with respect to all other data objects is computed as:  

   
≠
=

−−−−=
n
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j
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The Entropy-based algorithm passes through the dataset only once, requires a thre-
shold of similarity parameter β and is used to compute the total number of clusters in 
a dataset, as well as to find the locations of the cluster centers [3]. More specifically, 
the algorithm consists of the following steps: 

1. Select a threshold of similarity β and set the initial number of clusters 0=c .  
2. Determine the total entropy values H for each data object X as shown by Eq-

uation (4).  
3. Set 1+= cc .  
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4. Select the data object minX with the least entropy minH and set minXZc = as 

the thc cluster centre.  

5. Remove minX and all data objects having similarity β.  

6. If X is empty then stop, otherwise go to step 3.  
 

The Entropy-based algorithm was used in this paper to compute the number of clus-
ters in the dataset, as well as to find the locations of the cluster centers. 

3.2 Hard K-Modes Clustering 

The K-Modes algorithm extends the K-means paradigm to cluster categorical data by 
removing the numeric data limitation imposed by the K-means algorithm using a 
simple matching dissimilarity measure or the hamming distance for categorical data 
objects or replacing means of clusters by their mode [4]. 

Let 1X  and 2X be two data objects of 1X defined by m  attributes. The dissimi-

larity between the two objects is stated as: 

),(),(
1

2121 
=

=
m

j
jj xxXXd δ        (5) 

 
where: 

         jj xx 21,0 =  

      =),( 21 jj xxδ          (6) 

    jj xx 21,1 ≠  

 

In the case of Hard K-Modes clustering, if object iX in a given iteration has the 

shortest distance with center Zl, then this is represented by setting the value of the 
nearest cluster equal to 1 and the values of the other clusters to 0. 
For 0=a : 

                1, if )(),( , ihil XZdXZd ≤ , kh ≤≤1  

      =liw         (7) 

                0 , otherwise 
 
In the above equation wli is the weight degree of an object belonging to a cluster.

  

3.3 Fuzzy K-Modes Clustering 

Fuzzy K-Modes algorithm is an extension of the Hard K-Modes algorithm and it was 
introduced in order to incorporate the idea of fuzziness and uncertainty in datasets [3]. 
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For 1>a : 
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If a data object shares the same values of all attributes within a cluster then it will be 
assigned entirely to that cluster and not to the others. If a data object in not completely 
identical to a cluster then it will be assigned to each cluster with a membership de-
gree. 

4 Methodology and Experimental Results 

4.1 Proposed System 

Figure 1 shows a schematic representation of the proposed system. First the user  
registers into the system and ranks the different categories depending on what (s)he 
likes more using a weight ranking system. The ranking of the categories is called 
static information because this type of information can only be changed after a certain 
period of time when the user will be prompted by the system to update her/his rank-
ings as their interest in certain categories may have changed. The system requires a 
certain number of searches to be conducted first so as to understand the user behavior 
(dynamic information) and then it starts recommending items. A dynamic bit-string is 
created after the first searches and is updated with every new search. This string is 
compared with each movie in the dataset to eliminate those movies that the user is not 
interested in depending on search profile thus far. If there is at least one 1 in the com-
pared bit string then the movie moves is inserted into a lookup table. After that the 
system creates the clusters depending on the new dataset size (i.e. the movies in the 
lookup table) and the entropy threshold similarity value β which is assumed to be 
constant; however, its value needs to be tuned based on the size of the dataset in order 
to reach optimal performance. The next step is the update of the clusters to include the 
static information of the user. This is performed so as to eliminate the problem  
encountered by the system after having a specific object belonging to two or more 
clusters. Therefore, the new clusters also include the static information depending on 
how the user ranks the categories.  
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Fig. 1. How the proposed RS works 

When the user performs searching queries the keyword used is compared with each 
cluster center and the proposed system finds the most similar one depending on the 
searched item (winning cluster); this cluster is then used to provide the recommenda-
tions. In the meantime the searched keyword is saved by the system as part of the 
dynamic information which is thus updated in real time.  

4.2 Dataset 

The dataset used in the proposed system is an extension of the Movie Lens 1M dataset 
that can be found at GroupLens.org. The Movie Lens 1M dataset is consisted of 1 
million ratings from 6000 users on 4000 movies. The proposed system is not using the 
user ratings so we deal only with the movies. From the 4000 movies some movies are 
duplicated so we had to remove them thus concluding with a final dataset numbering 
a total of 3883 movies. Then we linked the final dataset with IMDB.com, the world’s 
largest movie database, to retrieve more information about the categories of each 
movie. 

Table 1 shows the different movie categories. In total there are 18 different catego-
ries. Therefore, the experimental dataset used for the encoding and testing of the  
proposed system was a matrix of 3883 movies in rows times 18 movie categories in 
columns. 

4.3 Experimental Results 

Three users with different characteristics that searched for various items were used  
to test the proposed recommendation schema on the movie dataset described in  
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section 4.1. As previously mentioned, the system recommended movies based on the 
Hard and Fuzzy K-Modes clustering. The different characteristics used by the system 
to predict accurate recommended items were: (i) the total number of the final clusters 
based on the threshold similarity value β, (ii) the ranking of the movie categories ac-
cording to the user interests and, (iii) the past history of different searches that each of 
the users conducted.  

Table 1. Movie Categories 

Column Movie Category 
1 Animations 
2 Children 
3 Comedy 
4 Adventure 
5 Fantasy 
6 Romance 
7 Drama 
8 Action 
9 Crime 

10 Thriller 
11 Horror 
12 Sci-Fi 
13 Documentary 
14 War 
15 Musical 
16 Mystery 
17 Western 
18 Film-Noir 

 
The Root Mean Square Error (RMSE) was used as the evaluation metric to assess 

the accuracy of the results, which is defined as follows: 

 
(9)

where Xobs,i and Xmodel,i are the observed and modeled values at the i-th sample  
respectively. 

Table 2 shows how one of our users ranked the different movie categories. This 
information is inserted into the clusters and changes them to include the weight 
reflecting the interests of the user.  

n
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Table 2. UserA Movie Rankings 

1. Drama 10. Crime 
2. Adventure 11. Mystery 
3. Animation 12. Thriller 
4. Action 13. Documentary 
5. War 14. Romance 
6. Children 15. Film-Noir 
7. Musical 16. Sci-Fi 
8. Comedy 18. Horror 
9. Western 19. Fantasy 

 
Table 3 shows the ten first searches that UserA conducted in order for the system 

to understand his/her behavior by examining the movie categories searched more. If 
the value of a specific category exceeds a specific value, in our case this value is 
equal to three, then the system selects that category as a “frequently searched”. In the 
case of UserA the categories searched more are Adventure and Drama. After the ten 
first searches the system starts to recommend items to the interested user based on 
how (s)he ranked the movie categories, what (s)he has searched more and the 
searched keywords. The analysis of the specific searches follows.  

Table 3. UserA – Ten first searches 

ID Movie Title Movie Categories 
23 Assasins Thriller 
31 Dangerous Minds Drama 
86 White Squall Adventure , Drama 

165 The Doom Generation Comedy , Drama 
2 Jumanji Adventure, Children, Fantasy 

167 First Knight Action, Adventure, Drama, Romance 
237 A Goofy Movie Animation, Children, Comedy, Romance 
462 Heaven and Earth Action, Drama, War 
481 Lassie Adventure, Children 

1133 The Wrong Trousers Animation, Comedy 
 

Close inspection of the results listed in Table 4 reveals the following findings: 

i. The proposed fuzzy algorithm is more accurate on average than the Hard 
implementation as it adjusts dynamically the knowledge gained by the RS 
engine. 

ii. Both algorithms always suggest movies in ascending order of error magni-
tude, while there are also cases where movies bear the exact same RMS 
value; this is quite natural as they belong to the same cluster with the same 
degree of membership.  

iii. The error depends on the category of the movie searched for each time; 
therefore, when this type perfectly matches the clustered ones the error is 
minimized. 
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Table 4. UserA recommendation results and evaluations per clustering method and search 
conducted – RMSE values below each method corresponds to the average of the five searches 

Searches and  
Clustering Methods  

Recommendations 
1 2 3 4 5 

#1
: D

ad
et

ow
n 

 
D

oc
um

en
ta

ry
 Hard 

0.3333 

Two Family 
House 
Drama 
0.3333 

Tigerland 
Drama 
0.3333 

Requime 
for a Dream 

Drama 
0.3333 

Remember 
the Titans 

Drama 
0.3333 

Girlfight 
Drama 
0.3333 

Fuzzy 
0.3333 

Othello 
Drama 
0.3333 

Now and 
Then 

Drama 
0.3333 

Angela 
Drama 
0.3333 

Dangerous 
Minds 
Drama 
0.3333 

Restoration 
Drama 
0.3333 

#2
: A

 C
hr

is
tm

as
 T

al
e 

C
om

ed
y 

an
d 

D
ra

m
a 

Hard 
0.0 

Bootmen 
Comedy and 

Drama 
0.0 

Beautiful 
Comedy 

and Drama 
0.0 

Duets 
Comedy 

and Drama 
0.0 

A Knight in 
New York 

Comedy and 
Drama 

0.0 

Mr.Mom 
Comedy 

and Drama 
0.0 

Fuzzy 
0.0 

Waiting to 
Exhale 

Comedy and 
Drama 

0.0 

To Die For 
Comedy 

and Drama 
0.0 

Kicking 
and 

Screaming 
Comedy 

and Drama 
0.0 

Big Bully 
Comedy and 

Drama 
0.0 

Nueba Yol 
Comedy 

and Drama 
0.0 

#3
: Y

el
lo

w
 S

ub
m

ar
in

e 
A

ni
m

at
io

n 
an

d 
M

us
ic

al
 

 

Hard 
0.4588 

Digimon 
Adventure, 
Animation 

and Children 
0.4082 

For the 
Love of 
Benji 

Adventure 
and 

Children 
0.4714 

The 
Legend of 

Lobo 
Adventure 

and 
Children 
0.4714 

Tall Tale 
Adventure 

and Children 
0.4714 

Barneys 
Adventure 

and 
Children 
0.4714 

Fuzzy 
0.4059 

Pete’s Dra-
gon 

Adventure, 
Animation, 

Children and 
Musical 
0.3333 

Gullivers 
Travels 

Adventure, 
Animation 

and 
Children 
0.4082 

Digimon 
Adventure, 
Animation 

and 
Children 
0.4082 

Bedknobs 
and 

Broomsticks 
Adventure, 
Animation 

and Children 
0.4082 

The Lord 
of the 
Rings 

Adventure, 
Animation, 

Children 
and Sci-Fi 

0. 4714 

#4
: Y

ou
ng

 G
un

s 
A

ct
io

n,
 C

om
ed

y 
an

d 
W

es
te

rn
 

Hard 
0.2576 

Butch 
Cassidy 
Action, 

Comedy and 
Western 
0.2576 

Action 
Jackson 

Action and 
Comedy 
0.2357 

Last Action 
Hero 

Action and 
Comedy 
0. 2357 

Mars Attack 
Action, 

Comedy, Sci-
Fi and War 

0.4082 

Tank Girl 
Action, 

Comedy, 
Musical, 

Sci-Fi 
0.4082 

Fuzzy 
0.2357 

I Love 
Trouble 

Action and 
Comedy 
0.2357 

Beverly 
Hills Cop 

III 
Action and 
Comedy 
0.2357 

The 
CowBoy 

Way 
Action and 
Comedy 
0.2357 

Beverly Hills 
Ninja 

Action and 
Comedy 
0.2357 

Last Action 
Hero 

Action and 
Comedy 
0.2357 
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Table 5 summarizes the mean RMS error values for four additional users tested on 
five different searches. Due to size limitations we omitted the details of the searched 
categories as these resemble the ones presented for UserA. It is once again clear that 
the algorithm behaves successfully, with average error values below 0.5 with only one 
exception (first search of UserB) and with consistently better performance being ob-
served for the Fuzzy implementation. 

Table 5. Summary of recommendation results and mean evaluations per clustering method for 
four more users 

User  Method  
Searches 

1 2 3 4 5 

B 
Hard 0.5774 0.3480 0.4572 0.4557 0.2357 

Fuzzy 0.5360 0.3368 0.4082 0.4335 0.2552 

C 
Hard 0.3135 0.3333 0.3437 0.3714 0.2357 

Fuzzy 0.2552 0.2357 0.3437 0.2747 0.2357 

D 
Hard 0.0 0.4082 0.3333 0.3999 0.4461 

Fuzzy 0.0 0.4082 0.3333 0.3908 0.4082 

E 
Hard 0.3782 0.3610 0.3714 0.4885 0.2943 

Fuzzy 0.3782 0.3333 0.3333 0.4673 0.2943 

5 Conclusions 

Web Recommender Systems are nowadays a powerful tool that promotes e-commerce 
and advertisement of goods over the Web. High accuracy of recommendations, 
though, is not an easy task to achieve. This paper examined the utilization of the Hard 
and Fuzzy K-modes algorithms in the recommendation engine as a means to approx-
imate the interests of users searching for items on the Internet. The proposed approach 
combines static information entered by the user in the beginning and dynamic infor-
mation gathered after each individual search to perform clustering of te available 
dataset. Recommendations are given to the user by comparing only cluster centers 
with the search string thus saving execution time. 

A series of synthetic experiments were executed to validate the RS system using 
the MovieLens1M dataset, which was linked with IMDB.com to retrieve more con-
tent information. More specifically, five different users with various interests on mov-
ies performed five different searches and the recommendations yielded by the Hard 
and Fuzzy K-Modes algorithms were assessed in terms of accuracy using the well-
known RMS error. The results revealed small superiority of the Fuzzy over the  
Hard implementation, while recommendations were quite accurate. 

Future work will concentrate on conducting more experiments and comparing with 
other approaches using collaborative or content-based filtering. In addition, a dedicat-
ed website will be developed through which real-world data will be gathered for expe-
rimentation purposes. Finally, the system will be enhanced with new functionality 
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which will prompt the user, after a certain period of time, to update her/his static in-
formation so as to generate more accurate recommendations as interest in certain 
categories may have changed.  
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Abstract. Quality design of websites implies that among other factors, hype-
links’ structure should allow the users to reach the information they seek with 
the minimum number of clicks. This paper utilises the fuzzy equivalence rela-
tion based clustering in adapting website hyperlinks’ structure so that the redes-
igned website allows users to meet as effectively as possible their informational 
and navigational requirements. The fuzzy tolerance relation is calculated based 
on the usage rate of hyperlinks in a website. The equivalence relation identifies 
clusters of hyperlinks. The clusters are then used to realocate hyperlinks in 
webpages and to rearrange webpages into the website structure hierarchy. 

Keywords: fuzzy equivalence relation, web adaptation, hyperlinks’ clustering. 

1 Introduction 

When designing a website, the way that its content is organised and how efficiently 
users get access to it, influence the user perceived design quality. The designers’ goal 
is an effective and plain communication of content [2]. Website structure has been 
identified by many reaserch studies as an important factor that affects web design 
quality. The users’ perception of how different parts of a web site are linked together 
is a strong indicator of effective design [4], [13]. Thus, the websites’ hyperlinks 
structure should adapt to meet users’ changing requirements and priorities depending 
e.g. on the expertise of users in navigating a website, their familiarity with its content 
structure, their information needs, etc. Furthermore, hyperlinks structure has been 
extensivley used in web search engines and web mining [12]. The number of links 
pointing to a web page is considered as a quality indicator that reflects the authority of 
the web page the links point at [1]. Many algorithms have been developed to tackle 
one of the greatest challenges for web design and search engines, i.e. how to specify 
an appropriate website structure, or how to evaluate webpages quality [8]. This paper 
suggests the use of fuzzy equivalence relation clustering to restucturing webpages 
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throught hypelinks popularity. Until recently, the web users’ browsing behaviour was 
often overlooked in approches that attempted to manage websites’ structures or 
determining the quality of webpages [9]. This paper considers the popularity of 
hypelinks as an indicator of users’ browsing behaviour and classifies links into pages 
and subsequently pages are allocated to different website levels. An illustrative 
example is provide to expemlify the proposed approach. 

2 Hyperlink Analysis 

Although hyperlink analysis algorithms that produced significant results have been 
developed, they still need to tackle challenges such as how to incorporate web user 
behaviour in hyperlink analysis [8]. A website is considered as a graph of nodes and 
edges representing webpages and hyperlinks respectively. Based on the hyperlinks 
analysis, the importance of each node can be estimated thus leading to a website 
structure that reflects the relative importance of each hyperlink and each web page 
[7]. Two of the most representative links analysis algorithms are the HITS [5] and the 
Google’s PageRank [1], which assume that a user randomly selects a hyperlink and 
then they calculate the probabilities of selecting other hyperlinks and webpages. 
Many other link analysis algorithms stem from these two algorithms. The basic idea 
behind link analysis algorithms is that if a link points to page (i) from page (j), then it 
is assumed that there is a semantic relation between the two pages. However, the links 
may not represent users’ browsing behaviour, which is driven by their interests and 
information needs. Hyperlinks are not clicked by users with equal probabilities and 
they should not be treated as equally important [9]. Thus, webpages that are visited 
and hyperlinks that are clicked by users should be regarded as more important than 
those that are not, even if they belong to the same web page. It is therefore reasonable 
to use users' preferences to redesign the hyperlink graph of a website [8]. Google 
Toolbar and Live Toolbar collect user browsing information. User browsing prefe-
rences is an important source of feedback on page relevance and importance and is 
widely adopted in website usability [3], [20], user intent understanding [22] and Web 
search [9] research studies. By utilising the user browsing behaviour, website struc-
tures can be revised by deleting unvisited web pages and hyperlinks and relocating 
web pages and hyperlinks according to their importance as perceived by the users, i.e. 
as the number of clicks show. Liu et al. (2008) developed a “user browsing graph” 
with Web log data [10]. A website representing graph as derived from user browsing 
information can lead to a website structure closer to users’ needs, because links in the 
website graph are actually chosen and clicked by users. Liu et al. (2008) also pro-
posed an algorithm to estimate page quality, BrowseRank, which is based on conti-
nuous-time Markov process model, which according to their study performs better 
than PageRank and TrustRank. 
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3 Fuzzy Relations and Fuzzy Classification 

3.1 Fuzzy Relations 

Fuzzy relations are important for they can describe the strength of interactions be-
tween variables [11]. Fuzzy relations are fuzzy subsets of X×Y, that is mapping from 

X Y. Let X, Y ⊆R be universal sets. Then  

 }),(|)),(),,{((
~

YXyxyxyxR R ×∈= μ  (1) 

is called a fuzzy relation on X×Y [23]. 

3.2 Fuzzy Classification with Equivalence Relation 

Numerous classification methods have been proposed so far including cluster analy-
sis, factor analysis, discriminant analysis [16], k-means analysis [14], c-means clus-
tering [21]. According to Ross (2010) there are two popular methods of classification 
namely the classification using equivalent relations and the fuzzy c-means. Cluster 
analysis, factor analysis and discriminant analysis are usually applied in classic statis-
tical problem where large sample or long term data is available. When dealing with 
small data k-means or c-means methods are preferred [18]. In this paper, we use fuzzy 
equivalent relations and lambda-cuts (λ-cuts) to classify links, according to their im-
portance in a website. Classification based on λ-cuts of equivalent relations is used in 
many recent studies [6], [17] and [19]. An important feature of this approach is that 
for its application it is not required to assume that the number of clusters is known as 
it is required by other methods such as in the case of k-means and c-means clustering 
[18]. 

A fuzzy relation on a single universe X is also a relation from X to X. It is a fuzzy 
tolerance relation if the two following properties define it: 

Reflexivity: μR(xi, xi) = 1 
Symmetry: μR(xi, xj) = μR(xj, xi) 
Moreover, it is a fuzzy equivalence relation if it is a tolerance relation and has the 

following property as well: 
Transitivity: μR(xi, xj) = λ1 and μR(xi, xk) = λ2 → μR(xi, xk) = λ, where λ ≥ min[λ1, λ2]. 
Any fuzzy tolerance relation can be reformed into a fuzzy equivalence relation by 

at most (n – 1) compositions with itself. That is: 

 RRRRR n ~~
...

~~~
111

1
1 ==−   (2) 

In fuzzy equivalent relations, their λ-cuts are equivalent ordinary relations.  
The numerical values that characterize a fuzzy relation can be developed by a 

number of ways, one of which is similarity[15]. Min-max method is one of the simi-
larity methods that can be used when attempting to determine some sort of similar 
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pattern or structure in data through various metrics. The equation of this method is 
given below: 
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where i, j = 1,2,…,n 
In this paper, we use min-max similarity method due to its simplicity and common 

use [15]. 

4 Proposed Methodology 

Assume a website (WS) consists of a number (p) of web pages (wp) such as 
WS={wp}. A website is regarded as a set of partially ordered web pages, according to 
their popularity in terms of users’ preferences, i.e. visits. Thus, assuming a website 
has three levels of web pages, the web pages are allocated to a website level accord-
ing to the demand users show for the web page. 
 
The proposed methodology consists of the following steps: 

1. Identify the links of each web page in a website. 
2. In order to capture the users’ browsing behaviour, first measure the clicks 

made for each link (li), then compute and normalise their demand using the 
following type: 
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where Dli is the demand for link i, i=1,2,…,n and Cli are the number of clicks 
for the link i. Dli  [0,1]. 

3. Fuzzify the Dli using triangular fuzzy numbers (TFNs) and specify their cor-
responding linguistic variables. 

4. Calculate the membership degree to the corresponding linguistic variables for 
each link, using membership functions. The membership function of a TFN is 
given by the following formula: 
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5. Calculate the fuzzy tolerance relation ( tR
~

), using min-max similarity method, 

as in Eq. (3). 
6. Calculate the fuzzy equivalent relation using Eq. (2). 
7. Decide on the λ-cuts to be used. 
8. Classify web page links according to λ-cuts. The derived clusters constitute the 

redesigned web pages. 
9. Calculate the new demand for each of the newly formed web pages, according 

to the type:  

 
=

=
n

i
ij ClDwp

1

, (6) 

where Dwpj is the demand for web page j, with (i) and (n) indicating the 
hyperlinks and the number of hyperlinks in the webpage respectively. The 
demand for each web page is calculated according to the total number of the 
clicks made to all links in this specific page.  

10. Normalize the demand for the new web pages and then fuzzify the Dwpj. 
Since a website is a partially ordered set of web pages, the newly formed we 
pages are allocated to a level a website hierarchy level according to their de-
mand. The higher the demand the higher the level they are assigned to. 

11. Calculate the validation index as shown in Eq. (7) for different λ-cuts. The λ-
cut value that maximises the validation index indicated the optimum number 
of clusters. 
 

mC /)(λλ −  (7) 
 

The C(λ) indicates the number of clusters and the (m) shows the number of da-
ta sequence that are subject to clustering. 

5 Illustrative Example 

The following example illustrates the proposed methodology. Let us consider of a 
website that originally has a total of 10 links (i=10) in all of its 5 web pages as shown 
in Fig 1.  

By the use of cookies we can identify the number of clicks each of these links has 
had in a specific time period. Then according to Eq. (4) the demand of each link can 
be calculated. In our example, let’s say that the Dlis are: {0.31, 0.68, 0.45, 0.25, 0.76, 
0.59, 0.88, 0.39, 0.77, 0.25}. 

To fuzzify the Dli we will use three TFNs with their corresponding linguistic va-
riables, which are Low = (0, 0.3, 0.5), Medium=(0.3, 0.5, 0.7) and High=(0.5, 0.7, 1). 
Then, we calculate the membership degree of each link to the corresponding linguistic 
variable using Eq. (5), as seen in Table 1. 
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The next step is to decide on the λ-cut. Assuming that the λ-cut that maximises the 
validation index shown in formula (7) is 0.5 we have: 
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Eq. (10) is then used to classify each of the 10 links in our example. In this case, 
we find four classes, each of which includes specific links: class1={l1,l4,l10}, 
class2={l2,l5,l7,l9}, class3={l3,l8} and class4={l6}. We then re-create the website, hav-
ing this time only four (out of the original five) web pages. The next step is to calcu-
late the new demand for each of the four newly created web pages, using Eq. (6). In 
our case we find: Dwp1=395, Dwp2=44, Dwp3=442 and Dwp4=62. Then we normal-
ize each of the Dwpi and we get Dwp1=395/943=0.42, Dwp2=44/943=0.05, 
Dwp3=442/943=0.47 and Dwp4=62/943=0.07.  

To fuzzify the Dwpi we use the same three TFNs we used when fuzzifying the Dli. 
That is Low = (0, 0.3, 0.5), Medium = (0.3, 0.5, 0.7) and High = (0.5, 0.7, 1). By cal-
culating the membership functions for each Dwpi to each TFN, we find that 
μLow(Dwp1) = 0.4, μMedium(Dwp1) = 0.6, μHigh(Dwp1) = 0, μLow(Dwp2) = 0.17, 
μMedium(Dwp2) = 0, μHigh(Dwp2) = 0, μLow(Dwp3) = 0.15, μMedium(Dwp3) = 0.85, 
μHigh(Dwp3) = 0, μLow(Dwp4) = 0.23, μMedium(Dwp4) = 0 and μHigh(Dwp4) = 0. We can 
then easily understand that wp1 and wp3 belong to the “Medium” category, whereas 
wp2 and wp4 belong to the “Low” category. To decide on the level of each web page 
to the website, we take all web pages found in the “High” category and put them in 
Level 1, then the web pages found in the “Medium” category are organized in Level 2 
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Abstract. Prostate cancer is the second cause of cancer in males. The
prophylactic pelvic irradiation is usually needed for treating prostate
cancer patients with Subclinical Nodal Metestases. Currently, the physi-
cians decide when to deliver pelvic irradiation in nodal negative patients
mainly by using the Roach formula, which gives an approximate estima-
tion of the risk of Subclinical Nodal Metestases.

In this paper we study the exploitation of Machine Learning tech-
niques for training models, based on several pre-treatment parameters,
that can be used for predicting the nodal status of prostate cancer pa-
tients. An experimental retrospective analysis, conducted on the largest
Italian database of prostate cancer patients treated with radical Exter-
nal Beam Radiation Therapy, shows that the proposed approaches can
effectively predict the nodal status of patients.

Keywords: Machine Learning, Classification, Medicine Applications.

1 Introduction

Prostate cancer is the second cause of cancer in males [14]. External Beam Ra-
diation Therapy (EBRT) has a well established role in the radical treatment
of prostate cancer [1,2], but some issues still remain to be uniformly defined
amongst Radiation Oncologists. One of these issues is the role of the pelvic irra-
diation. The irradiation of pelvic nodes remains controversial in the treatment
of intermediate and high risk nodes-negative prostate cancer. The main problem
is that microscopic Subclinical Nodal Metestases (SNM) can not be detected by
the available technology: the low sensitivity of computed tomography (CT) and
magnetic resonance imaging (MRI) limits their usefulness in clinical staging [20].
This results in prostate cancer patients that are considered as nodes-negative
even though, in fact, they have SNM.

Even if some retrospective studies [23,24] showed a significant advantage in
terms of biochemical control for patients having an extended primary tumor and
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a risk > 15% (estimated with Roach formula [22]), other retrospective studies,
that specifically addressed to establish the role of the pelvic irradiation, [3,16,18]
failed in showing any significant advantage in favour of the pelvic irradiation.

In order to help the clinician in the decision to treat or not pelvic nodes, many
predictor tools have been proposed in the literature, most of them based on linear
regression analyses [22,20,17]. One the most diffused methods to predict the SNM
of prostate cancer patients is the Roach formula [22]. The reason of its success is
principally its simplicity, as it is based on only 2 parameters: the Gleason Score
sum (GSsum) and the Prostate Specific Antigen (PSA) level. GSsum is obtained
by the analysis of the specimens of the biopsy: the pathologist assigns a grade to
the most common tumor pattern, and a second grade to the next most common
tumor pattern. The two grades are added together to get a Gleason Score sum.
The PSA is a protein secreted by the epithelial cells of the prostate gland. PSA
is present in small quantities in the serum of men with healthy prostates, but it
is often elevated in the presence of prostate cancer or other prostate disorders.

The Roach formula is shown in Equation 1. In its last formulation it gives the
estimated risk of SNM and when this risk is bigger than 15-25%, Radiation On-
cologists often deliver EBRT to the pelvic nodes. Despite that, this method
presents some important limits in the more updated and used formulation,
the principal one being the absence of information about the clinical stage of the
tumor, that has been already showed to be an important factor influencing the
risk of nodal involvement [17].

2

3
× PSA+ ([GSsum− 6]× 10) (1)

Other methods, as the Partins Tables [20], do not share the same simplicity
of the Roach formula, but they consider the clinical stage of the tumor. On the
other hand their accuracy is still an argument of discussion [21,11]. Moreover,
some important limits exists also for the Partins Tables: they consider only a
limited part of the population of prostate cancer patients and, furthermore, it
has been showed that their algorithm overestimate the presence of lymph node
and seminal vesicle involvement in patients with a predicted risk of 40% or more
[15]. This could mean that a large part of patients would be uselessly treated
on the pelvis and exposed to the potential side effects of the pelvic irradiation
(acute and/or chronic colitis, diarrhea, cystitis).

Last but not least, all the proposed algorithms estimates only a rate of risk of
SNM (sometimes with large confidence intervals) and their outputs are not based
on a clear dichotomic yes/not criteria. This leads to different interpretation of
their outcome, that results in different treatments delivered to similar patients.

In this paper we study the exploitation of three Machine Learning (ML) clas-
sification algorithms to define patients presenting a SNM status, which can not
be detected by MRI or CT, for helping the clinician in deciding the treatment
of pelvic nodes. The generated models are based on several pre-treatment pa-
rameters of prostate cancer patients.

The possibility to have a reliable predictor to define the nodal status of
prostate cancer patients could have a potential interest also in the field of Health
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Economy: it has been calculated that to not perform a staging abdominal CT
in low risk patients –which would be avoided by exploiting an accurate predic-
tion of the nodal status of the patients– could reduce medical expenditures for
prostate cancer management by U.S. $ 20 - 50 million a year [20].

2 Methodology

2.1 Data

The Pattern of Practices II was retrospectively analyzed. It is the largest Ital-
ian database including clinical, diagnostic, technical and therapeutic features of
prostate cancer patients treated with radical EBRT (+/- hormonal therapies) in
15 Italian Radiation Oncology centers between 1999 and 2003. A total of 1808
patients were included in this analysis.

The pre-treatment features were chosen considering the “real life” situation
of the Radiation Oncologist visiting for the first time a prostate cancer patient.
Their decision to treat or not the pelvic nodes would be based only on the clinical
stage of the tumor, the total Gleason Score (e.g. 3+4) and the Gleason Score
sum (e.g. 3+4=7), the initial PSA value, the age of the patient and the presence
of an ongoing hormonal therapy. The initial clinical stage of the tumor has been
defined with the TNM system, that describes the extent of the primary tumor
(T stage), the absence or presence of spread to nearby lymph nodes (N stage)
and the absence or presence of distant spread, or metastasis (M stage) [9]. The
domains of the considered variables are defined as shown in Table 1. In this
study the machine learning techniques were used for predicting the value of N:
N+ indicates patients with nodal involvement, N0 indicates that patients that do
not have any nodal involvement.

N+ patients were defined as those with a positive contrast enhanced pelvic
magnetic resonance imaging (MRI) and/or computed tomography (CT) scan;
those showing a nodal only relapse after RT were also classified as N+ (as none
of them received pelvic RT). With these criteria, a total of 55 N+ patients were
identified out of the 1808 patients considered.

Following the D’Amico [8] classification that takes into account the initial
PSA, the GS and the clinical T stage, patients were classified in three prog-
nostically different sets, namely: low, intermediate and high risk. Each category
included, 317, 577 and 914 patients, respectively. Finally, 6/317 (1.9%), 10/577
(1.7%), 39/914 (4.2%) N+ patients were found in the 3 D’Amico sets.

2.2 Classification Methods

The selection of the classification techniques to exploit is a fundamental part of
this work. Since the objective of the study is to obtain an automated system
for supporting the physicians in their work, we looked for something that is
reliable, allows accurate predictions and, at the same time, it is easy to explain
and to represent. After discussing with Radiation Oncologists and physicians
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Table 1. The domains of the considered variables on the selected patients. N represents
the nodal status of patients, that is the variable that we want to predict.

Variable name Domain

GS
1+1, 1+2, 1+3, 2+1, 2+2, 2+3, 2+4, 2+5

3+1, 3+2, 3+3, 3+4, 3+5, 4+2, 4+3
4+4, 4+5, 5+1, 5+2, 5+3, 5+4, 5+5

GSum 2 – 10
Age 46 – 86
Initial PSA 0.1 – 1066
T 1, 1a, 1b, 1c, 2, 2a, 2b, 2c, 3, 3a, 3b, 4
Hormonal therapy 9 possible therapies + no therapy

N N+, N0

we observed that they will trust and evaluate the suggestions of the automated
system only if it is possible to understand how the decisions are taken. Mainly
for the latter requirement, we focused our study on decision trees. A model
generated by decision tree approaches can be easily represented, and it is intuitive
to follow the flow of information and to understand how the suggested outcome
is generated.

We considered three machine learning techniques for classification, based on
decision trees, included in the well known tool WEKA [12]: J48 [19], Random
Tree [10] and Random Forest [5]. Even if we are aware of the objective difficulty
for humans to interpret the raw model generated by the Random Forest approach
[4], we believe that it will be possible to represent the models generated by this
classifier in an understandable format. Moreover they have demonstrated to
achieve very good performance in classification [6].

2.3 Experimental Design

The classification methods are used for classifying patients as N0 (not affected by
nodal metastasis) and N+ (affected by nodal metastasis). The classes of patients
N0 and N+ are very imbalanced through all the D’Amico categories of risk (low,
medium and high), and in the whole database. The N+ population represents less
then the 4% of the all entire set. For balancing the classes among the considered
data sets we applied three different strategies: oversampling, undersampling, and
a mix of them, as follows.

– A random undersampling of the N0 patients.
– B random oversampling of the N+ patients.
– C random undersampling of the N0 patients and random oversampling of

the N+ patients.

Random oversampling and undersampling techniques were selected due to the
improved overall classification performance, compared to a very imbalanced data
set, that base classifiers can achieve [13]. Given the fact that it is still not clear
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which technique could lead to better performance, we decided to experimentally
evaluate three combinations of them.

The sampling techniques were applied on the different categories of risk, lead-
ing to nine different data sets. The resulting datasets had a distribution of about
40%-60% of, respectively, N+ and N0. Furthermore we generated a further dataset
that considers the whole population of the database. The sampling techniques
were applied also to this dataset.

Each of the selected classifying techniques was trained on the previously de-
scribed data sets separately, and the resulting predictive models were then eval-
uated using a k-fold cross-validation strategy.

For the Roach formula we considered three different cut-offs: 15, 10 and 5
percent. Using a 5% cut-off corresponds to a pessimistic evaluation of the clinical
data, and leads to overestimate the risk of a patient to be N+, while the 15%
value corresponds to a more optimistic approach. The Roach formula does not
need any training on the data sets and is meant to be used as-is, for this reason
we applied it directly to the original datasets.

3 Results

In Table 2 the results of the comparison between Roach formula and the selected
machine learning algorithms are shown. For the comparison we considered four
different metrics: number of patients classified as false negative, specificity, sen-
sitivity and accuracy of the model. The number of false negative, i.e., patients
N+ classified as N0, is critical. These are patients that require to be treated with
pelvic irradiation but that, according to the classification, will not be treated.
Specificity, sensitivity and accuracy are showed as indexes of the overall quality
of the generated models. They indicate the proportion of patients classified as
N0 which are actually N0 (specificity), the proportion of patients classified as N+
which are actually N+ (sensitivity), and the proportion of the patients correctly
classified, regardless to their class (accuracy).

By analyzing the results shown in Table 2, we can derive some interesting
observations. Regarding the Roach formula, we can derive a precise behaviour.
Its ability in identifying affected patients increases with the category of risk, but
at the same time also the number of false positive increases dramatically. On the
other hand the accuracy, very good in low risk patients, decreases in medium
and high risk patients. The number of false negative rapidly decreases from low
risk to high risk categories, because in the latter the Roach formula is classifying
as affected a significantly large percentage of the population.

As expected, the performance of the machine learning approaches does not
significantly change between the risk categories. On the other hand the sampling
technique used on the data set has a great impact on the overall performance.
The data set obtained by applying only the undersampling (A) usually leads the
algorithms to poor performance, mainly because of the very small populations
of the resulting data sets. The only exception is the decision tree generated by
the J48 algorithm for the high risk patients, which achieved significant results
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Table 2. The results, in terms of number of false negative (2nd column), specificity,
sensitivity and accuracy, achieved by the Roach formula with the different cut-offs and
the selected classification algorithms on low (upper), medium (middle) and high (lower)
risk patients. The numbers in brackets indicate the population of the considered data
set.

Roach cut off False Neg Specificity (%) Sensitivity (%) Accuracy (%)

15% 6 0.0 100.0 98.1
10% 6 0.0 100.0 98.1
5% 6 0.0 87.0 85.8

ML Approaches False Neg Specificity (%) Sensitivity (%) Accuracy (%)

J48 A (12) 6 0.0 50.0 25.0
J48 B (612) 0 100.0 92.5 96.3
J48 C (354) 0 100.0 94.7 97.2

RandomT A (12) 3 50.0 0.0 25.0
RandomT B (612) 0 100.0 94.8 97.4
RandomT C (354) 0 100.0 95.2 97.5

RandomF A (12) 6 0.0 33.3 16.7
RandomF B (612) 0 100.0 98.7 99.4
RandomF C (354) 0 100.0 98.4 99.2

Roach cut off False Neg Specificity (%) Sensitivity (%) Accuracy (%)

15 6 40.0 64.9 64.6
10 3 70.0 48.6 49.0
5 3 70.0 33.4 34.0

ML Approaches False Neg Specificity (%) Sensitivity (%) Accuracy (%)

J48 A (20) 1 90.0 40.0 65.0
J48 B (966) 0 100.0 93.1 96.0
J48 C (433) 0 100.0 97.7 98.9

RandomT A (20) 4 60.0 100.0 80.0
RandomT B (966) 0 100.0 96.5 97.9
RandomT C (433) 0 100.0 97.7 98.9

RandomF A (20) 4 60.0 90.0 75.0
RandomF B (966) 0 100.0 97.7 98.7
RandomF C (433) 0 100.0 99.1 99.5

Roach cut off False Neg Specificity (%) Sensitivity (%) Accuracy (%)

15 3 92.3 20.1 23.2
10 3 92.3 14.5 17.8
5 2 94.9 9.9 13.6

ML Approaches False Neg Specificity (%) Sensitivity (%) Accuracy (%)

J48 A (78) 1 97.4 100.0 98.7
J48 B (1460) 0 100.0 88.6 93.2
J48 C (701) 0 100.0 92.9 96.4

RandomT A (78) 11 71.8 79.5 75.6
RandomT B (1460) 0 100.0 94.9 96.9
RandomT C (701) 0 100.0 96.9 98.4

RandomF A (78) 2 94.9 97.4 96.2
RandomF B (1460) 0 100.0 96.1 97.7
RandomF C (701) 0 100.0 95.4 97.7
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Table 3. The results, in terms of number of false negative (2nd column), specificity,
sensitivity and accuracy, achieved by the Roach formula with the different cut-offs and
the selected classification algorithms on the complete data set. The numbers in brackets
indicate the population of the considered data set.

Roach cut off False Neg Specificity (%) Sensitivity (%) Accuracy (%)

15 15 75.4 44.2 45.1
10 12 80.3 33.4 34.7
5 11 81.2 32.0 32.7

ML Approaches False Neg Specificity (%) Sensitivity (%) Accuracy (%)

J48 A (110) 10 81.8 81.8 81.8
J48 B (3039) 0 100.0 92.1 95.5
J48 C (1489) 0 100.0 91.1 95.5

RandomT A (110) 14 74.6 78.2 76.4
RandomT B (3039) 0 100.0 96.2 97.8
RandomT C (1489) 0 100.0 94.8 97.4

RandomF A (110) 9 83.6 78.2 80.9
RandomF B (3039) 0 100.0 96.9 98.2
RandomF C (1489) 0 100.0 96.3 98.1

in both accuracy and sensitivity. This is a surprising result, given the fact that
the use of the cross-validation technique should avoid (or, at least, significantly
limit) the overfitting issue [13,7].

Usually the best performance are achieved by the classification models gen-
erated by the random forest algorithm on either B or C data sets. It is also im-
portant to note that all the models generated by the selected machine learning
approaches lead to 0 false negative while exploiting B or C sampling techniques.

In Table 3 the results of the comparison between Roach formula and the
selected machine learning algorithms, on the whole population, are shown. A
striking result is that the number of false negative is still 0 for all the selected
machine learning approaches on the data sets generated by the B or C sampling
techniques. This results is confirmed by the 100.0% specificity value. It should
also be noticed that a very few number of patients that are classified as N+ by
the proposed techniques, are actually N0; this means only a small number of
patients will receive a pelvic irradiation, and it is in contrast with the results
obtained with the classical Roach method, even with the more optimistic cut-off
(15%). Furthermore the overall accuracy is very high.

Regarding the Roach formula, the high number of high risk patients, that
leads the formula to define as N+ a very high percentage of N0 patients (as
shown in Table 2), results in poor performance. It is also disappointing that
many affected patients are classified as N0 even by the most pessimistic cut-off
of the 5%. We experimentally observed that by using smaller cut-offs, almost all
the high risk patients will be considered as N+; considering that they are actually
the 4.2%, this result is not relevant and the corresponding cut-off cannot be use
by physicians for taking every day decisions.
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4 Conclusions and Future Work

Prostate cancer is the second cause of cancer in males. Radiotherapy has a well
established role in the radical treatment of prostate cancer, but some issues still
remain to be uniformly defined amongst Radiation Oncologists. One of these
issues is the role of the pelvic irradiation and, in particular, when a prostate
cancer patient should or should not receive it. Currently, the decision regarding
the pelvic irradiation is still taken mainly by estimating the risk through the
Roach formula, which is very inaccurate. The main issue of this formula is related
to the small number of pre-treatment parameters that it considers.

In this paper we proposed a different approach, based on three well known
classification algorithms: J48, random tree and random forest. The decision trees
algorithms have been chosen due to their intuitive representation, which could
make them more trustable for the physicians. These techniques have been ex-
ploited for generating a predictive model that will support physicians in taking
every day decisions. In order to test and experimentally evaluate the proposed ap-
proaches we used the largest Italian database of prostate cancer patients treated
with radical EBRT. Given the fact that the classes to predict were very im-
balanced, we applied random oversampling and undersampling techniques for
preprocessing them; this lead to three different data set that were then com-
pared with the Roach formula. The results obtained by the ML algorithms are
significantly better; they show that the decision trees classification algorithms
can be effectively exploited for supporting the physicians in every day work.
The proposed models are usually able to correctly identify all the N+ patients
and, furthermore, to limit the number of N0 patients that will receive a pelvic
irradiation. Moreover, it seems that the application of both undersampling and
oversampling is the best strategy for handling this data.

We see several avenues for future work. Concerning the model generation, we
are interested in evaluating the proposed approaches on different, and possibly
larger, prostate cancer patients databases. We are also interested in studying the
possible differences between different populations of patients (maybe gathered
from different geographical regions) and the generated models. It could happen
that very different populations lead to the generation of significantly different
predictive models; in this case the proposed approach can be explicitly trained
for handling different populations.

On the other hand, we are interested in studying a technique for selecting the
model to exploit for supporting physicians decisions. A possibility could be the
combination of the classifications provided by the models generated by the three
exploited classifiers. Additionally, better results could be achieved by clustering
the patients and selecting, for each cluster, the best performing approach.

Finally, we are planning to make available a decision support system based
on the proposed study. The main features of the DSS that we are designing
are: (i) let clinicians to be able to predict the nodal status of new patients; (ii)
update the patients database by integrating new patients; (iii) keep the predictive
model updated with the new added patients and, (iv) receive feedback from the
community. The proposed enhanced DSS will have an intuitive presentation of
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the models. It will be made available online and via applications for mobile
devices; they are currently extensively used by clinicians in every day work.
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Abstract. This paper investigates the use of autoregressive (AR) model
order estimation criteria for monitoring awareness during anaesthesia.
The Bayesian Information Criterion (BIC) and the Akaike Information
Criterion (AIC) were applied to electroencephalogram (EEG) data from
29 patients, obtained during surgery, to estimate the optimum multi-
variate AR model order. Maintenance of anaesthesia was achieved with
propofol, desflurane or sevoflurane. The optimum orders estimated from
the BIC reliably decreased during anaesthetic-induced unconsciousness,
as opposed to AIC estimates, and, thus, successfully tracked the loss of
awareness. This likely reflects the decrease in the complexity of the brain
activity during anaesthesia. In addition, AR order estimates sharply
increased for diathermy-contaminated EEG segments. Thus, the BIC
could provide a simple and reliable means of identifying awareness dur-
ing surgery, as well as automatic exclusion of diathermy-contaminated
EEG segments.

Keywords: anaesthesia, AR model order estimation, awareness, EEG.

1 Introduction

Intraoperative awareness is the phenomenon where patients regain conscious-
ness during surgery. It can lead to severe psychological consequences, such as
post-traumatic stress disorder, and economic consequences, such as large insur-
ance compensations. The reported incidence of intraoperative awareness ranges
from 0.1−0.8% [1]; however, due to the amnesic effect of certain anaesthetics,
some patients have no recollection of regaining awareness, therefore it is likely
that the real incidence of awareness is much higher. The problem becomes more
serious due to the routine administration of muscle relaxants with anaesthetic
agents, thus placing patients who regain awareness in a state of ‘awake paral-
ysis’. Several indices have been applied to monitor the depth of hypnosis (for
a review see [2]) and some devices are commercially available (e.g. Bispectral
Index monitor - BIS). These devices convert some combination of various EEG
characteristics into a single number from 0-100 representing the level of hypnosis
(100 - ‘fully awake’, 0 - ‘isoelectricity’). Commercial devices suffer from a num-
ber of issues, e.g. estimation of the level of hypnosis can be affected by the type
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of anaesthetic or the administration of a muscle relaxant [3, 4], and the large
inter-subject variability is not captured by the fixed number that represents the
level of hypnosis [5].

In this work we propose a method for monitoring awareness based on track-
ing the anaesthetic-induced changes in EEG signal complexity. The proposed
method is based on the hypothesis that anaesthetics cause a decrease in the
optimum order necessary for EEG modelling with autoregressive (AR) models,
which are widely used in EEG analysis (e.g. [6–8]). Since estimating the opti-
mum AR model order is non-trivial several criteria have been introduced for
this purpose, with two of the most widespread being the Bayesian Information
Criterion (BIC) [9] and the Akaike Information Criterion (AIC) [10]. The abil-
ity of the BIC and the AIC to capture this anaesthetic-induced reduction in
EEG complexity is investigated. The choice of these measures for this purpose
is motivated by the fact that they can provide a computationally simple method
of monitoring awareness, while at the same time addressing some of the issues
faced by current monitors.

2 Methods

2.1 Dataset

The data used in the particular study were collected from 29 patients (mean age
42.6 ± 20.5; 1 female patient) undergoing routine general surgery at Nicosia Gen-
eral Hospital, Cyprus. The study was approved by the Cyprus National Bioethics
Committee and patients gave written informed consent. A detailed description
of the dataset and patient exclusion criteria can be found in previous studies
(see, for example, [11]). In summary, anaesthesia was induced with a propofol
(1%, 10 mg/ml) bolus. Maintenance of anaesthesia was achieved with (a) intra-
venous propofol administration (23 patients), or (b) inhalational administration
of sevoflurane (4 patients) or desflurane (2 patients). In most patients this was
titrated with remifentanil hydrochloride. During induction and/or maintenance
some patients received boluses of other drugs, such as neuromuscular blocking
agents (cisatracurium, rocuronium, or atracurium) and analgesics, as per surgery
requirements.

EEG data were collected using the TruScan32 system (Deymed Diagnostic)
at a sampling rate of 256Hz using 19 electrodes according to the 10/20 system
(FCz reference). The data were band-pass filtered at 1-100 Hz. Data recording
was performed throughout the entire surgical duration (pre-induction, induction,
surgery, recovery of consciousness). The point at which the patients stopped re-
sponding verbally to commands by the anaesthetist occurred less than a minute
after administration of the anaesthetic bolus, depending on patient character-
istics. Recovery of consciousness was defined as the point at which the patient
responded to verbal commands or tactile stimuli by the anaesthetist. Patient
response was expressed either as voluntary muscular movement in response to a
command by the anaesthetist or a verbal response. Throughout the recording,
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time stamps indicating important events, such as anaesthetic induction and re-
covery of consciousness, were manually inserted in the digital EEG record. These
markers were used in subsequent data analysis.

2.2 Multivariate AR Modelling

An AR model can be considered as a linear filter, which describes a current
value of a time series with T samples, X = {x(1), x(2), ..., x(T )}, using weighted
information from p past samples:

x(t) =

p∑
i=1

aix(t− i) + ei(t) (1)

where ei is normal noise. The standard AR model assumes a 1-dimensional time
series. However, in many situations it is desirable that N variables are modelled
together. This is particularly useful when this N -dimensional information is ob-
tained simultaneously, for example through EEG recordings. For this purpose,
the multivariate extension of the AR model (MVAR) can be used [12]. In MVAR
models information from all N -dimensional observations are taken into account
in a unified model of order p:

x(t) =

p∑
i=1

A(i)x(t− i) +E(t) (2)

where

x(t) =

p∑
i=1

⎡⎢⎣a11(i) · · · a1N (i)
...

. . .
...

aN1(i) · · · aNN (i)

⎤⎥⎦
⎡⎢⎣x1(t− i)

...
xN (t− i)

⎤⎥⎦+

⎡⎢⎣ e1(t)...
eN(t)

⎤⎥⎦ (3)

2.3 AR Model Order Estimation

A number of measures have been developed to estimate the optimum model
order. The most widespread are the Bayesian Information Criterion (BIC) [9]
and the Akaike Information Criterion (AIC) [10]. These criteria measure the
relative goodness of fit of a particular AR model. They provide relative measures
of the information loss when the model is applied on the observed data. Given a
set of models, the preferred one minimizes the information loss (log-likelihood)
estimated from the model order criteria.

The AIC is an information-theoretic measure derived by an approximate min-
imization of the difference between the true data distribution and the model dis-
tribution through the Kullback-Leibler divergence. One way of estimating the
AIC is via the residual sum of squares after regression on the data with a model
of order p,

AIC(p) = ln|σ2
e |+ 2

k

T
(4)
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where k = N ×N × p is the number of parameters estimated for a multivariate
model of order p and N dimensions, σ2

e is the variance of the model residuals,
and T is the number of samples. From the definition, the first term of the AIC
measures the difference between the log-likelihood of the fitted model and the
log-likelihood of the model under consideration. The second term is a penalty
term, which penalizes the addition of parameters. The combination of these two
terms results in large values of AIC when the model has too few or too many
parameters. Thus, the best model is one that provides both a good fit, and that
has a minimum number of parameters. This avoids the problem of overfitting.
The BIC estimation is very similar to the AIC. However, it differs from the AIC
in that it is based on Bayesian formalism and is derived from approximating the
Bayes Factor, i.e. the evidence ratios of models. It is defined as:

BIC(p) = ln|σ2
e |+ klnT (5)

Just as the AIC, the BIC also penalizes free parameters, but it does so more
strongly. Previous studies have demonstrated that, in general, the BIC is more
consistent in contrast to the AIC [13]. The AIC performs well in relatively small
samples, but is inconsistent and its performance does not improve in large sam-
ples; this is in contrast to the BIC, which appears to perform more poorly in
small samples, but remains consistent and its performance is improved with
larger sample sizes.

2.4 Methodology

Dimensionality Reduction. The original data space is 19-dimensional (num-
ber of electrodes). Fitting a 19-dimensional MVAR model of order p implies
estimation of 19 × 19 × p parameters. The requirement for EEG stationarity
does not allow the use of long segments; therefore, such a large number of pa-
rameters cannot be estimated reliably. In order to reduce the dimensionality,
and subsequently the number of estimated parameters, two approaches were
followed:

1. EEG aggregates: five brain areas were defined as the aggregate activity of
particular electrodes. These areas were: left frontal (LF: electrodes Fp1, F7,
F3, T3, C3), right frontal (RF: Fp2, F8, F4, C4, T4), left posterior (LP: T5,
P3, O1), right posterior (RP: T6, P4, O2), and midline (Z: Fz, Cz, Pz). In
defining these particular aggregates it was taken into account that fronto-
posterior interactions appear to play an important role in (un)consciousness.
Electrode impedance is measured automatically; thus, electrodes with high
impedance were subsequently excluded from aggregates estimation.

2. Frontal EEG: the majority of work in the literature, and also commercially
available depth of anaesthesia monitors, base their analysis on mono- or bi-
polar frontal EEG activity. Here, we also applied the BIC and AIC measures
on activity from electrode locations Fp1 and Fp2 only, in order to investigate
the reliability of such features.
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Optimum AR Order Estimation. The EEG data of each patient were anal-
ysed in non-overlapping windows of 2s duration. The window size should be large
enough to ensure adequate number of samples for accurate parameter estima-
tion, but also short enough to ensure data stationarity. The choice of 2-s fulfilled
both these requirements. For each window the optimum order from a range of
p = 2, 3, ..., 30 was estimated using the BIC and AIC measures, for both the
EEG aggregates and the frontal EEG. For each patient, the differences in the
estimated AR orders at the two conditions were tested for statistical significance
(ANOVA F-test, α = 0.05).

3 Results

Figure 1 shows the resulting BIC (a-b) and AIC (c-d) boxplots for wakefulness
and anaesthesia for all patients, for both EEG aggregates (a, c) and frontal EEG
(b, d). Statistical significance was estimated using ANOVA F-test (α = 0.05). All
differences between wakefulness and anaesthesia were significant. Specifically, for
aggregate activity, (1) BIC: F = 3535.01, p = 0, and AIC: F = 5452.03, p = 0.
For frontal activity, (1) BIC: F = 616.76, p = 0, and AIC: F = 253.00, p = 0.
The median AR orders from the aggregate EEG are (a) BIC: 10 (awake) and
7 (anaesthesia); (b) AIC: 30 (awake) and 14 (anaesthesia). For frontal EEG we
obtain (a) BIC: 13 (awake) and 10 (anaesthesia); (b) AIC: 30 (awake) and 30
(anaesthesia). Figure 2 shows the median optimum AR orders estimated for each
patient using the BIC (a-b) and AIC (c-d) for wakefulness and anaesthesia. All
differences were statistically significant (ANOVA F-test, α = 0.05), except for
patient S22 (indicated with an ‘*’ on figure 2). A general observation is the
overestimation of the optimum AR orders using the AIC measure.

4 Discussion

The optimum AR orders estimated from the BIC using the EEG aggregate
activity track the transitions between wakefulness and anaesthesia well. Admin-
istration of anaesthesia causes a decrease in the estimated optimum AR orders,
which remain stable throughout the entire duration of surgery, and increase
again after the patient regains consciousness at the end of surgery. This effect
was observed only for the BIC, with more robust estimates obtained from the
aggregate EEG. Despite a similar effect observed for the AIC, this was not ro-
bust and identification between awake and anaesthetized states was difficult.
Despite the large inter-subject differences in the raw EEG activity, the opti-
mum AR orders estimated for anaesthesia and wakefulness did not display large
inter-subject variability.

The more robust BIC performance could be explained through a represen-
tative example for a randomly chosen patient and EEG segment (fig. 4). The
estimated BIC values are in general higher than the AIC values, which is ex-
pected if we take into consideration the second term of eqs. 4 and 5. From fig. 4 it
can be seen that the changes in the AIC values become negligible for AR models
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Fig. 1. ANOVA Boxplots over all patients for optimum AR orders estimated during
awake and anaesthesia using the BIC (a)-(b), and the AIC (c)-(d). Optimum AR
orders in (a) and (c) were estimated from the EEG aggregates, while in (b) and (d)
from the frontal EEG. All differences between awake and ‘anaesthetized conditions are
statistically significant at the 95% significance level.

Fig. 2. Median optimum AR orders from BIC (a-b) and AIC (c-d) estimated using
EEG aggregate activity (a, c) and frontal activity (b, d), for individual patients. All
differences between ‘awake’ and ‘anaesthetized’ conditions are statistically significant
at the 95% significance level, except from one difference which is not statistically sig-
nificant; this is indicated by an ‘*’.
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Fig. 2. (Continued.)
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Fig. 3. A: Optimum AR orders for patient S3 throughout entire surgery (maintaince
with propofol), estimated by: (a) BIC and (b) AIC from aggregate EEG; and (c) BIC
and (d) AIC from frontal EEG. Vertical lines: dashed - induction (AI), dotted - recovery
of consciousness (ROC). Sharp peaks in (a) and (c) are caused by diathermy artefacts
(see panels B and C for corresponding EEG activity). B: Aggregate EEG for patient
S3 throughout surgery (62.3 minutes). Average activity at: (a) left frontal location.
High frequency peaks with larger amplitude than the EEG are diathermy artefacts.
(b) right frontal location, zoomed in to the amplitude level of the underlying EEG.
(c) left posterior at 12-20 min (high diathermy contamination). (d) Right posterior at
12-20 min, zoomed in to EEG amplitude level; and (e) midline at 58-62.3 min (patient
recovers consciousness at 56.6 min). C: Corresponding frontal EEG activity at (a) Fp1,
and (b) Fp2 (zoomed in).

with orders p > 13. However, the minimum AIC value is obtained at p = 23. In
contrast, the BIC decreases until a clear minimum value at p = 10 is reached,
after which it increases again. This is a direct result of the BIC estimation, which
penalises free parameters more strongly than the AIC. From these observations:
(a) the AIC indicates that the goodness of fit is not substantially improved using
models of orders p > 13, therefore an appropriate choice of model order without
taking into consideration the absolute minimum AIC value would be p = 13;
(b) the BIC indicates that the goodness of fit is not substantially improved using
models of orders p > 10, as can be seen by the penalty imposed at such models
by the BIC. Therefore, the combination of increasing goodness of fit and larger
penalty imposed on the number of free parameters ensures that the BIC attains
a clear minimum value at the smallest appropriate order.

The proposed method has several advantages over existing methods or com-
mercial monitors: (1) the estimated features remain stable over the entire surgical
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Fig. 4. An example of BIC and AIC values obtained at a randomly chosen EEG seg-
ment and a randomly chosen patient. The BIC displays a distinct minimum, as opposed
to the AIC, which tends to decrease asymptotically with the model order, resulting into
an overestimation of the model order. For this specific example, the optimum AR orders
are 10 and 23 as estimated by the BIC and the AIC respectively.

duration; (2) estimations are simple and fast; (3) the features are not affected by
the particular anaesthetic protocol; (4) wakefulness/anaesthesia can be identi-
fied through simple visual inspection of the estimated features, hence there is no
need for conversion to a ‘universal’ number from 0-100 or the use of a classifier;
(5) the estimated AR orders remain stable after anaesthetic administration is
switched off, indicating that the AR orders are not simply a reflection of the
metabolic decrease of the anaesthetic agent; and (6) diathermy-contaminated
EEG segments can be easily identified. In addition, the EEG data were obtained
from actual surgery. This allows us to investigate the stability of the estimated
AR order patterns and assess the clinical applicability of the proposed method.

5 Conclusion

The feasibility of utilizing autoregressive model order criteria for wakefulness /
anaesthesia discrimination from EEG activity during surgery was investigated.
The Bayesian Information Criterion (BIC) provided a reliable means of tracking
the reduction in EEG complexity during anaesthesia through providing lower
optimum AR order estimates. This effect can be tracked more reliably when
the BIC is applied on aggregate than frontal EEG activity. The same effect was
not clearly identifiable with the Akaike Information Criterion (AIC). However,
both measures provided AR orders that were statistically different during wake-
fulness/anaesthesia. The BIC could also be used for automatic identification of
diathermy-contaminated EEG segments. Future work will involve (i) investiga-
tion of other preprocessing methods for noise removal, e.g. Independent Compo-
nent Analysis, and (ii) the comparison of the proposed methodology with other
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methods, including other methods previously proposed by the authors (e.g. [11])
and other methods from the literature.
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Abstract. In this work, a machine-learning approach was developed, which per-
forms the prediction of the putative enzymatic function of unknown proteins, 
based on the PFAM protein domain database and the Enzyme Commission 
(EC) numbers that describe the enzymatic activities. The classifier was trained 
with well annotated protein datasets from the Uniprot database, in order to de-
fine the characteristic domains of each enzymatic sub-category in the class of 
Hydrolases. As a conclusion, the machine-learning procedure based on 
Hmmer3 scores against the PFAM database can accurately predict the enzymat-
ic activity of unknown proteins as a part of metagenomic analysis workflows. 

Keywords: Machine-learning, Enzymes, Proteins, Metagenomics. 

1 Introduction 

The emerging field of Metagenomics comprises the collection and analysis of large 
amounts of DNA that is contained in an environmental niche [1]. Due to the recent 
advances in high-throughput sequencing, very large amounts of nucleotide sequences 
can be generated in short time. Because of the increased volume of data, metagenom-
ics is a promising way to identify novel enzymes and protein functions. However, 
despite the advances in high-throughput sequencing, the development of appropriate 
analysis tools remains challenging. Here, we developed a classifier for the prediction 
of protein enzymatic activity in metagenomic samples. Enzymes are proteins that are 
used in a wide range of applications and industries, such as Biotechnology and Bio-
medicine. In order to correlate unknown amino acid/nucleotide sequences with en-
zyme classes the PFAM database and the Enzyme Nomenclature system were used. 
PFAM is a database of protein families [2]. Each family is represented by a multiple 
sequence alignment which is generated by Hidden Markov Models (HMMs) with the 
Hmmer3 [3] program. Proteins consist of one or more functional regions which are 
called domains, i.e. the existence of a domain in the tertiary structure of a protein, 
imply a specific function. Thus, proteins of the same family will include identical or 
similar domains. The PFAM database contains information about protein families, 
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their domains and their architecture. Each entry, represented by a PFAM id, corres-
ponds to a single domain. The similarity of an unknown protein with a protein domain 
may give great information about its function and its phylogenetic relationships. 

The Enzyme Nomenclature (EC) is a numerical classification system for enzymes, 
based on the chemical reaction that they catalyze. It was developed under the auspices 
of the International Union of Biochemistry and Molecular Biology during the second 
half of twenty-first century. Each entry of Enzyme Nomenclature is a four-number 
code, the enzyme commission number (EC number), which is associated with a spe-
cific chemical reaction. Thus each enzyme receives the appropriate EC number  
according to its chemical activity. The first number of code specifies the major cate-
gory of catalyzed chemical reaction. There are six major categories of catalysed bio-
chemical reactions: Oxidoreductases: 1.-.-.-, Transferases: 2.-.-.-, Hydrolases: 3.-.-.-, 
Lyases: 4.-.-.-, Isomerases: 5.-.-.-, Ligases: 6.-.-.-. The next two numbers specify the 
subclasses of major class and the last one states the substrate of the reaction. For in-
stance, the EC number 3.1.3.- refers to the hydrolysis of phosphoric mono-ester bond 
and 3.1.3.11 refers to the hydrolysis of fructose-bisphosphatase which contains a 
phosphoric mono-ester bond. The classifier developed in the current study was able to 
classify unknown amino acid sequences originating from metagenomic analysis to 
hydrolases classes pursuant to the results of Hidden Markov Model detection. The 
classifier consisted of separate classification models, where the classification type was 
binominal, i.e. is EC number or is not EC number. In order to train the classifier we 
used well-annotated proteins and analyzed them with Hmmer3. The result was the 
score of similarity between an examined sequence and a protein domain. As a result, 
the features of the training data were the PFAM ids and the vector of each training 
example included its scores to the appropriate fields. 

2 Dataset 

In order to train the classification models, we used well-annotated proteins from the 
UniProt database [4]. We specifically selected all the reviewed sequences from the 
reference proteome set of bacteria (taxonomy: 2). The Uniprot database was used 
because it is a high quality, manually annotated and non-redundant protein database. 
A total number of 45612 sequences were collected. During the training of the classifi-
cation models, we selected an amount of known proteins according to their EC  
numbers. A separate classification model was trained for each EC number, using bi-
nominal training data as positive and negative examples. The positive examples were 
sequences that belonged to a specific EC number (for example 3.1.3.1). In contrast, 
sequences that belonged to the same EC upper class, but differ in the last digit (i.e. 
3.1.1.- ), were the negative examples. In this way, we aimed at the detection of differ-
ences in features context, which separated a specific EC number protein family from 
all the other proteins whose EC number differed in the last digit. 
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3 Methods 

3.1 Training of Enzymatic Classification Models 

In order to train separate models for each enzymatic category of the Hydrolases class 
we implemented a procedure which automatically constructed the corresponding 
training sets (Fig. 1). In the first step, all sequences that are annotated with the specif-
ic EC number were selected from the dataset as positive examples. Each EC number 
has its upper class number (for EC number 3.-.-.- the upper class is all the no 3.-.-.- 
classes, i.e. all enzymes which are not hydrolases). In the second step the procedure 
selected, as negative example set, an equal amount of sequences that belonged to the 
upper class but not to the specific EC number. Consequently, the difference between 
positive and negative training data examples was the last EC number digit. Note that 
there were some conditions to be tested, especially for the EC numbers with three or 
four digits, during the execution of this step. The procedure stopped if the amount of 
positive examples was less than five or if negative examples were not found. Thereaf-
ter these two sets of examples were analyzed by Hmmer3 against the HMM profiles 
of the PFAM-A database in order to collect the domain scores as training features. For 
each enzymatic category an HMM profile library was thus constructed, which con-
tained all the PFAM domains having a score against the sequences in the correspond-
ing training set. For models corresponding to three- or four-digits EC numbers, a cus-
tom HMM profile was automatically constructed from the positive example set and 
was added to the HMM profile library as an additional feature representing the whole 
sequence length. The training was performed with the k-nearest neighbor (k-NN) 
algorithm using the Euclidean distance of 4-nearest neighbors, in a10-fold cross-
validation process (stratified sampling). The choice of the parameter k=4 was made 
based on the size of the smaller training sets (12-15 examples). Thus, a stable value 4 
was given to k representing approximately the one third of the smallest training data.  

3.2 Application of the Trained Models to Unlabeled Sequences 

The classification procedure automatically performed Hmmer3 analysis on the unla-
beled sequences against the PFAM database and collected their scores as features 
(Fig. 2). Afterwards, the trained models were applied to the unlabeled feature sets 
starting from the general classification in Hydrolases class (i.e. EC number 3.-.-.-). 
Then the procedure continued to the subclasses with two, three and four EC number 
digits. The classification procedure was not hierarchical top-down as there was not 
any filtering method during the descending in enzyme subclasses, like the exclusion 
of sequences which are not annotated as hydrolases in the first classification task. 
Filtering was avoided because we observed that the classification procedure in main 
hydrolase class (3.-.-.-) and its subclasses (3.1.-.-, 3.2.-.- etc) had some false negatives 
that were correctly classified during the next steps in more detailed EC number 
classes with three or four digits. However, not all sequences passed through the classi-
fication procedures. As mentioned above, the training set of each EC number con-
tained a particular set of features (HMM profile library). In the unlabeled sequences 
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classification task, the sequences having no score against this feature set were filtered 
out as they were considered distant from the upper-level EC number category. The 
volume of unlabeled sequences to be tested was thus reduced as an execution time 
optimization of the procedure. 
 

 

Fig. 1. Procedure of training of the EC number classification models  
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Fig. 2. Procedure of classification of unlabeled sequences 
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4 Results  

The procedure comprised 163 classifiers. The accuracies and F-scores in 10-fold cross 
validation, of a representative classifiers part, are listed in Table 1. The vast majority 
of classifiers had an accuracy of above 95%. Table 2 indicates the mean value and the 
standard deviation of accuracies for each level of enzyme class. Classifiers with two 
digits (i.e. 3.1.-.-, 3.2.-.-, 3.4.-.-, 3.5.-.-, 3.6.-.-) had a mean accuracy of 94.56%, those 
with three digits had a mean accuracy of 97.71% and those with four digits had a 
mean accuracy of 99.39%. The high performances of the classifiers show that the 
PFAM domain scores were able to separate the training examples accurately. This 
state indicates a high vector profile difference between two classes and the lack of 
significant noise.  

Table 1. Classifiers accuracies in 10-fold cross-validation 

EC number 
Accuracy 

(%) 
F_score

(%) 
EC 

number 
Accuracy

(%) 
F_score 

(%) 
3.-.-.- 90.25 88.40 3.1.1.45 100.00 100.00 

3.1.-.- 94.26 94.42 3.1.1.61 100.00 100.00 

3.5.-.- 93.44 93.76 3.1.1.85 100.00 100.00 

3.-6.-.- 94.76 94.33 3.1.21.2 100.00 100.00 

3.1.1.- 96.03 95.89 3.1.26.3 100.00 100.00 

3.1.13.- 100.00 100.00 3.1.2.6 100.00 100.00 

3.1.2.- 96.12 96.00 3.1.3.1 95.45 90.91 
3.1.21.- 94.74 94.12 3.1.3.5 99.00 98.88 
3.1.22.- 99.20 99.13 3.1.4.17 100.00 100.00 

3.1.3.- 97.21 97.18 3.2.1.52 100.00 100.00 

3.2.1.- 98.39 98.57 3.2.2.27 100.00 100.00 

3.4.11.- 95.29 95.12 3.4.11.9 100.00 100.00 

3.5.3.- 98.64 98.53 3.4.13.9 100.00 100.00 

3.6.1.- 99.31 99.33 3.4.16.4 93.33 94.12 
3.6.5.- 99.29 99.23 3.4.21.107 100.00 100.00 

3.1.11.2 100.00 100.00 3.5.1.1 100.00 100.00 

3.1.11.5 100.00 100.00 3.5.2.5 100.00 100.00 

3.1.11.6 98.29 98.86 3.5.3.6 100.00 100.00 

3.1.13.1 100.00 100.00 3.5.4.4 97.14 96.30 
3.1.1.1 95.83 93.33 3.6.1.7 100.00 100.00 

3.1.1.29 99.31 99.25 3.6.3.12 100.00 100.00 

3.1.1.3 87.50 82.35 3.6.3.30 100.00 100.00 

3.1.1.31 100.00 100.00 3.6.4.12 99.21 99.43 
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Table 2. Mean and standard deviation in function with the amount of digits in EC numbers 

amount of 
digits 

mean value 
standard devia-

tion 
2 94.86 0.45 
3 97.71 0.19 
4 99.39 0.09 

5 Conclusion 

In conclusion, the machine-learning procedure based on Hmmer3 scores against the 
PFAM database performed well and accurately predicted the enzymatic activity of 
unknown proteins. Future developments will include the use of other protein motifs 
databases, like CATH and SCOP and the development of more efficient data mining 
algorithms. The procedure will also be extended to other enzymatic classes (here we 
focused on the group of Hydrolases) and will be run-time optimized for its application 
on very large datasets. Finally, it will be implemented as an independent tool and it 
will be integrated in more extended metagenomic analysis workflows.  
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Abstract. This paper presents the medical decision support systems (MDSS) 
and their architecture. The aim of this paper is to present a new approach in 
modeling knee injuries using Competitive Fuzzy Cognitive Maps (CFCMs). 
Basic theories of CFCMs are reviewed and presented. Decision Support 
Systems (DSS) for Medical problems are considered. Finally, it illustrates the 
development of an MDSS for finding knee injury with the architecture of 
CFCMs.  
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1 Introduction 

A fuzzy cognitive map (FCM) is a soft computing technique, which is capable of 
dealing with complex systems in situations exactly as a human does using a reasoning 
process that can include uncertain and ambiguity descriptions [6], [9]. FCM is a 
promising modeling method for describing particular domains showing the concepts 
(variables) and the relationships between them (weights) while it encompasses 
advantageous features [8]. Fuzzy Cognitive Maps (FCM) are fuzzy-graph structures 
for representing causal reasoning. Their fuzziness allows hazy degrees of causality 
between causal objects (concepts) [2].  

In this paper a decision support system will be implemented. Decision Support 
System (DSS) is defined as any interactive computer – based support system for 
making decisions in any complex system, when individuals or a team of people are 
trying to solve unstructured problems on an uncertain environment. Medical Decision 
Systems have to consider a high amount of data and information from 
interdisciplinary sources (patient’s records and information, doctors’ physical 
examination and evaluation, laboratory tests, imaging tests) and, in addition to this, 
medical information may be vague, or missing [1-2]. Furthermore the Medical 
Diagnosis procedure is complex, taking into consideration a variety of inputs in order 
to infer the final diagnosis. Medical Decision Systems are complex ones, consisting of 
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irrelevant and relevant subsystems and elements, taking into consideration many 
factors that may be complementary, contradictory and competitive; these factors 
influence each other and determine the overall diagnosis with a different degree. It is 
apparent that these systems require a modeling tool that can handle all these 
challenges and at the same time to be able to infer a decision. Thus, FCMs are 
suitable to model a Medical Decision Support Systems (MDSS) [2]. 

A special type of FCM has been introduced for Medical Diagnosis systems, with 
advanced capabilities, the Competitive Fuzzy Cognitive Map (CFCM) [4-5]. Each 
decision concept represents a single decision, which means that these concepts must 
compete against each other so that only one of them dominates and is considered as 
the correct decision. This is the case of most medical applications, where,  
the symptoms have to conclude to one diagnosis. The factor-concepts take values 
from patient data. These concepts represent symptoms, experimental and laboratory 
tests, and their values are dynamically updated. The decision concepts are considered 
as outputs in which their calculated values outline the possible diagnosis for the 
patient [3].  

In this paper we present in a simple but illustrative way how useful the FCMs can 
be in medical problems. In section 2 the basic theories of CFCM, while the decision 
making support system in knee injuries is described in Section 3. The paper concludes 
in section 4. 

2 Competitive Fuzzy Cognitive Maps 

The algorithm that describes the Competitive Fuzzy Cognitive Maps consists of the 
following steps [3]: 

Step 1: Set values Ai of nodes according to values of the factors involved in the 
decision process. The values Ai are described using linguistic variables. 

Step 2: Read the weight matrix W. The interrelationships between nodes may be 
positive, negative or zero. The existing relationships between the concepts are 
described firstly, as ‘‘negative’’ or ‘‘positive’’ and secondly, as a degree of influence 
using a linguistic variable, such as ‘‘low’’, ‘‘medium’’, ‘‘high’’, etc. A positive 
weight means that the specific factor increases the possibility of diagnosis the 
interconnected disease. A negative one reduces the possibility of diagnosis the 
interconnected disease. Lack of interconnection indicates that there is no impact of  
the factor to the disease.  By using a defuzzification method [10], weights between the 
factor-concepts and the decision-concepts are converted to initial values, which for 
the current research are between 0 and 1. These are placed in matrix W of size (n+m) 
x (n+m). The values in the first n columns correspond to the weighted connections 
from all the concepts towards the n decision-concepts, and the values in the remaining 
m columns correspond to the weighted connections from all the concepts towards the 
factor-concepts. This matrix also includes the -1 weight values for competition 
between output decision-concepts. 

Step 3: Update the values: Anew=Aold*W. 
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Step 4:  A=f (Anew), where the sigmoid function f belongs to the family of squeezing 
functions, and the following function is usually used to describe it: 

 
1

1 x
f

e λ−=
+

 (1) 

This is the unipolar sigmoid function, in which λ>0 determines the steepness of the 
continuous function f(x). 

Step 5: Repeat steps until equilibrium has been reached and the values of the 
concepts no longer change. 

Step 6: The procedure stops and the final values of the decision-concepts are found, 
the maximum of which is the chosen decision. 

 
Although the model FCMs-MDSS designed to include all possible symptoms, the 

causal factors and their relationships, there is a particular situation in which very few 
of the symptoms are available and taken into account. Thus, in such a diagnostic or 
prognostic model FCMs-MDSS, the decision will be based using only a small part of 
the nodes of the entire system, leading to a wrong decision or difficulty convergence 
since weights of active nodes reflect a small part of the knowledge of specialists. 

By using a FCM augmented with a Case-Based-Reasoning (CBR), in such 
situations, the DSS would draw upon cases that are similar according to distance 
measures and would use the CBR subsystem to generate a sub-FCM emphasizing the 
nodes activated by the patient data and thus redistributing the causal weights between 
the concept-nodes. 

 

Fig. 1. FCM-CBR 

3 Competitive Fuzzy Cognitive Maps for Knee Injuries 

Knee pain is a common complaint for many people. There are several factors that can 
cause knee pain. Awareness and knowledge of the causes of knee pain lead to a more 
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accurate diagnosis. Management of knee pain is in the accurate diagnosis and 
effective treatment for that diagnosis. Knee pain can be either referred pain or related 
to the knee joint itself [7]. 

CFCM distinguish two main types of nodes: decision-nodes (decision-concepts) 
and factor-nodes [5]. The following figure presents an example model CFC M that 
is used in order to determine the medical diagnosis, and includes types of FCMs 
concepts and causal relationships between them [3]. 

 

Fig. 2. A General Medical Decision Support CFCM 

All concepts may interact with each other and decide the value of diagnosis-nodes 
that are mutually exclusive in order to show one single diagnosis. In most medical 
applications according to symptoms, physicians need to complete only one diagnosis 
and then to determine the appropriate treatment. 

In the specific model that describes knee injuries, there are two kinds of nodes: 

─ n decision-nodes (as outputs): 

C1: Overuse injuries 
C2: Patellofemoral pain syndrome 
C3: Osteochondritis dissecans of the femoral condyles  
C4: Tibial tuberosity apophysitis  
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C5: Iliotibial band syndrome   
C6: Biceps femoris tendinitis 
C7: Inferior patellar pole osteochondritis 

─ m factor-nodes (as inputs): 

 C8: Patellar Instability 
 C9: Patellar Crepitation 
 C10: Patella Dislocation 
 C11: Patella Pain 
 C12: Rectus Femoris Pain 
 C13: Muscle Pain 
 C14: Quadriceps Pain 
 C15: Tendon Injury 
 C16: Edema 
 C17: Heat 
 C18: Passive Hyperextension Pain 
 C19: Active Hyperextension Pain 
 C20: Pain during exercise 
 C21: Patellofemoral Joint Crepitation  
 
Fig. 3 shows the representation of the 15 factor-nodes (C8-C21), 7 decision-nodes 

(C1-C7) and the relationships between them.  

 

Fig. 3. Competitive Fuzzy Cognitive Map for Knee Injuries 
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According to the above algorithm and the kind of injuries, the weight matrix W 
would be as follows using linguistic variables: 

Table 1. Linguistic Variables of the Concepts Relationships 

 

 
where: 
VVH: Very Very High 
VH: Very High 
H: High 
M: Medium 
L: Low 
VL: Very Low 
VVL: Very Very Low 
 
It’s obvious that in order to achieve the competition, the relationships between 

each of these nodes with the rest should have a very large negative weight (-1). This 
implies that the higher price of a given node, should lead to a reduction in the values 
of competing nodes. 

After defuzzification method Table 1 is converted to the following table: 

Table 2. Numerical values of the Concepts Relationships 
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After using the recursive algorithm each node converges to a final value and the 
decision node with the maximum value is the most possible diagnosis based on the 
model. In any case, if the model is correct, even with incomplete data, the result will 
confirm the experts’ diagnosis. 

 

Fig. 4. Subsequent values of concepts till convergence  

We observe that in the specific case there is more than one output that has also 
high convergence values. This means that these types of injuries are very similar 
because of the adjacent symptoms. So patellofemoral pain syndrome, osteochondritis 
dissecans of the femoral condyles, and tibial tuberosity apophysitis are the 
predominant types of injuries that the patient of the example may suffer. 

4 Conclusions 

There is a need for software tools for Medical Decision Support Systems using 
theories of FCMs. In addition learning algorithms, such as Hebbian and non-linear, 
should be considered to further investigate Medical problems. The challenging 
research is the development of new suitable software tools. An interesting research 
topic is the development of recursive dynamic state equations for FCMs and the use 
of them for mathematical modeling of medical problems. 

This paper deals with a promising future research area.  This approach that exploits 
the experts’ knowledge and experience in a modern medical automation system can 
be used both for diagnosing diseases and also proposing a treatment.  More simulation 
results and more examples are necessary in order to compute the system’s reliability 
in the diagnosis of a specific injury. The model requires further research. To 
implement this, the cooperation of both physicians and engineers is necessary. The 
first ones should determine the right concepts and the rules and the second ones are 
responsible for the implementation of this problem. 
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Abstract. Logical modeling of cell biological phenomena has the poten-
tial to facilitate both the understanding of the mechanisms that underly
the phenomena as well as the process of experimentation undertaken by
the biologist. Starting from the general hypotheses that Scientific Mod-
eling is inextricably linked to abductive reasoning, we aim to develop
a general logical model of cell signalling and to provide an automated
scientific assistant for the biologists to help them in thinking about their
experimental results and the possible further investigation of the phe-
nomena of interest. We present a first such system, called ApoCelSys,
that provides an automated analysis of experimental results and support
to a biology laboratory that is studying Cancer and Chemoprevention.

Keywords: Abductive Reasoning, Systems Biology, Cancer Modeling.

1 Introduction: Scientific Modeling in Logic

Modeling scientific phenomena requires that we set up a link between our mental
understanding of the phenomena and the empirical information that we collect
from observing the phenomena. In most cases the scientific effort concentrates
on setting up experiments that would provide empirical information suitable
for developing further (in the extreme case abandoning) our current model for
the phenomena. An abstraction therefore is required both at the object level of
understanding the processes that generate the phenomena and at the meta-level
of understanding how to set up experiments that would reveal useful information
for the further development of our scientific model. Using logic as the basic for
scientific modeling facilitates this abstraction at both levels and the connection
between them. For Molecular Biology, logic is particularly suited as (at least
currently) the theoretical models of cell biology are more at the descriptive
level and experiments are developed following a rationale at the qualitative level
rather than the quantitative level.

The purpose of the work in this paper is two fold. To develop logical models of
biological process through which we can carry out a biologically valid analysis of
experimental (in-vivo or in-vitro) results and to provide based on this automated
help to the Biologists in thinking about the scientific process of their experiments
and their possible further investigation of the phenomena they are studying. The
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aim is to (incrementally) develop an underlying model for signal propagation in
a cell that is independent of any particular biological phenomena and process
on top of which we can then modularly build a model for specific biological
problems. The underlying model needs to capture the propagation of increased
as well as that of decreased activation, where the increase and decrease are
determined through relative changes with respect to a normal level of activity.

We present a model for cell signaling formulated within the framework of
Abductive Logic Programming (ALP), together with a tool to be used as an
automated assistant by the biologist. The study is carried out with emphasis on
the particular biological process of apoptosis as studied by the group of Can-
cer Biology and Chemoprevention at the Department of Biological Sciences at
the University of Cyprus. Their aim is to investigate the molecular mechanisms
through which natural substances or their derivatives participate in the inhibi-
tion of carcinogenesis (chemoprevention) or the inhibition of tumor progression.

2 Biological Background

Physiological processes are conducted in cells through sequences of biochemi-
cal reactions known as molecular pathways. Each molecular pathway consists
of a series of biochemical reactions that are connected by their intermediates:
the products of one reaction are the substrates for subsequent reactions, and
so on. Apoptosis or programmed cell death (PCD) is a physiological process
which is vital for normal development and elimination of damaged cells in living
organisms (reviewed in [2]). Apoptosis is a main tumor suppressor mechanism
within the body because it gets rid of cells that have extensive DNA damage.
Its deregulation can lead to cancer and other diseases.

Chemotherapy primarily refers to the treatment of cancer with an antineo-
plastic drug. Evidence in the literature suggests that Vitamin E natural and
synthetic analogues may target the main survival pathways of the cell (i.e., PI3K
and NF-kB), which provides not only an amplification response of the apoptotic
pathway, but also kills selectively cancer cells whose survival may depend on
activating these pathways [1,6]. The goal of our biological study is to investigate
the molecular events by which a Vitamin E synthetic derivative (VitESD) leads
to apoptosis in breast cancer. For this purpose, we use two breast cancer cell
lines, MCF-7 and MDA-MB-231, which are widely used as tumor models.

In vitro experiments are time-consuming and expensive as we need to screen
a large number of possible targets in order to identify proteins that are involved
in the signaling cascade affected by the compound under investigation. The use
of an automated system will allow for calculated suggestions of molecules likely
to be involved in the apoptotic pathway induced by the drug.

3 Scientific Modeling in Abductive Logic Programming

Scientific modeling is inextricably linked to abductive reasoning. Abductive ex-
planations for new observational data, that are based on the current form of
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our model, generate new information that helps to develop further the model.
In effect, abductive reasoning rationalizes the empirical data with respect to
the current model with further hypotheses on the incompleteness of the model.
Abductive Logic Programming (ALP) [4,3] provides a framework for logical mod-
eling that also directly supports abductive reasoning and hence it is particulary
suited for scientific modeling. A model or a theory, T , in ALP is described in
terms of a triple (P,A, IC) consisting of a logic program, P , a set of abducible
predicates, A, and a set of classical logic formulas IC, called the integrity con-
straints of the theory. The program P contains definitional knowledge represent-
ing the general laws about our problem domain through a complete definition
of a set of observable predicates in terms of each other, background predicates
(which are again assumed to be completely specified in P ) and a set of abducible
predicates that are open and which thus carry the incompleteness of the model.
The integrity constraints, IC, represent assertional knowledge of known proper-
ties of the domain that must necessarily be respected and maintained when we
complete further our theory. Given such an ALP theory the abductive reasoning
that infers an abductive explanation is defined as follows.

Definition 1. Given an abductive logic theory (P,A, IC), an abductive expla-
nation for an observation O, is a set, Δ, of ground abducible atoms on the
predicates A such that:

– P ∪Δ |=LP O
– P ∪Δ |=LP IC.

where |=LP denotes the logical entailment relation in Logic Programming.

The abductive explanation Δ represents a hypothesis, which together with
the model described in P explains how the experimental observations, Q could
hold. The role of the integrity constraints IC is to impose additional validity
requirements on the hypotheses Δ. They are modularly stated in the theory,
separately from the basic model captured in P. As such, they can also be used,
as we will see below, to steer the search for specific forms of explanation that
our domain experts are looking for.

4 Modeling Apoptosis and Drug Effects

The core of our logical model consists of a fairly general representation of the
activity of Signal Propagation in a cell. The task is that given a network of
pathways generated through biological experiments, such as the one shown in
Figure 1, to logically model the signal propagation over this and the effect of the
presence of external drugs on this propagation.

We will consider the propagation of two types of signals: positive signal and
negative signal. Normally cell signalling refers to the propagation of a positive
signal, namely the iterative increase in activity of molecules along the pathway.
In the propagation of a negative signal we refer to the iterative decrease in
activity of molecules along the pathway. The increase and decrease of activity
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are taken relative to some level which is considered to be the normal background
level of activity. The propagation of a negative signal is appropriate when we
want to follow the inhibition effects of molecules. The core principles of positive
and negative signal propagation are respectively the following.

Positive Propagation. The activation of a molecule X will cause the activa-
tion of a molecule Y that follows X (i.e. Y is induced by X) in a signalling
pathway, provided that Y or this reaction from X to Y is not inhibited by
the activation of another molecule.

Negative Propagation. The inactivation of a molecule X will cause the in-
activation of a molecule Y that follows X in a signalling pathway, provided
there is no other molecule Z that also induces Y and Z is activated.

Fig. 1. Apoptosis pathways linked to the Mitochondrial

In these principles we abstract away the details of the actual chemical pro-
cesses that occur to bring about a single step of propagation and we do not dis-
tinguish between the different types of signal propagation that are biologically
possible. In general, this high-level abstract view of a single step of propaga-
tion is depicted in Figure 2 where the biological pathways are abstracted into a
graph with positive or inducement links and negative or inhibitory links. Hence
the substance D will be activated when any one of A and B are activated but
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Fig. 2. An abstraction of Cell Signalling

its inhibitory gene, I, is not activated. Similarly, D will be inactive when C is
inactive or when I is activated.

Under the normal operation of the cell signals start from some boundary
points, such as A or B. When an external drug is added in the cell then we have
the possibility that this could activate or inactivate a molecule at any part of the
network (or even enable new hitherto unknown links in the network) present in
the background network. The task of the biological research in which the logical
model and its automation is to assist, is to discover the effect of the drug on
these background networks and the possible existence of other pathways relevant
to the cell operation that is studied, e.g. apoptosis, as in the case of our study.

The above basic principles of signal propagation are captured by the following
recursive rules for active/2 and inactive/2 in a logic program, P , together with
the a set of integrity constraints, IC, of the theory T =< P,A, IC > in ALP.

% Program P %

active(Phase, GeneX):- normally_active(Phase,GeneX).

active(Phase, GeneX):- externally_induced(Phase,GeneX).

normally_active(Phase,GeneX) :-

reaction(rct(GeneY,GeneX)),

active(Phase,GeneY).

externally_induced( Phase, GeneX ):-

exists(Phase,Drug),

possible_drug_effect(Drug,induce,GeneX),

drug_induced(Phase,Drug,GeneX).

inhibited(Phase,GeneX) :- normally_inhibited(Phase,GeneX).

inhibited(Phase,GeneX) :- externally_inhibited(Phase,GeneX).

normally_inhibited(Phase,GeneX) :-

inhibitor(GeneX,GeneZ),

active(Phase,GeneZ).

externally_inhibited(Phase,GeneX) :-



Automated Scientific Assistant for Cancer and Chemoprevention 101

exists(Phase,Drug),

possible_drug_effect(Drug,inhibit,GeneX),

drug_inhibited(Phase,Drug,GeneX).

inactive(Phase,GeneX) :- inhibited(Phase,GeneX).

inactive(Phase,GeneX) :-

\+active(Phase,GeneX),

reaction(rct(GeneY,GeneX)),

inactive(Phase,GeneY).

% Integrity Constraints IC %

ic :- active(Phase,GeneX),absent(Phase,GeneX).

ic :- inhibited(Phase,GeneX),absent(Phase,GeneX).

ic :- normally_active(Phase,GeneX),inhibited(Phase,GeneX).

ic :- drug_induced(Phase,Drug,Gene),

drug_inhibited(Phase,Drug,Gene).

% Abducible Predicates A %

abducible(drug_induced(_Phase,_Drug,_GeneX)).

abducible(drug_inhibited(_Phase,_Drug,_GeneX)).

The ”Phase” variable in the model relations distinguishes experiments where
different drugs could be present with different possible effects of these drugs as
captured by the lower-level predicate, possible drug effect/3, defined via some
biological knowledge that we have a-priori of the drugs or via some hypothetical
behavior of the drug to which the biologist wants to restrict their attention of
study. The predicate absent/2 is also used to describe the variation in the set up
of the various experiments where the biologist will arrange for some molecules
to be effectively taken out the cell and hence to signal can go through them.

The reaction/2 and inhibitor/2 relations are given directly from the biological
background pathway networks in the literature (see for example figure 1 again)
as a database of extensional information of the following form:

reaction(rct(ing2,p53)). inhibitor(bax,bcl2).

reaction(rct(p53,caspase2_raiid_pidd)). inhibitor(bcl2,noxa).

reaction(rct(p53,bax)). inhibitor(bcl2,mcl1_puma).

reaction(rct(p53,noxa)). inhibitor(mcl1_puma,mule).

... ...

The observable predicates in the model are the two predicates of active/2 and
inactive/2 through which the observations in any single experiment are turned
into a conjunctive query for an abductive explanation through the model of T .
Observations are of two types: activation or inactivation of some molecule from
which it is known (or assumed in the model) that some overall operation of the
cell, such as apoptosis will ensue or not and the activation or inactivation of
intermediate molecules (markers) that the experimenter has measured.
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In the above model the only abducible predicates refer to assumptions that we
can make on the effect of the Drugs on the molecules. Other abducible predicates
can be added if we want to extend the model to cover the possibility of some
other unknown external effect on the molecules or indeed the possibility of the
existence of other unknown background reactions.

5 ApoCelSys: A Scientific Advisor System

ApoCelSys is a system that uses the model described in the previous sections to
simulate the essential function of apoptosis, otherwise known as programmed cell
death. The main purpose of the system is the creation of explanatory assump-
tions for validating the phenotype that was observed by the user and presenting
a set of hypotheses on the effect of the synthetic substance introduced in the
cell.

Fig. 3. System Interface of ApoCelSys and Propagation of an Explanation

A user interface, shown in figure 3, provides a graphical representation of the
molecular pathways leading to apoptosis. This helps to simplify the insertion of
the experimental data and the observations to be explained, whether these come
from real in-vitro or hypothetical experiments . The user can set the status
of any gene to any of the five predefined statuses: “active” either “fixed” by
the experimenter or “observed”; “inactive” similarly either “fixed/absent” or
“observed” or “neutral” otherwise. Also the possible effect of the drug on the
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gene can be regulated by the user if and when such information is available.
Otherwise, the system assumes that the drug can possibly affect the gene in
either way of inducing or inhibiting the gene.

The user can save this experimental data so that s/he can collect and easily
revisit a set of experiments that have been analyzed by the system. After passing
the experiment’s information as input and executing the query, the system dis-
plays the first explanation found using distinguishing colors on the corresponding
elements (red for the assumption of drug inhibited and green for drug induced).

A tool for enumerating the explanations is also available through which the
user can view, filter and present the most interesting, in her opinion, explanation
for a more detailed examination. During this single explanation display, the
system also allows the propagation of the substances’ primary effect on the rest of
the cell for an overview of the pathway activation and in particular the way that
apoptosis is activated or not. An example of this can be seen in figure 3 where
the explanation that the drug induces traf2 rip ciap fadd tradd, aif , endo g
and inhibits XIAP propagates to activate jnk, cjun, . . . and this eventually
propagates to activate apoptosis. It also shows how this explanation has an
inactivation effect on s1433 and bcl2 bmt.

Frequency Charts for Multiple Explanations. Due to the multiplicity of
the explanations that can be generated, automated analysis tools provide ef-
fective views on the likelihood of each assumption on the entire spectrum of
explanations. The use of this tool creates graphs that exhibit the probability of
the assumption of inducing or inhibiting elements throughout all produced ex-
planations. An example is shown in figure 4 where we can see that aif and endo g
have the most hits in being induced by the synthetic substance and that as a sec-
ond choice the most probable effects are the inducements of bak, xiap, tbid and
bid. In addition, if requested, the system is in a position to compute, analyze and
present charts displaying the likelihood of any gene being activated irrespective
of being a direct drug effect or of being a consequence of the latter. This infor-
mation can be interpreted as displaying all possible pathways along with their
appearance frequency, thus enabling the user to better judge the most probable
pathways to apoptosis. These visual tools allow the easy comparison by the user
between multiple variations of an experiment or even between cross-experiments.

6 Validation and Evaluation of the System

In order to validate the system we have analyzed the experimental results of
real in-vitro experiments as described in section 2 for investigating the action
of V itESD. One such experiment was carried out with the MCF-7 cancel cell-
line and another one with the MDA-MB-231 cell-line. The purpose was to judge
the appropriateness of the hypotheses produced but also to ascertain the help
provided to the biologists in: (1) analyzing the results of their experiments and
(2) allowing them to develop further their investigation by carrying out thought
experiments that they deemed useful.
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Fig. 4. Frequency Distribution across Explanations

These two experiments were analyzed with the ApoCelSys system and then
the results were given back to the biologist to evaluate them. For the MCF-
7 experiment the results suggest that Bak and tbid are greatly induced and
that Smac/Diablo is also moderately activated by the presence of V itESD. The
ApoCelSys system therefore suggests that most likely V itESD helps to activate
apoptosis through the intrinsic pathway of apoptosis. The frequency distribu-
tion chart, generated by the ApoCelSys system, showing molecules that become
inactive in the presence of the drug, suggests that PI3K, the upstream regulator
of AKT, is in fact inhibited during apoptosis in our system and that Calcium
levels (Ca2)-which control Calpain and subsequently Caspase activation-are also
diminished. These findings are in line with the central role that AKT may play
and further attenuate the caspase-independent mode of action of the V itESD.

Similarly, interesting results were produced for the second experiment with
the MDA-MB-231 cells. Furthermore, in both cell lines, Survival factors such as
growth proteins are suggested to become inactivated in the presence of the drug.
This highlights another unexplored possibility that could explain the induction
of apoptosis in our system: the inhibition of Growth Receptors on the cell mem-
brane. The implication of these receptors coincides with the inactivation of PI3K
and AKT which as mentioned before seem to play a central role in our system.

6.1 Expanding the Biological Investigation

The development of scientific theories often requires broadening the domain of
investigation in several ways. For example, it may be relevant to combine the
study of the cell process we are interested in with that of other cell processes
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that we know or suspect that are related to our primary interest. During the
process of developing the ApoCelSys system the biologists expanded their in-
vestigation to the proliferation process of the cancer cells in addition to that of
apoptosis. This required that the underlying pathways network to contain also
the main established pathways for cell proliferation, some of which have cross
over points with the apoptosis networks. The modular and logical nature of our
model allowed this to be carried out in a straightforward and immediate way.

In-silico Thought Experiments. Scientists often use thought experiments
for guiding them in their future investigations. These can help in understanding
the significance of new ideas and how they can help to expand the horizon of
investigation. The ApoCelSys system facilitates the examination of experiments
that the Biologist may want to hypothetically ask. For example, what would the
explanatory effect of the drug be if we also observed some other molecules in
the cell? How would the experimental results be explained if we added new
information in the model such as new information on the suspected action of
the drug in the form of additional integrity constraints, such as that the drug
cannot induce together a set of molecules or that it can only induce a molecule
if some other molecules are not active.

Also the biologist can examine how would the results be affected if we as-
sume that there are some extra reactions (links) in the background network of
pathways? For example, the biologists may suspect that there might exist a new
inducement link between two molecules. Adding this extra link and reanalyzing
the same observed data can give valuable glues as to whether this is plausible
and how it would be experimentally confirmed. This process of hypothesizing
in a controlled manner new structures on the underlying network and analyzing
their significance can be semi-automated. We are developing tools that would
assist the biologist in such thought experiments.

Overall Evaluation of ApoCelSys as an Assistant. From a working biologist
point of view the overall evaluation of our system is summarized in the following.
The ability to input our actual results in an automated assistant that contains
all the information needed to describe the cellular microenvironment provides
a much simpler alternative than in vitro screening of a large number of pro-
teins. Also the capacity to adjust this microenvironment in order to depict the
variability that exists between cell lines greatly enhances the usefulness of this
system. The major benefit of this assistant is the frequency distribution charts
which provide an indication for which molecules to be investigated next, thus
saving time and cutting laboratory costs. Furthermore, the ApoCelSys system
may serve as a tool for the discovery of unknown reactions between molecules
that can reveal novel pathways to be targeted in cancer therapy.

6.2 Evaluation of Computational Behaviour

We have carried out a series of experiments to investigate the computational
properties of the current (and first) implementation of the system. This imple-
mentation relies on a new implementation of the A-system [5] for computing
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(minimal) explanations but does not in its current form exploit the constraint
solving capabilities of the A-system. The response time of the system is depen-
dent on the users’ input and may vary from a few seconds to a couple of hours
for a complete search of all minimal explanations.

We have thus tried to investigate to what extend it is necessary to compute
all explanations and how we can find a representative sample of these. Under the
assumption that the effect of the drug to produce the results on the molecules
that we have observed in the experiment cannot be “too far” along the pathways
from these observed molecules, we have restricted the depth of search by the A-
system and have tried to learn what is a reasonable threshold on the search
depth bound. Using the real experiments described above as a basis and running
the system with various depth limits we obtain the results shown in figure 5.
According to these we can see that no major fluctuation in the nine most prob-
able hypotheses of induced molecules except for a single molecule, bid, on the
lowest depth limit of 200. The same can also be observed in figure 6 in which
all molecules found in figure 5 have been sorted by their inducement probabil-
ity and labeled with non-zero positive numbers, where one stands for the most
probable molecule to be induced by the substance. In this figure, we can observe
that most of the molecules retain their positions, which shows that even in low
depth searches, the results provided are of satisfactory quality.

Fig. 5. Search Depth Variation of Explanations

However restricting the search could result in loosing valuable information
when our assumption of no ”long-distance” effect is not appropriate. The large
computational time of an unrestricted search is due to the complex pathways
and the fact that the top down search of the A-system contains parts that are
unnecessarily duplicated. We plan to develop other implementations that are
based on bottom up computational models using tabling or ASP solvers.
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Fig. 6. Probability of drug inducement of molecules

7 Related Work

There are several earlier works of Symbolic Systems Biology which also use a
form of logical modeling within Logic Programming (Abductive or Inductive)
and rely on abductive and/or inductive reasoning for the analysis of experimen-
tal results. Some of the earliest such approaches include [15] for the analysis
of genetic networks based on abduction, [7] for generating gene interaction net-
works from micro-array experiments within ALP and [8,10] for discovering the
function of genes from auxotrophic metabolic experiments or for studying lethal
synthetic gene mutations using the XHAIL framework and system [9] that sup-
ports abductive and inductive reasoning within the representation framework of
ALP. In [14] a logical model for capturing the possible toxic effects of drugs in
a cell has been developed within ALP and analyzed using the Progol5 system.

Our work can be seen to follow this line of approach, with an emphasis on
providing tools with interactive interfaces to help the biologist as an automated
scientific assistant. As the underlying network information increases, it is evident
that we need to develop a better graphical interface of our system in the form
of a map-like interface where the user can focus on the details of the pathways
network that s/he is currently investigating. Similarly, new interactive interfaces
are needed to facilitate the thought experimentation process by the user.

More recently, [13] have developed an important methodology for qualitative
logical modeling in systems biology that rests on underlying quantitative models
for the chemical reactions in the signalling pathways. Our approach lacks this link
to quantitative computational models and it would benefit from their integration
in the logical model as black computational boxes. This work uses a probabilistic
method to rank the multiple hypotheses found much in the same spirit as we do
with the frequency charts of individual hypotheses over the set of explanations.
They then go a step further to rank the full explanations. This is an extension
that would be useful to consider in our approach.
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The authors in [12] show how using the XHAIL system it is possible to allow
abductive reasoning for the revision (deletion or addition of reactions) of the
underlying pathways on which a logical model for metabolism is build. In our
approach and system this is done semi-automatically by suggestions of the expert
biologists in the context of possible thought experiments that they want to carry
out for further investigation. It would then be useful to automate these type of
thought experiments by incorporate the same type of use of abductive reasoning
in our model.

Another piece of work that is relevant to our future work is that of [11] where
Answer Set Programming is used for the computation of processes of biochem-
ical reaction networks that combines numerical weight information and logical
inference. The use of ASP solvers for the computation of abductive reasoning
could help improve the computational behavior of our system especially when
the network of reaction pathways contains cycles.

8 Conclusions and Future Work

We have presented a methodology for building automated scientific assistants
to help in the research effort of molecular biologists. This is based on logical
modelling of the existing background knowledge of the phenomena studied and
the automation of abductive reasoning to provide explanations for the observed
empirical results of the experiments carried out by the biologists. The resulting
tools could also help in assisting with the further development of the research
program of the biologists by facilitating the scientific thinking carried out when
decisions for the future direction of research are taken. This methodology and
resulting automated assistant, called ApoCelSys, has been tested in a real life
case of a research group that studies the chemoprevention of cancer.

The testing of the ApoCelSys system carried out so far provides encouraging
results but further systematic experimentation with the system is needed. In
particular, it is important to carry out a series of tests to understand better the
capabilities of the system for facilitating thought experiments and what extra
features and functionality would make it more suitable for this purpose.
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Abstract. We propose a decentralized task allocation strategy by estimating the
states of task loads in market-like negotiations based on an announcement-bid-
award mechanism, such as contract net protocol (CNP), for an environment of
large-scale multi-agent systems (LSMAS). CNP and their extensions are widely
used in actual systems, but their characteristics in busy LSMAS are not well un-
derstood and thus we cannot use them lightly in larger application systems. We
propose an award strategy in this paper that allows multiple bids by contrac-
tors but reduces the chances of simultaneous multiple awards to low-performance
agents because this significantly degrades performance. We experimentally found
that it could considerably improve overall efficiency.

1 Introduction

Recent technology in the Internet and ambient intelligence has enabled services that are
incorporated into daily activities. These services consist of a number of tasks each of
which has required capabilities and data, and should be done in agents meeting these
requirements. Of course, vast numbers of services are required everywhere in the envi-
ronment; thus, they are provided in a timely manner by a large number of cooperative
agents on computers and sensors through mutual negotiations to appropriately allocate
associated tasks among agents. It is, however, unrealistic for agents to know all the
capabilities and data other agents have in open environments. Well-known and simple
methods of allocating tasks without this information are market-like negotiation proto-
cols, like the contact net protocol (CNP) [7].

However, its characteristics in a large-scale multi-agent system (LSMAS) is poorly
understood. Understanding the efficiency of CNP in LSMAS is not easy because if
many manager agents simultaneously try to allocate tasks, interference among agents
occurs. For example, multiple simultaneous bids are not allowed in a naive CNP. How-
ever, this restriction may considerably degrade the efficiency in a busy LSMAS, be-
cause bid/allocation processes occur almost sequentially. We can allow multiple bids
to enhance concurrency and actually in [7] it is also discussed the possibility of multi-
ple bids. However, allowing multiple bids will result in simultaneous multiple awards
begin given to contractors. We can consider two solutions to this situation. First, extra
awarded tasks are canceled with certain penalties (e.g. [5]). However, we believe that
this makes the task allocation protocol so complicated that it may degrade the overall
efficiency of a busy LSMAS. The second approach is to execute all awarded tasks in the

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 110–120, 2013.
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contracted agents. This is simpler, but awardees cannot complete the tasks within the
contracted times, resulting in significant delays in executing tasks in busy environments.

There have been a number of studies on applying it to LSMASs by assuming multi-
ple initiations and bids in CNP [1,6,8]. For example, in [6] the authors addressed the
issue of the eager-bidder problem occurring in a LSMAS, where a number of tasks were
announced concurrently so that a CNP with certain levels of commitment did not work
well. They also proposed a CNP extension based on statistical risk management. How-
ever, the types of resources and tasks considered in these papers were quite different,
i.e., they focused on exclusive resources such as airplane seats. We focus on divisible
resources such as CPUs or network bandwidth, so any number of tasks can be accepted
simultaneously but with reduced quality. In [2] it was also discussed the extension of
CNP to allow multiple initiations and bids based on colored Petri nets. There have been
other extensions that have introduced brokers [4] and personal agents [3]. However,
these studies have focused on reducing the communication overhead in LSMAS. In [8]
it was proposed an award strategy in which two different strategies were alternatively
selected by statistically analysing bid values to improve overall efficiency. However, as
their method could only be applied to a set of tasks whose costs were in a certain limited
range, its applicability was severely restricted.

We adopt a simpler approach for a busy LSMAS in which all awarded tasks are ex-
ecuted in the awardees. Instead, we reduce the probability of multiple awards given to
lower-performance agents, by extending the method in [8], because multiple awards to
these types of agents are the major reason for degraded performance. The negative ef-
fect of multiple awards on a system’s efficiency is strongly affected by the busyness or
task loads of LSMAS. If the environment has a low load, hardly any multiple awards
occurs; thus, managers can award tasks to the best bidders without having to make
careful selections. However, the chance of multiple awards also increases according to
the increase in task loads and thus the simple strategy of making awards in which a
manager selects the best bidder becomes inappropriate. Lower-performing agents may
be identified as the best bidders by multiple managers, particularly in busier situations,
and thus be awarded multiple tasks simultaneously; this will considerably reduce per-
formance. We tried to reduce the probability of multiple awards in our approach when
the chance of bids going to lower performing agents had increased. Managers have to
select the awardees by carefully understanding the states of their local environment to
achieve this.

This paper is organized as follows. Section 2 describes the model and raises issues
addressed in this paper. We then compare a naive award strategy with a probabilis-
tic award in which non-best agents are selected to allocate tasks. We then propose a
method with which managers decide the award strategies based on the statistical anal-
ysis only involving light computation. The experimental results revealed that the pro-
posed method could perform well in a busy environment.
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2 Problem Description

2.1 Overview and Issues

We define a simple extension of CNP in which simultaneous multiple initiations
by different managers and multiple bids to different managers are allowed. First,
let A = {1, . . . , n} be a set of agents and t be a task. A is the disjoint union
of M = {m1, . . . ,mNm}, which is the set of managers who allocate tasks, and
C = {c1, . . . , cNc}, which is the set of contractors who execute the allocated tasks.
Contracts have different capabilities which affect the time required to complete the as-
signed tasks. Let us assume that |A| is large (on the order of thousands) and the agents
are widely distributed, like servers on the Internet. This also means that communica-
tions between agents incur some delay. For manager m ∈M, we define the concept of
the scope, Sm, which is the set of agents that m knows, and m can announce tasks to
all or a part of Sm.

We have to consider a number of issues to avoid inefficiency due to multiple awards.
First, task load affects the possibility of multiple awards. When an agent that has out-
standing bids receives another task announcement, it will send its bid (multiple bids)
and thus may receive multiple award messages. These multiple bids occur at quite a
low rate if they are not busy. Even if they occur, multiple tasks are likely to be allo-
cated to relatively efficient agents since efficient contractors are identified as the best
bidders by managers, so no significant degradation to performance will occur. However,
as the environment becomes busier, the chance of multiple awards being made to low-
performing agents increases and overall performance decreases. Therefore, we propose
an award strategy that selects awardees to reduce the probability of multiple awards
being made to lower-performing agents accomplished by identifying their task load.

Second, longer communication delay (or latency) also increases the chances of mul-
tiple awards. However, we will not discuss reduced latency, because this strongly de-
pends on the environmental settings and agents cannot directly handle it. Instead, we
focus on the managers’ decisions about awardees by identifying situations in which
multiple awards to low-performing agents are likely to occur, regardless of high or low
latency environments.

Agents have a number of decision-making strategies that may affect overall perfor-
mance besides the award strategy. First, manager m ∈ M having a task announces
a call-for-bid message to contractors that are selected from its scope, Sm, on the ba-
sis of an announcement strategy. Then, agents decide whether they should act on the
received call-for-bid messages or not using a bid strategy. Here, we assume simple
announcement and bid strategies, i.e., an announcement strategy is where m selects all
or N agents from Sm randomly, where N is a positive integer, and the bid strategy
is where an agent always bids for call-for-bid messages if it can execute associated
tasks. These strategies also play important roles in improving overall efficiency, such
as restricting the numbers of multiple bids and announcement messages. However, we
particularly focused on award strategies since we were concerned about the negotiations
for task allocations to prevent multiple awards being made by appropriately selecting
the awardees according to the received bid messages.
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Because naive CNP involves a timeout basis to receive response messages from oth-
ers, it is inefficient in large and busy environments. Thus, we made use of regret mes-
sages, which were sent in the award phase to contractors who were not awarded the
contract, to prevent long waits for bids and award messages (as in [9]).

2.2 Model of Agents and Tasks

For task t, let rt = {r1t , . . . , rdt } be the set of required resources (or functions) to
execute this, where rkt ≥ 0 is integer. Agent i is denoted by tuple, (αi, loci, Si, Qi),
where αi = (a1i , . . . , a

d
i ) is the agent’s capabilities, and ahi corresponds to the h-th

resource and ahi ≥ 0; ahi = 0 indicates agent i does not have the h-th resource. Element,
loci is the location of i, and Qi is a finite queue where the tasks allocated to i are
temporarily stored. The set, Si(⊆ A), is i’s scope.

We assume a discrete time for any time descriptions. A unit of time is called a tick.
The execution time of t by i is:

γi(t) = max
1≤h≤d

	rht /ahi 
, (1)

where 	x
 denotes the ceiling function. The metric between the agents, δ(i, j), is based
on their locations, loci and locj . It is only used to calculate communication delay; the
time required for message transfer between agents i and j is 	δ(i, j)/D
, whereD is the
speed factor for passing messages. Parameter L (≥ 0) is called the task load, meaning
that L tasks on average are generated according to a Poisson distribution every tick.
These are then randomly assigned to different managers.

2.3 Task Assignment

When manager m receives a task, t̃, it immediately initiates the CNP modified for LS-
MAS: It first sends announcement messages to the contractors selected from its scope in
accordance with the announcement strategy. Each of these contractors sends back a bid
message with a certain bid value. The bid values might include parameters such as the
price for executing the task, the quality of the result, or a combination of these values.
We assume that their bid values contain the estimated times for completing t̃, because
we are concerned with the efficiency of processing in LSMAS. This time is calculated
as follows in contractor c:

γc(t̃) +
∑
t∈Qc

γc(t) + β, (2)

where β is the execution time required for the task currently being executed. For mul-
tiple bids, c might have a number of outstanding bids. These bids are not considered
to calculate the estimated required time because it is uncertain whether they will be
accepted1. Then, m selects an awardee, on the basis of the award strategy and sends it
an award message with the announced task, t̃.

When contractor c is awarded a task, it immediately executes it if it has no other
tasks. If c is already executing a task, the new task is stored in Qc, and the tasks in Qc

are executed in turn.
1 Actually, we also examined a case in which agents considered the expected values of execution

times for outstanding bids; however no significant differences were observed.
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2.4 Performance Measures

We assumed that manager agents could observe the completion time for task t, which
is the elapsed time from the time the award message is sent to the time the message
indicating that t has been completed is received. The completion time thus includes
the communication time in both directions, the queue time, and the execution time.
We evaluated overall performance using the average completion time observed in all
managers; this is denoted by ℘. A shorter average completion time is preferable.

Since the queue length of agent i is bounded, some allocated subtasks might be
dropped. The numbers of dropped tasks are also another measure of performance. How-
ever, no dropped tasks occur unless the systems are overloaded so they can only be used
in limited situations. Thus, we use them to identify upper limit of the performance for
the entire system.

3 Awards to Non-best Bidders and Its Features

It is plausible for a manager to select the best bidder in the award phase. This strategy
is called the best awardee strategy (BAS). However, multiple awards are likely to occur
with the increase in task loads. A simple award strategy for alleviating multiple awards
is to allocate some tasks to non-best contractors by introducing randomness to some
degree in the award phase [8].

Let {c1, . . . , cp} be contractors that bid on the announced task. The estimated com-
pletion time in the bid message from ci is denoted by bci . The probabilistic awardee
selection strategy with the fluctuation factor, f (which is denoted by PASf ) is the award
strategy in which the manager selects the awardee according to the following probability:

Pr(ci) =
1/(bci)

f∑p
j=1 1/(bcj)

f
, (3)

where non-negative integer f is the fluctuation factor. A smaller value for f means less
randomness when awardees are selected.

We experimentally investigated the characteristics of BAS and PASf with various
task loads. We set |C| = 500 and |M| = 10, 000. Only one type of task, t3000, whose
required resource rt3000 was {3000} (so d = 1) was used in this experiment (Exp. 1).
For any ci ∈ C, a different capability was assigned to ci so that the values of 3000/a1ci
would be uniformly distributed over the range of 25–120; thus, the values of a1ci ranged
from 25 – 120. We assumed that the manager agents could not do the tasks themselves
forcing them to assign the tasks to agents who could. The agents were randomly placed
on a 150×150 grid with a torus topology to which a Euclidean distance was introduced
as its metric. Manager m’s scope, Sm, was the set of contractor agents whose distance
from m was less than 10.0 because it was implausible to allocate tasks to distant agents.
We also set f = 3 and D = 2.5. Thus, tasks maximally took five ticks to send messages
to known contractors. We defined these values by assuming that a tick was around 1 ms.
The number of announcement messages, N , and the queue length, |Qi|, were set to 20.

Figure 1 (a) plots the average completion times varying according to the values for
task load, L. It indicates that average performance with BAS, ℘(BAS), is higher than
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Fig. 1. Results of preliminary experiment (Exp. 1)

that with PASf , ℘(PASf ), when task load was low or quite high but PASf outperformed
BAS, otherwise. Note that the vertical dotted line when L = 165 indicates the limit for
the capability of the entire system. Actually, Fig. 1 (b), showing the numbers of dropped
tasks per tick with BAS indicates that dropped tasks rapidly increased if L ≥ 165.2

To clearly see the differences between their performance, we define the performance
ratio w.r.t. BAS as:

V(str) =
℘(BAS)− ℘(str)

℘(BAS)
× 100, (4)

where ℘(str) indicates the average completion times with the award strategy specified
by the variable, str. Fig. 1 (c), expressing the relationship between V(PASf ) and the task
load, indicates that when L was low (L ≤ 70), V(PASf ) was minus and performance
with PASf was maximally 40% lower than that with BAS. This tendency was also
observed when the system was beyond the upper limit of all agents’ capabilities (L ≥
160). However, when it was moderately busy and near (but less than) the upper limit for
the entire performance (80 ≤ L ≤ 160), performance with PASf was maximally 20%
higher than that with BAS. We believe that this is an important characteristic: when L
is low, any simple strategy can result in acceptable performance and when it is beyond
the upper limit for the system, no strategy can do all tasks within acceptable time limits.
The system must exert its full capabilities, especially near its upper limit.

The variations in performance in Fig. 1 (c) were caused by the combination of the
probabilities of multiple awards and awards to non-best bidders with PASf . When L
was low, multiple awards rarely occurred. However, as non-best bidders were awarded
with PASf , V(PASf ) became minus. All contractors’ queues, on the other hand, were
almost full if L was beyond the system’s limit. Thus, it was better to assign tasks to
the best bidders, because (1) lower-performing agents were also so busy that there were
no benefits by allowing some tasks to be shifted to these agents, and (2) there were so
many tasks that the awards to non-best bidders resulted in other multiple bids in low-
performing agents. In contrast, when L was moderate and less than the upper limit, busy
and unbusy agents co-existed, i.e., relatively high performing agents had a number of

2 We plotted the numbers of dropped tasks only with BAS in Fig. 1 (b), but they were almost
identical to those with PASf .
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tasks in their queues but low performing agents had few assigned tasks. Thus, managers
might assign tasks to low-performing agents, resulting in making simultaneous multiple
awards to them. This degraded overall performance. However, managers with PASf

probabilistically awarded these agents to avoid multiple awards, to some degree.

4 Proposed Method

As PASf could attain approximately 20% better performance than BAS in situations
near the upper limit of the system, this improvement was not small. We want to empha-
size that the system must exert its potential capabilities in busy situations, especially
near its upper limit of task load, but achieving this is not easy. However, PASf also
drastically worsens performance in other situations. Thus, if managers could select an
appropriate award strategy by estimating the current degrees of task loads in their local
regions, they could take advantage of PASf .

The variance and standard deviation (SD) of bid values from local contractors can
provide the information to estimate task loads in local regions. We introduced phantom
tasks to achieve this, which are announced by managers even though no contractors are
awarded to them. Phantom tasks were proposed in [8], but their use was quite restricted.
We used it more actively in our proposed strategy; when a manager announces a task,
t, it also announces two phantom tasks. The first one requires much smaller resources,
say 1/6, than those of t and this is denoted by pst . The second requires identical to or
slightly more resources than those of t and this is denoted by plt. Then, the manager
calculates the SDs of bid values for pst and plt received from local agents. These SDs for
pst and plt correspond to σs and σl.
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Fig. 2. Bid values in unbusy and moderately busy states

We then investigated changes in the average values of σl−σs with variable task loads
in an environment identical to that in Exp. 1. Since the task was t3000, the resources
required for plt3000 and pst3000 were set to {3001} for the former and {500} for the latter.
The results are plotted in Fig. 2 (a).

This graph shows that σl > σs in BAS when L is low or beyond the limit, but
σs > σl, otherwise. We can explain this phenomenon as follows. When L is low, the
distribution of bid values for plt and pst (see Figs. 2 (b-1) and (b-2), which illustrate
the distributions of bid values) directly reflects the capabilities of contractors. Thus, σl,
the SD of bid values for plt, is larger than σs, which is the SD of bid values for pst .
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However, in moderately busy situations (L is between 80 and 160) there are chances for
lower-performing agents to be awarded, because only higher performing agents have
a number of tasks being queued and executed (Fig. 2 (c-1)). Consequently, σs > σl

held in this situation (cf. Figs. 2 (c-1) and (c-2)). When the system was over the upper
limit, all contractors already had a number of tasks waiting in their queues, and their
estimated completion times of the tasks at the end of the queues were quite similar.
Thus, the estimated completion times for the new announced tasks again reflected the
performance of contractors. In contrast, managers with PASf allocated tasks with some
fluctuations; thus, σl > σs was always positive as seen in Fig. 2(a).

From this discussion, we propose a novel award strategy in which BAS or PASf is
selected using the phantom tasks associated with the requesting task. For task t, we gen-
erate phantom tasks, plt and pst , whose required resources are rpl

t
= {r1t+α, . . . , rdt +α}

and rps
t
= {r1t /β, . . . , rdt /β}, where α is a small integer equal to or near 0 (in the ex-

periments that follow, we set (α, β) = (1, 6)). Then, managers announce plt and pst as
well as t. Because managers adopt an announcement strategy in which the announce-
ment messages are sent to N agents randomly selected for individual scopes, these
announcement messages are not sent to the same set of agents. However, we assumed
that the task load states could be estimated by a survey of random sampling.3 Then,
contractors send back the bid messages for the received tasks. Because they cannot dis-
tinguish normal from phantom tasks, they adopt the same bid strategy in their decisions.
Managers then calculate the SDs, σl and σs, and select BAS if σl − σs > 0 and PASf

if σl − σs ≤ 0, as the award strategy that is used to determine the awardee for t. The
proposed method of selecting the award strategy is called award selection according to
bid variances (ASBV).

5 Experimental Evaluation and Remarks

We experimentally evaluated ASBV. The experimental setting for this experiment
(Exp. 2) was identical to that of Exp. 1. The performance ratios w.r.t. the BAS of ASBV,
℘(ASBV), are plotted in Fig. 3 (a).

This graph indicates that ASBV outperformed the selected strategy ratios with BAS
when L ≥ 70 and those with PASf near the upper limit for the system (around L = 150
to 165). As was previously mentioned, this feature of ASBV is important for all agents
in LSMAS to exert all their capabilities.

We also examined the ratios of selected strategies (RSS), i.e., the number of man-
agers that selected BAS to that of managers that selected PASf . The results are plotted
in Fig. 3 (b), which indicates that when task load was low, managers only selected BAS.
Then, they increased the chance of selecting PASf according to the increase in the task
load. However, the selections of BAS and PASf in managers balanced at certain ratios
to keep the values of σl − σs positive. We think that this balanced selection by local
autonomous decisions by managers could improve overall performance near the up-
per limit for the system (around L = 160). Fig. 3 (a) indicates that ASBV performed

3 Of course, we allowed multiple bids, where managers could send the same set of agents for
these three tasks. The proposed method could slightly reduce the overhead for processing the
messages for phantom tasks.
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Fig. 3. Performance and selected strategy ratios in Exp. 2

slightly worse when L was low although all managers adopted BAS: The manager se-
lected the awardee in ASBV after all bids for t, plt, and pst had arrived. Therefore, it
took slightly longer than that in BAS and PASf .

We investigated influences with resources required by tasks, the fluctuation factor
in PASf , and communication delay on overall performance with ASBV. We conducted
a number of experiments to do this. The generated tasks were t5000 (so their required
resources were rt5000 = {5000}. The resources required by tasks are denoted by sub-
scripts, such as t5000, after this) in Exp. 3 whose results are plotted in Figs. 4 (a) and
(b). Five different tasks, t2000, t3000, t4000, t5000, and t6000 were randomly generated
in Exp. 4 whose results are plotted in Fig. 4 (c). The generated tasks in Exps. 5 and 6
are identical to those in Exp. 2, but the speed factor for message passing, D, was set to
1.25 and 5 in Exp. 5. Further, fluctuation factor f was set to two and four in Exp. 6. The
results for Exp 5 are plotted in Figs. 4 (d) (e) and (f) and those for Exp. 6 are plotted in
Figs. 4 (g) (h) and (i).

Figures 4 (a) and (c) indicate that ASBV could also perform better near (but less
than) the upper limits of the entire capabilities for tasks that required different resources
and for mixtures of different tasks. Note that the upper limits for task loads are approxi-
mately 100 and 125 in Exps. 3 and 4. The curves for improvement ratios in these figures
are similar to that in Exp. 2. Figure 4 (b) has the values of RSS in Exp. 3 and these are
also quite similar to that in Exp. 2. Note that we omitted the figure for RSS in Exp. 4
because it was almost identical to that in Exp. 3.

The length of communication delay affected improvements to the proposed method,
because it also affected the chances of simultaneous multiple awards being made. When
it was long (D = 1.25), the improvement ratios increased more than those in Exp. 2 (cf.
Figs. 4 (d) and 3 (a)). Here, as multiple awards occurred more frequently, performance
with PAS was degraded more significantly. However, as managers with ASBV selected
non-best bidders, improvements with ASBV increased. Of course, when communica-
tion delay was short, the improvement ratios decreased as we can see from Fig. 4 (e).
Figure 4 (f) also confirms this phenomenon. Because the chance of multiple awards al-
ways increased in BAS if communication delay was longer, σl−σs lowered. Therefore,
the managers with ASBV adopted PASf more as award strategy to reduce the chance of
multiple awards being made. These experimental results suggest that the proposed strat-
egy is more useful in LSMAS that are widely distributed where their communication
delay is significant.
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The effect of fluctuation factors also yielded interesting features. If we compare the
graphs in Figs. 3 (a), 4 (g), and (h), improvements in their performance when L was
between 80 and 165 were almost similar. However, when L was beyond the limit of ca-
pabilities, performance was slightly lower when fluctuation factor f was two (therefore,
the degree of randomness was high). Only a small amount of randomness was appro-
priate in the latter situations but condition f = 2 provided too much randomness to
awardee decisions even if RSS was larger. However, when L was between 80 and 165,
the proposed strategy could control the values of RSS as shown in Fig. 4 (h); actually,
managers with ASBV could adaptively change the values of RSS according to the de-
grees of randomness provided by PASf (f = 2, 3, or 4) only when randomness was
necessary. Note that the values of RSS always differed according to the values of speed
factor in Fig. 4 (f) since communication delay always existed regardless of the task loads.
These experiments indicate that ASBV adaptively introduced a degree of randomness,
since its selection of award strategy was based on the observed real-time data.

6 Conclusion

We proposed an award strategy called award selection according to bid variances, for
CNP-like negotiation protocols, in which two award strategies were alternatively se-
lected by estimating local task loads around individual managers based on the statistical
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analysis of received bid messages for phantom tasks. We then experimentally evaluated
and investigated the proposed strategy in various environments. The results indicated
that it could outperform naive and probabilistic methods, especially near the upper lim-
its of capabilities for the entire system. This is quite an important characteristic of actual
applications as it can exert potential capabilities when really required. It also performed
better in wide-area distributed systems in which communication delay was not short.
We plan to conduct theoretical analysis to understand the phenomena described in this
paper.
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bers 23650075 and 22300056.

References

1. Aknine, S., Pinson, S., Shakun, M.F.: An extended multi-agent negotiation protocol.
Autonomous Agents and Multi-Agent Systems 8(1), 5–45 (2004)

2. Billington, J., Gupta, A.K., Gallasch, G.E.: Modelling and Analysing the Contract Net Pro-
tocol - Extension Using Coloured Petri Nets. In: Suzuki, K., Higashino, T., Yasumoto, K.,
El-Fakih, K. (eds.) FORTE 2008. LNCS, vol. 5048, pp. 169–184. Springer, Heidelberg (2008)

3. Fan, G., Huang, H., Jin, S.: An Extended Contract Net Protocol Based on the Personal Assis-
tant. In: ISECS International Colloquium on Computing, Communication, Control and Man-
agement, pp. 603–607 (2008)

4. Kinnebrew, J.S., Biswas, G.: Efficient allocation of hierarchically-decomposable tasks in a
sensor web contract net. In: Proc. of IEEE/WIC/ACM Int. Conf. on Web Intelligence and
Intelligent Agent Technology, vol. 2, pp. 225–232 (2009)

5. Sandholm, T., Lesser, V.: Issues in automated negotiation and electronic commerce: Extending
the contract net framework. In: Lesser, V. (ed.) Proc. of the 1st Int., Conf. on Multi-Agent
Systems (ICMAS 1995), pp. 328–335 (1995)

6. Schillo, M., Kray, C., Fischer, K.: The Eager Bidder Problem: A Fundamental Problem of DAI
and Selected Solutions. In: Proc. of AAMAS 2002. pp. 599–606 (2002)

7. Smith, R.G.: The Contract Net Protocol: High-Level Communication and Control in a Dis-
tributed Problem Solver. IEEE Transactions on Computers C-29(12), 1104–1113 (1980)

8. Sugawara, T., Fukuda, K., Hirotsu, T., Kurihara, S.: Effect of alternative distributed task al-
location strategy based on local observations in contract net protocol. In: Desai, N., Liu, A.,
Winikoff, M. (eds.) PRIMA 2010. LNCS, vol. 7057, pp. 90–104. Springer, Heidelberg (2012)

9. Xu, L., Weigand, H.: The Evolution of the Contract Net Protocol. In: Wang, X.S., Yu, G., Lu,
H. (eds.) WAIM 2001. LNCS, vol. 2118, pp. 257–264. Springer, Heidelberg (2001)



Autonomic System Architecture: An Automated

Planning Perspective
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Abstract. Control systems embodying artificial intelligence (AI) tech-
niques tend to be “reactive” rather than “deliberative” in many applica-
tion areas. There arises a need for systems that can sense, interpret and
deliberate with their actions and goals to be achieved, taking into con-
sideration continuous changes in state, required service level and environ-
mental constraints. The requirement of such systems is that they can plan
and act effectively after such deliberation, so that behaviourally they ap-
pear self-aware. In this paper, we focus on designing a generic architecture
for autonomic systems which is inspired by the Human Autonomic Ner-
vous System. Our architecture consists of four main components which are
discussed in the context of the Urban Traffic Control Domain. We also
highlight the role of AI planning in enabling self-management property of
autonomic systems. We believe that creating a generic architecture that
enables control systems to automatically reason with knowledge of their
environment and their controls, in order to generate plans and schedules
to manage themselves, would be a significant step forward in the field of
autonomic systems.

Keywords: automated planning, urban traffic control, autonomic sys-
tems.

1 Introduction

Autonomic systems (AS) are required to have an ability to learn process pat-
terns from the past and adopt, discard or generate new plans to improve the
process control. The ability to identify the task is the most important aspect of
any AS element, this enables AS to select the appropriate action when healing,
optimising, configuring or protecting itself. Advanced control systems should be
able to reason with their surrounding environment and take decision with re-
spect to their current situation and their desired service level. This could be
achieved by embedding situational awareness into them and given the ability
to generates necessary plans to solve their problem themselves with little or no
human intervention - we believe this is the key to embody autonomic properties
in systems. Our autonomic system architecture is inspired by the functionality
of the Human Autonomic Nervous System (HANS) that handles complexity and
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uncertainty with the aim to realise computing systems and applications capable
of managing themselves with minimum human intervention.

The need for planning and execution frameworks has increased interests in
designing and developing system architectures which use state-of-the-art plan
generation techniques, plan execution, monitoring and recovery in order to ad-
dress complex tasks in real-world environments [1]. An example of such an ar-
chitecture is T-Rex (Teleo-Reactive EXecutive): a goal oriented system architec-
ture with embedded automated planning for on-board planning and execution
for autonomous underwater vehicles to enhance ocean science [2, 3]. Another
recent planning architecture, PELEA (Planning and Execution LEarning Archi-
tecture), is a flexible modular architecture that incorporates sensing, planning,
executing, monitoring, replanning and even learning from past experiences [4].
The list of system architectures incorporating automated planning is, of course,
longer, however, many architectures are designed as domain-specific.

In our previous work, we introduced the problem of self-management of a road
traffic network as a temporal planning problem in order to effectively navigate
cars throughout a road network. We demonstrated the feasibility of such a con-
cept and discuss our evaluation in order to identify strengths and weaknesses of
our approach and point to some promising directions of future research [5, 6]. In
this paper, we propose an architecture inspired by Human Autonomic Nervous
System (HANS) which embodies AI planning in order to enable autonomic prop-
erties such as self-management. This architecture is explained on the example of
Urban Traffic Control domain.

2 Urban Traffic Control

The existing urban traffic control (UTC) approaches are still not completely
optimal during unforeseen situations such as road incidents when changes in
traffic are requested in a short time interval [7, 8]. This increases the need for
autonomy in urban traffic control [9–11]. To create such a platform, an AS
system needs to be able to consider the factors affecting the situation at hand:
the road network, the state of traffic flows, the road capacity limit, accessibility
or availability of roads within the network etc. All these factors will be peculiar
to the particular set of circumstances causing the problem [6]. Hence, there is a
need for a system that can reason with the capabilities of the control assets, and
the situation parameters as sensed by road sensors and generate a set of actions
or decisions that can be taken to alleviate the situation. Therefore, we need
systems that can plan and act effectively in order to restore an unexpected road
traffic situation into a normal order. A significant step towards this is exploiting
Automated Planning techniques which can reason about unforeseen situations
in the road network and come up with plans (sequences of actions) achieving a
desired traffic situation.
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2.1 Role of AI Planning in Urban Traffic Control

The field of Artificial Intelligence Planning, or AI Planning, has evidenced a
significant advancement in planning techniques, which has led to development
of efficient planning systems [12–15] that can input expressive models of appli-
cations. The existence of these general planning tools has motivated engineers in
designing and developing complex application models which closely approximate
real world problems. Thus, it is now possible to deploy deliberative reasoning
to real-time control applications [16–18]. Consequently, AI Planning now has a
growing role in realisation of autonomic in control systems and this architec-
ture is a leap towards the realisation of such goal. The main difference between
traditional and our autonomic control architecture is depicted in Figure 1. Tra-
ditionally, a control loop consists of three steps: sense, interpret and act [19]. In
other words, data are gathered from the environment with the use of sensors, the
system interprets information from these sensors as the state of the environment.
The system acts by taking necessary actions which is feedback into the system in
other to keep the environment in desirable state. Introducing deliberation in the
control loop allows the system to reason and generate effective plans in order
to achieve desirable goals. Enabling deliberative reasoning in UTC systems is
important because of its ability to handle unforeseen situations which has not
been previously learnt nor hard-coded into a UTC. This helps to reduce traffic
congestion and carbon emissions.

Fig. 1. Illustration of Autonomic System Architecture in Urban Traffic Control

3 Automated Planning

AI Planning deals with the problem of finding a totally or partially ordered
sequence of actions whose execution leads from a particular initial state to a
state in which a goal condition is satisfied [20]. Actions in plans are ordered in
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such a way that executability of every action is guaranteed [21]. Hence, an agent
is able to transform the environment from an initial state into a desired goal
state [22, 23]. A planning problem thus involves deciding “what” actions to do,
and “when” to do them [24, 25].

In general, state space of AI planning tasks can be defined as a state-transition
system specified by 4-tuple (S,A,E, γ) where:

– S is a set of states
– A is a set of actions
– E is a set of events
– γ : S × (A ∪ E)→ 2S is a transition function

Actions and events can modify the environment (a state is changed after an ac-
tion or event is triggered). However, the difference between them is that actions
are executed by the agent while events are triggered regardless of agent’s inten-
tions. Application of an action a (or an event) in some state s results in a state
in γ(s, a) (γ(s, a) contains a set of states). It refers to non-deterministic effects
of actions (events).

Classical planning is the simplest form of AI planning in which the set of
events E is empty and the transition function γ is deterministic (i.e. γ : S ×
A→ S). Hence, the environment is static and fully observable. Also, in classical
planning actions have instantaneous effects.

Temporal planning extends classical planning by considering time. Actions
have durative effects which means that executing an action takes some time and
effects of the action are not instantaneous. Temporal planning, in fact, combines
classical planning and scheduling.

Conformant planning considers partially observable environments and ac-
tions with non-deterministic effects. Therefore, the transition function γ is non-
deterministic (i.e. γ : S ×A→ 2S). The set of events E is also empty.

For describing classical and temporal planning domain and problem models,
we can use PDDL [26], a language which is supported by the most of planning
engines. For describing conformant planning domain and problem models, we can
use PPDDL [27] (an extension of PDDL) or RDDL [28], languages which are
supported by many conformant planning engines. Our architecture can generally
support all the above kinds of planning.

4 Autonomic Computing Paradigm

We use the term “autonomic system” rather than autonomic computing to em-
phasise the idea that we are dealing with a heterogeneous system containing
hardware and software. Sensors and effectors are the main component of this
type of autonomic system architecture [29]. AS needs sensors to sense the envi-
ronment and executes actions through effectors. In most cases, a control loop is
created: the system processes information retrieved from the sensors in order to
be aware of its effect and its environment; it takes necessary decisions using its
existing knowledge from its domain, generates effective plans and executes those
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plans using effectors. Autonomic systems typically execute a cycle of monitoring,
analysing, planning and execution [30].

System architecture elements are self-managed by monitoring, behaviour
analysing and the response is used to plan and execute actions that move or
keep the system in desired state. Overall self-management of a system is about
doing self-assessment, protection, healing, optimisation, maintenance and other
overlapping terms [29]. It is important to stress that these properties are interwo-
ven. The existence of one might require the existence of the others to effectively
operate. For instance, a self-optimisation process might not be complete until
the system is able to self-configure itself. Likewise, an aspect of a proactive self-
healing is an ability of the system to self-protect itself. Any system that is meant
to satisfy the above objectives will need to have the following attributes:

– Self-awareness of both internal and external features, processes resources,
and constrains

– Self-monitoring it existing state and processes and
– Self-adjustment and control of itself to the desirable/required state
– Heterogeneity across numerous hardware and software architectures

4.1 Case Study of Human Autonomic Nervous System

Human breathing, heartbeat, temperature, immune system, repair mechanisms
are all to a great extent controlled by our body without our conscious manage-
ment. For instance, when we are anxious, frightened, ill or injured, all our bodily
functions evolves to react appropriately. The autonomic nervous system has all
the organs of the body connected to the body central nervous system which
takes decisions in order to optimise the effective functioning of other organs in
the body. The sensory cells, senses the state of each organs in relation to the dy-
namically changing internal and external environment. This information is sent
to the brain for interpretation and decision making. The execution of relevant
action is sent back to the organs via the linking nerves in real time. This process
is repeated trillions of time in seconds within the human body system.

5 System Architecture

Our system architecture is divided into four main blocks. Description of each
block is given in the subsequent subsections, however, due to space constraints
we cannot go into very details. The entire architecture comprises of a declarative
description of the system under study; the individual components that make up
such system; the dynamic environment that can influence the performance of
such system ; its sensing and controlling capabilities and it ability to reasoning
and deliberate.

Our system architecture consists of four main blocks:

– The System Description Block (SD)
– The Sensor and Effector Block (SE)
– The Service Level Checker (SLC)
– The Planning and Action Block (PA)
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Fig. 2. Diagram of our autonomic system architecture illustrating the relationship
between the four main blocks

5.1 The System Description Block (SD)

The system description block stores the information about the environment.
Formally, the system description block is a triple 〈D,X, S〉 where

– D is a finite set of system components
– X is a finite set of artefacts
– S is a set of states, where each state si ∈ S is a set of assignments fk(yl) = vm

where yl ∈ D ∪X and vm is a value of yl

System components are parts of the system which are fully controlled by the
system. In human body, components are, for example, legs, kidney, hands, lungs
etc. Artefacts refer to external objects which are in the environment where the
system operates. In analogy to human body, artefacts are objects the human
body can interact with. States of the system capture states of all the components
and artefacts which are considered. For example, a stomach can be empty or full,
water in a glass can be cold or hot etc.

In Urban Traffic Control (UTC) domain, for instance, SD consists of a declar-
ative description of the road network of an area that need to be controlled while
optimising traffic flow pattern. The components are all the objects that can be
controlled by the system, for example, traffic control signal heads, variable mes-
sage signs(VMS) and traffic cameras. The artefacts, objects which cannot be
directly controlled by the system such as roads layout and infrastructures.
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5.2 The Sensor and Effector Block (SE)

A human body monitors a state of its components (organs), where one can feel
pain, hunger, cold etc., and states of artefacts (external objects) with sensors
such as skin, eyes, nose etc. SE is responsible for sensing in order to determine
a current state of the system (environment) which is stored in SD. Different
sensors can provide an information about states of the system components and
artefacts. Since the outputs of the sensors might not directly correspond with
the representation of states. Formally, we can define a function η : O→ S which
can transform a vector of outputs of different sensors (O is the set of all such
possible vectors) to a state of the system (S is a set of all possible states of the
system). For example, in the UTC domain, sensing can be done by road sensors
and CCTV cameras.

SE is also responsible for executing plans (sequences of actions) given by the
Planning and Action block in Figure 2. Executing actions is done via system
components which indirectly affect artefacts as well. In the UTC domain, a plan
to change a traffic light from red to green would cause vehicles to start moving
through the intersection. Since we have to consider uncertainty, after executing
a sequence of actions, the sensors sense the current state, and if the current state
is different from the expected one, the information is propagated to the Planning
and Action block which provides a new plan.

5.3 The Service Level Checker (SLC)

The service level checker, as the name implies, repeatedly checks the service
level of the entire system to see if the system is in a ‘good condition’. It gets
the current state of the system from SE and compare it with the ‘ideal’ service
level. If the current state is far from being ‘ideal’, then the system should act in
order to recover its state to a ‘good condition’. In analogy to a human body, if it
is infected by some virus, the body cells detect this anomalies and start acting
against the virus. Formally, we can define an error function ε : S → R

+
0 which

determines how far the current state of the system is from being ‘ideal’. ε(s) = 0
means that s is an ‘ideal’ state. If a value of the error function in the current
state is greater than a given threshold, then SLC generates goals (desired states
of a given components and/or artefacts) and passes them to the Planning and
Actions block (see below).

An example of this in UTC domain can be seen in an accident scene at
a junction. The ‘ideal’ service level for such a junction is to maximise traffic
flow from the junction to neighbouring routes. The present state of the system
shows that the traffic at that junction is now static with road sensors indicating
static vehicles. This situation is not ‘ideal’, the error function in such a state is
high, hence, new goals are generated by SLC to re-route incoming traffic flowing
towards such intersection. It is also possible to alter the error function by an
external system controller. For instance, an autonomic UTC system can also
accept inputs from the traffic controller (Motoring Agencies). This means that
the system behaviour can be altered by the user if needed. This gives the user a
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superior autonomy over the entire autonomic system. For instance, despite the
human body system having the capacity to fight virus (as mentioned before),
an expert (doctor) still may have control, so he can, for instance, prescribe
anesthetic to reduce the way the body response to pains. This anesthetic act on
the brain or peripheral nervous system in other to suppress responses to sensory
stimulation. Our architecture is thus designed to have autonomy over it entire
component and artefacts and robust enough to accommodate sovereign external
user control.

5.4 The Planning and Action Block (PA)

PA can be understood as a core of deliberative reasoning and decision making
in the system. This is ‘the brain’ of our architecture. PA receives the current
state of the system from SE, and goals from SLC. Then produces a plan which
is then passed to SE for execution. However, it is well known from planning
and execution systems [31] that producing a plan given a planning problem
does not guarantee its successful execution. As indicated before SE, which is
responsible for plan execution, verifies whether executing an action provided
a desired outcome. If the outcome is different (from some reason), then this
outcome is passed back to PA which re-plans. It is well known that even classical
planning is intractable (PSPACE-complete). Therefore, PA might not guarantee
generating plans in a reasonable time. Especially, in a dynamic environment a
system must be able to react quickly to avoid imminent danger. Therefore, SLC
generates goals which are easy to achieve when the time is crucial.

In analogy to human beings, if hungry they, for instance, have to plan how to
obtain food (go shopping). This might not be a very time critical task such as if
one is standing on the road and there is a car going fast against him he has to
act quickly to avoid a (fatal) collision.

In the UTC domain, if some road is congested, then the traffic is navigated
through alternative routes. Hence, PA is responsible for producing a plan which
may consist of showing information about such alternative routes on variable
message signs and optimising signal heads towards such route.

6 Conclusion

In this work, we have describe our vision of self-management at the architectural
level, where autonomy is the ability of the system components to configure their
interaction in order for the entire system to achieve a set service level. We created
an architecture that mimics Human Autonomic Nervous System (HANS). Our
architecture is basically made of four main blocks which are discussed in the con-
text of the Urban Traffic Control Domain. We describe the functionality of each
block, highlighting their relationship with one another. We also highlight the role
of AI planning in enabling self-management property in an autonomic systems
architecture. We believe that, creating a generic architecture that enables con-
trol systems to automatically reason with knowledge of their environment and
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their controls, in order to generate plans and schedules to manage themselves,
would be a significant step forward in the field of autonomic systems.

In a real-world scenario where data such as road queues are uploaded in real-
time from road sensors with traffic signals connected to a planner, we believe
that our approach can optimise road traffic with little or no human intervention.
In future we plan to embed our architecture into a road traffic simulation plat-
form. We also plan to provide a deeper evaluation of our approach, especially
to compare it with traditional traffic control methods, and assess the effort and
challenges required to embody such technology within a real-world environment.
Other aspects of improvement would include: incorporating learning into our ar-
chitecture which will store plans for the purpose of re-using valid plans and save
the cost of re-planing at every instance.
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Abstract. This work examines the Capacitated Vehicle Routing Problem with
Balanced Routes and Time Windows (CVRPBRTW). The problem aims at op-
timizing the total distance cost, the number of vehicles used, and the route bal-
ancing, under the existence of time windows and other constraints. The problem
is formulated as a Multi-Objective Optimization Problem where all objectives
are tackled simultaneously, so as to effect a better solution space coverage. A
Multi-Objective Evolutionary Algorithm based on Decomposition (MOEA/D),
hybridized with local search elements, is proposed. The application of local search
heuristics is not uniform but depends on specific objective preferences and in-
stance requirements of the decomposed subproblems. To test the efficacy of the
proposed solutions, extensive experiments were conducted on well known bench-
mark problem instances and results were compared with other MOEAs.

1 Introduction and Related Work

The Vehicle Routing Problem (VRP) refers to a family of problems in which a set of
routes for a fleet of vehicles based at one (or several) depot(s) must be determined for
a number of geographically dispersed customers. The goal is to deliver goods to the
customers with known demands under several objectives and constraints by originating
and terminating at a depot.

The problem has received extensive attention in the literature [1] due to its associ-
ation with important real-world problems. Several versions and variations of the VRP
exist that are mainly classified based on their objectives and constraints [2]. The classic
version of the Capacitated VRP (CVRP) [1,3] considers a collection of routes, where
each vehicle is associated with one route, each customer is visited only once and aims at
minimizing the total distance cost of a solution using the minimum number of vehicles
while ensuring that the total demand per route does not exceed the vehicle capacity. The
extended CVRP with Balanced Routes (CVRPBR) [4] introduces the objective of route
balancing in order to bring an element of fairness into the solutions. The CVRP with
time windows (CVRPTW) [5] does not include any additional objective but involves the
additional constraint that each customer should be served within specific time windows.

CVRP and its variants are proven NP-hard [6]. Optimal solutions for small instances
can be obtained using exact methods [2], but the computation time increases expo-
nentially for larger instances. Thus, several heuristic and optimization methods [1] are
proposed. More recently, metaheuristic approaches are used to tackle harder CVRP
instances including Genetic Algorithms [7] and hybrid approaches [3]. Hybrid ap-
proaches, which often include combinations of different heuristic and metaheuristic
methods such as the hybridization of Evolutionary Algorithms (EAs) with local search
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(aka Hybrid or Memetic Algorithms), have been more effective in dealing with hard
scheduling and routing problems [3] than conventional approaches in the past.

When real-life cases are considered, it is common to examine the problem under
multiple objectives as decision makers rarely take decisions examining objectives in
isolation. Therefore, proposed solutions often attack the various objectives in a single
run. This can be done by tackling the objectives individually and sequentially [4], or
by optimizing one objective while constraining the others [8] or by aggregating all ob-
jectives into one single objective function [9] usually via a weighted summation. Such
approaches often lose “better” solutions, as objectives often conflict with each other
and the trade-off can only be assessed by the decision maker. Therefore, the context of
Multi-Objective Optimization (MOO) is much more suited for such problems.

A Multi-objective Optimization Problem (MOP) [10] can be mathematically formu-
lated as follows:

minimize F (x) = (f1(x), . . . , fm(x))T , subject to x ∈ Ω (1)

where Ω is the decision space and x ∈ Ω is a decision vector. F (x) consists of m
objective functions fi : Ω → �, i = 1, . . . ,m, and �m is the objective space.

The objectives in (1) often conflict with each other and an improvement on one ob-
jective may lead to the deterioration of another. In that case, the best trade-off solutions,
called the set of Pareto optimal (or non-dominated) solutions, is often required by a
decision maker. The Pareto optimality concept is formally defined as,
Definition 1. A vector u = (u1, . . . , um)T is said to dominate another vector v =
(v1, . . . , vm)T , denoted as u ≺ v, iff ∀i ∈ {1, . . . ,m}, ui ≤ vi and u �= v.
Definition 2. A feasible solution x∗ ∈ Ω of problem (1) is called Pareto optimal solu-
tion, iff � ∃y ∈ Ω such that F (y) ≺ F (x∗). The set of all Pareto optimal solutions is
called the Pareto Set (PS) and the image of the PS in the objective space is called the
Pareto Front (PF).

Multi-Objective Evolutionary Algorithms (MOEAs) [11] are proven efficient and
effective in dealing with MOPs. This is due to their population-based nature that allows
them to obtain a well-diversified approximation of the PF. That is, minimize the distance
between the generated solutions and the true PF as well as maximize the diversity (i.e.
the coverage of the PF in the objective space). In order to do that, MOEAs are often
combined with various niching mechanisms such as crowding distance estimation [12]
to improve diversity, and/or local search methods [13] to improve convergence.

In the literature there are several studies that utilized generic or hybrid Pareto-
dominance based MOEAs to tackle Multi-Objective CVRPs and variants [14]. For ex-
ample, Jozefowiez et al. [15] proposed a bi-objective CVRPBR with the goal to optimize
both the total route length and routes balancing. In [16], the authors proposed a hybridiza-
tion of a conventional MOEA with multiple LS approaches that were selected randomly
every 50 generations to locally optimize each individual in the population and tackle a
bi-objective CVRPTW. In [17], Geiger have tackled several variations of the CVRPTW
by optimizing pairs of the different objectives. Over the past decade numerous variants
of the investigated problem have been addressed under a MOP setting, involving dif-
ferent combinations of objectives and different search hybridization elements. For the
interested reader, indicative examples include ( [18], [19]).
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Even though the objectives and constraints presented are all important, challenging,
and by nature conflicting with each other, to the best of our knowledge no research work
has ever dealt with the minimization of the total distance cost, the number of vehicles
and the route balancing objectives as a MOP trying to satisfy all side-constraints, simul-
taneously. Moreover in all the above studies, MOEAs based on Pareto Dominance (such
as NSGA-II [12]) are hybridized either with a single local search approach [18,19] or
with multiple local search heuristics with one being selected randomly [16] each time a
solution was about to be optimized locally.

In this paper, we investigate the CVRPBRTW, formulated as a MOP composed of
three objectives (minimize the total distance cost, minimize the number of vehicles and
balance the routes of the vehicles) and all relevant constraints aiming at increasing its
practical impact by making it closer to real-life cases. Solutions are obtained through a
hybrid MOEA/D [20] approach that decomposes the proposed MOP into a set of scalar
subproblems, which are solved simultaneously using neighborhood information and lo-
cal search methods each time a new solution is generated. Specifically, the MOEA/D
is hybridized with multiple local search heuristics that are adaptively selected and lo-
cally applied to a subproblem’s solution based on specific objective preferences and
instant requirements. We examine our proposition on Solomon’s benchmark problem
instances [5] against several other MOEA/Ds.

2 Multi-Objective Problem Definition and Formulation

The elementary version of the CVRP [1,3] is often modelled as a complete graph
G(V,E), where the set of vertices V is composed of a unique depot u0 = o and l dis-
tinct customers, each based at a prespecified location. The Euclidean distance between
any pair of customers is associated with the corresponding edge in E. Each customer
must be served a quantity of goods (customer’s demand) that requires a predefined
service time. To deliver those goods, K identical vehicles are available, which are as-
sociated with a maximal capacity of goods that they can transport. Vehicles traverse
a unit distance in unit time and time is measured as time elapsed from commencing
operations. A solution of the CVRP is a collection of routes, where each route is a se-
quence of vertices starting and ending at the depot and served by a single vehicle, each
customer is visited only once and the total amount of goods transported per route is at
most the vehicle’s capacity. The CVRP aims at a minimal total distance cost of a solu-
tion, using minimum number of vehicles. In the investigated problem a third objective,
that of route balancing, is also examined. The balancing objective, which is defined as
the difference between the maximum distance traveled by a vehicle and the mean trav-
eled distance of all vehicles [4], brings an element of fairness in solutions. Finally, the
well known ‘time windows’ constraint is imposed. This constraint requires the vehicle
serving each customer to arrive within specific time windows.

Note that in the problem variant investigated in this work, if a vehicle arrives at a
customer before the earliest arrival time it is allowed to wait until that time is reached,
resulting in additional route traveled time. Time windows are treated as a hard constraint
in the sense that if the vehicle arrives at a customer after the latest arrival time the
solution is considered infeasible.
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Therefore, the proposed CVRP with Balanced Routes and Time Windows (CVRP-
BRTW) can be mathematically formulated as follows:

Given,
V — the set of l + 1 vertices (customers) composed of a depot o and for

i = 1, ..., l vertices ui located at coordinates (xi, yi).
E — the set of edges (ui, uj) for each pair of vertices in ui, uj ∈ V asso-

ciated with their Euclidean distance dist(ui, uj).
[eu, e

′
u] — the time window of customer u, ∀u ∈ V .

qu — the quantity demand of customer u, ∀u ∈ V ; in particular, qo = 0.
tsu — the service time of customer u, ∀u ∈ V ; in particular, tso = 0.
K — the maximum number of vehicles to be used (at most l).
c — the capacity of each vehicle z.
Rm — the route followed by the mth vehicle used in the solution. The route

is defined as a sequence of customer vertices (excluding the depot
vertex).

X — a collection of k routes X = {R1, R2, ..., Rk} where k is at most K .
suc(u) — given u ∈ Rm, suc(u) is the vertex immediately following u in Rm,

if it exists (i.e., u is not the last vertex in Rm), otherwise the depot o.
pre(u) — given u ∈ Rm, pre(u) is the vertex immediately preceding u in Rm,

if it exists (i.e., u is not the first vertex in Rm), otherwise the depot o.
init(Rm) — the initial vertex in Rm

tau — the vehicle arrival time at vertex u ∈ V \ {o} which can be calculated
by the function max{eu, tapre(u) + tspre(u) + dist

(
(pre(u), u

)
}, with

tao = 0.
Dm(X) — the total distance covered by the vehicle serving route Rm in solution

X obtained by dist(o, init(Rm)) +
∑

∀u∈Rm dist
(
u, suc(u)

)
minF (X) = (D(X), B(X), N(X)) (2)

D(X) =

k∑
m=1

Dm(X) (3)

N(X) = k +

(
min

1≤m≤k

(
|Rm|
l

))
(4)

B(X) =

(
max

1≤m≤k
{Dm(X)}

)
− 1

k
D(X) (5)

subject to ∑
∀u∈Rm

qu ≤ c, ∀m = 1, ..., k (6)

eu ≤ tau ≤ e′u ∀uV \ {o} (7)

{u} ∩
⋃

m=1,...,k

Rm = {u} ∀u ∈ V \ {o} (8)

∑
m=1,...,k

|Rm| = l (9)
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Equation (2) specifies the multi-objective function we wish to minimize, comprising
the total distance cost, defined in (3), route balancing, defined in (5), and the number
of routes, thus vehicles, used, k = |X |. Note that instead of |X |, the auxiliary function
N(X) defined in (4) is used, as it gives a bias towards solutions with the least customers
in the smallest route.

Constraints (6) ensure that the total quantity of goods transported in a route does not
exceed the vehicle’s capacity, whereas constraints (7) require that the arrival time at all
customers is within the corresponding time window. The combination of constraints (8)
and (9) guarantee that all customers are served exactly once; constraints (8) ensure that
each customer vertex is visited by at least one route, and constraint (9) that the total
number of vertices visited is equal to the number of customers.

3 The Proposed Hybrid MOEA/D

3.1 Preliminaries

The problem is tackled by a decomposed MOEA. Before explaining the algorithm, the
encoding representation used and the solution evaluation algorithm will be explained.

Encoding Representation: In VRP, solutions are often represented by a variable length
vector of size greater than l, which consist of all l customers exactly once and the depot,
o, one or more times signifying when each vehicle starts and ends its route. Under such a
representation, the solution’s phenotype (the suggested routes) can readily be obtained,
although several issues of infeasibility arise. In this work however, a candidate solution
X is a fixed length vector of size l, composed of all customers only. This solution
encodingX is translated to the actual solution using the following algorithm. An empty
route R1 is initially created. The customers are inserted in R1 one by one in the same
order as they appear in solution X . A customer uj that violates any of the constraints of
Section 2 is directly inserted in a newly created route R2. In the case where more than
one route is available, and for the remaining customers, a competitive process starts,
in which the next customer uj+1 in X is allowed to be inserted in any available route
that does not violate a constraint. When more than one such routes exist, the one with
the shortest distance to the last customer en route is preferred. If a customer violates a
constraint in all available routes, a newly created route is initiated. Note that this process
guarantees feasibility irrespective of the actual sequence.

Decomposition: In MOEA/D, the original MOP needs to be decomposed into a number
of M scalar subproblems. Any mathematical aggregation approach can serve for this
purpose. In this article, the Tchebycheff approach is employed as originally proposed
in [20].

Let F (x) = (f1, ..., fm) be the objective vector, {w1, ..., wm} a set of evenly spread
weight vectors, which remain fixed for each subproblem for the whole evolution, and
z∗ the reference point. Then, the objective function of a subproblem i is stated as:

gi(X i|wi, z∗) = min{
m∑
j=1

(wi
j f̂j(X)− z∗j )}
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where wi = (wi
1, ..., w

i
m) represents the objective weight vector for the specific decom-

posed problem i, f̂ denotes the min-max normalization of f and z∗ = (z1, ..., zm) is a
vector equal to all best values zj found so far for each objective fj . MOEA/D minimizes
all these objective functions simultaneously in a single run. As stated in [20], one of the
major contributions of MOEA/D is that the optimal solution of subproblem i should
be close to that of k if wi and wk are close to each other in the weight space. There-
fore, any information about these gks with weight vectors close to wi should be helpful
for optimizing gi(X i|wi, z∗). This observation will be later utilized for improving the
efficiency and the adaptiveness of the newly proposed local search heuristic.

Neighborhoods: In MOEA/D, a neighborhood N i is maintained for each subproblem
i of weight vector wi. Particularly, N i is composed of the T subproblems of which the
weight vectors are closest to wi, including i itself. T is a parameter of the algorithm.
The Euclidean distance is used to measure the closeness between two weight vectors.

3.2 The Evolutionary Algorithm

The algorithm commences by creating an initial population, named Internal Population
(IP ) of generation γ = 0, IP0 = {X1, ..., XM}. The initial solutions are randomly
generated and each individual is evaluated using the process described earlier.

At each step of MOEA/D, for each subproblem i a new solution Y i is generated
through the use of genetic operators. Specifically, using the Neighborhood Tournament
Selection (NTS) operator [21], two parent solutions, Pr1 and Pr2, are selected from
N i. The two parent solutions are then recombined with a probability rate cr using the
well-known Partially Mapped Crossover (PMX) operator [22] to produce an offspring
solution O. Finally, a random mutation operator is utilized to modify each element of
solution O with a mutation rate mr and generate solution Y i.

After the new solution Y i is generated for a given subproblem, an attempt is made
to improve it through the use of local search. Specifically, one local search heuristic
is applied on Y i, yielding a new solution Zi. The local search (LS) heuristic used is
selected from the following pool [23]:

– Double Shift (DS): is a combination of the Backward and Forward Shifts. That is,
it initially takes a customer from its current position uj1 and inserts it before a
customer uk1 , where j1 > k1. Then it takes a customer from its current position
uj2 and inserts it after a customer uk2 , where j2 < k2.

– Lambda Interchange (LI): First, two routes A and B are chosen. The heuristic starts
by scanning through nodes in route A and moves a feasible node into route B. The
procedure repeats until a predefined number of nodes are shifted or the scanning
ends at the last node of route A.

– Shortest Path (SP): attempts to rearrange the order of nodes in a particular route
such that the node with the shortest distance from the incumbent is selected.

Central to the proposed approach is the way the local search heuristic (LS) is se-
lected for application each time a new solution is generated. Specifically, in our work
the LS is selected based on a weighted probability that is not static among all subprob-
lems but is based on the objective weights each subproblem i holds. Through extensive
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experimentation on random solution instances we have established an affinity of each
LS described above with an objective function and adopt an association between ob-
jective and LS. The associations applied are: SP for distance cost, DS for number of
vehicles, and LI for route balancing. As a result, we use the weight value wi

j for sub-
problem i and objective j as the weighted probability of selecting the associated LS on
that subproblem.

Once all solutions Zi are constructed, the population is updated as follows. Firstly,
solution Zi replaced the incumbent solution X i for subproblem i iff it achieves a better
value for the specific objective function of that subproblem. Subsequently, in an attempt
to propagate good characteristics, Zi is evaluated against the incumbent solutions Xks
of the T closest neighbors of i. For each of these subproblems, if gk(Zi|wk, z∗) <
gk(Xk|wk, z∗) then Zi becomes also the incumbent for subproblem k. Finally, a test is
made to check whether Zi is dominated by any solution in the maintained Pareto Front,
and if not, it is added to PF. The aforementioned process is repeated for a prespecified
number of generations gm.

4 Experimental Studies

4.1 Experimental Setup and Performance Measures

The experiments were carried out on the well-known Solomon’s instances (100-customer
problem sets). These instances are categorized into six classes: C1, C2, R1, R2, RC1
and RC2. Category C problems represent clustered data, which means the customers are
clustered either geographically or in terms of the time windows. Category R problems
represent uniformly randomly distributed data and RC are combinations of the other two
classes. Classes C1, R1 and RC1 consider customers with narrower time windows. The
algorithmic settings used are as follows: cr = 0.9,mr = 0.01, T = 10,M = 630 and
gm = 3000. Due to the limited space we present results on a subset of instances.

The performance of an MOEA is usually evaluated from two perspectives: the ob-
tained non-dominated set should be (i) as close to the true Pareto Front as possible, and
(ii) distributed as diversely and uniformly as possible. No single metric can reflect both
of these aspects and often a number of metrics are used [24]. In this study, we use the
Coverage C [24] and distance for reference set ID [25] metrics:

C(A,B) =
|{x ∈ B|∃y ∈ A : y ≺ x}|

|B| ; ID(A) =

∑
y∈R{minx∈A{d(x, y)}}

|R| .

Coverage is a commonly used metric for comparing two sets of non-dominated
solutions A and B. The C(A,B) metric calculates the ratio of solutions in B dom-
inated by solutions in A, divided by the total number of solutions in B. Therefore,
C(A,B) = 1 means that all solutions in B are dominated by the solutions in A. Note
that C(A,B) �= 1− C(B,A).

The distance from reference set is defined by Czyzzak et al. in [25]. This shows the
average distance from a solution in the reference set R to the closest solution in A. The
smaller the value of ID , the closer the set A is to R. In the absence of the real reference
set (i.e., Pareto Front), we calculate the average distance of each single point to the
nadir point since we consider minimization objectives.



138 A. Konstantinidis, S. Pericleous, and C. Charalambous

10 12 14 16 18
800

1000

1200

1400

1600

1800

2000

2200

# of vehicles

D
is

ta
nc

e 
C

os
t

500 1000 1500 2000 2500
0

10

20

30

40

50

60

Distance Cost
B

al
an

ci
ng

10 12 14 16 18
0

10

20

30

40

50

60

# of vehicles

B
al

an
ci

ng

10
15

20 0 1000 2000 3000

0

10

20

30

40

50

60

Distance Cost# of Vehicles

B
al

an
ci

ng

M
M−aLS

M
M−aLS

M
M−aLS

(a) Conventional MOEA/D (M) vs. MOEA/D with adaptive LS (M-aLS) in C101
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(b) MOEA/D with random LS (M-rLS) vs. MOEA/D with adaptive LS (M-aLS) in C101

Fig. 1. Evaluation of the proposed MOEA/D with the adaptive Local Search (M-aLS) with respect
to the conventional MOEA/D (M) and the MOEA/D with random local search selection (M-rLS)

4.2 Experimental Results

The proposed MOEA/D-aLS (M-aLS) is evaluated with respect to the conventional
MOEA/D as proposed by Zhang and Li in [20] and a MOEA/D with a random local
search (M-rLS) selection mechanism. To increase the fidelity of our experimental stud-
ies we have repeated each experiment of each algorithm for 30 independent runs, having
the same number of function evaluations for fairness.

Figure 1 shows that the hybrid M-aLS improves the performance of the conventional
MOEA/D and outperforms the M-rLS in test instance C101 in terms of both conver-
gence and diversity. In particular, the M-aLS has obtained a PF that dominates most
of the non-dominated solutions obtained by the other MOEA/Ds providing a better ap-
proximation towards the nadir point as well. Note that similar results were obtained in
most test instances. This is more evident in Table 1 that summarizes the statistical per-
formance of M-aLS and M-rLS in terms of the Coverage (C) and the Distance to the
reference set (ID). The results show that the non-dominated solutions obtained by the
M-aLS dominate most (on average 75%) of the non-dominated solutions obtained by
M-rLS and performs no worse on average than M-rLS in terms of ID . Finally, the re-
sults in Table 2, which summarize the best objective values obtained by each approach
during the evolution, clearly show that the performance of the proposed M-aLS is better
than its competitors.
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Table 1. MOEA/D with proposed adaptive Local Search (M-aLS) is compared to MOEA/D with
random LS selection (M-rLS) based on C and ID metrics. Best results are denoted in bold.

Test Inst. C(M-rLS,M-aLS) C(M-aLS,M-rLS) ID(M-rLS) ID(M-aLS)
C101: 0.03 0.74 43.61 31.99
C201: 0 1 33.68 20.14
R101: 0 0.86 19.16 22.68
R201: 0.33 0.36 29.04 36.78

RC101: 0.1 0.66 15.11 33.47
RC201: 0 0.88 42.25 20.3

Table 2. M-aLS is compared with conventional MOEA/D and M-rLS in terms of best solutions
found for each objective. Best results are denoted in bold.

Test Inst. M M-rLS M-aLS
V D B V D B V D B

C101: 15.0 1229.150 7.913 12.0 1023.474 9.802 12.0 933.462 6.824
C201: 9.0 1153.066 4.605 5.0 706.534 3.459 3.0 625.197 1.302
R101: 23.0 1934.568 12.642 22.0 1906.092 10.979 21.0 1823.122 10.835
R201: 10.0 1699.647 6.133 8.0 1351.344 4.469 8.0 1350.925 4.894

RC101: 21.0 2039.398 7.646 18.0 1891.283 9.779 18.0 1849.835 6.545
RC201: 10.0 1843.807 9.295 8.0 1606.290 4.767 8.0 1533.477 5.311

5 Conclusions and Future Work

The Tri-Objective Capacitated Vehicle Routing Problem with Balanced Routes and
Time Windows is proposed and tackled with a Multi-Objective Evolutionary Algorithm
based on Decomposition (MOEA/D) hybridized with local search. The MOEAD-aLS
decomposes the proposed MOP into a set of scalar subproblems which are solved si-
multaneously using at each generation multiple LSs adaptively selected based on ob-
jective preferences and instant requirements. We evaluate our proposition on a subset
of the standard benchmark problem instances. The results show that the MOEA/D-aLS
clearly improves the performance of the MOEA/D in all cases and of MOEA/D-rLS in
most cases. In the future, we aim at incorporating learning for the selection of a local
search approach to further improve the performance of the MOEA/D.
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Automatic Exercise Generation

in Euclidean Geometry

Andreas Papasalouros
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Abstract. Automatic assessment has recently drawn the efforts of re-
searchers in a number of fields. While most available approaches deal
with the construction of question items that assess factual and concep-
tual knowledge, this paper presents a method and a tool for generating
questions assessing procedural knowledge, in the form of simple proof
problems in the domain of the Euclidean Geometry. The method is based
on rules defined as Horn clauses. The method enumerates candidate prob-
lems and certain techniques are proposed for selecting interesting prob-
lems. With certain adaptations, the method is possible to be applied in
other knowledge domains as well.

Keywords: exercise generation, knowledge representation.

1 Introduction

Automatic assessment has recently drawn the efforts of researchers in a num-
ber of fields including Education Research, Cognitive Psychology and Artificial
Intelligence. Automated assessment has a number of potential benefits:

– It facilitates the process of creating question repositories.
– It may support the personalization of questions generated based on student

profile and personal learning goals.
– It may become a component of Intelligent Tutoring Systems, where already

stored domain knowledge and pedagogic strategies may become the basis for
automatic problem construction.

– It can become a crucial component in the process of automation of instruc-
tional design.

In this work we envisage a knowledge-based framework where subject domain
knowledge will be combined with pedagogic strategies and a knowledge-based
description of learning goals, which eventually will drive the whole instructional
design process in the sense of generating content knowledge descriptions, exam-
ples, and (self-)assessment.

Automatic assessment mainly focuses on generating questions that assess fac-
tual or conceptual knowledge. Nevertheless, not much work has been conducted
in the direction towards automatic assessment of problem solving skills. The
present work aims at generating assessment items for problem solving in the

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 141–150, 2013.
c© IFIP International Federation for Information Processing 2013
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form of proof exercises in Euclidean Geometry. The domain knowledge that is
used is considered to be stored into a knowledge base in the form of rules [1] that
are used by the learner during the solving process. Problems are stated as a set
of assumptions (givens) and a statement (goal) to be derived from the givens. In
the case of Geometry proof problems, which we are dealing with in this paper,
assumptions and statement to be proven are related through geometric relation-
ships among geometric elements, i.e. segment lengths and angle sizes, possibly
with an associated diagram of the geometric setting under consideration [2].

A student solver is anticipated to successively apply selected rules which are
stored in the knowledge base in order to prove the goal statement. These rules
correspond to certain kinds of mathematical knowledge: axioms, theorems and
definitions [3]. Student knowledge representation with rules is pedagogically
sound. For example, Scandura [1] suggests that both lower and higher order
knowledge is described in terms of Post-like production rules.

Research in problem solving, either in general or in the field of Mathematics
[4, 3], has shown that problem solving skills involve understanding and the appli-
cation of meta-cognitive and strategic knowledge. This work aims at generating
meaningful problems that assess basic understanding and rule application, while
the assessment of strategic knowledge is left as a future work.

Furthermore, generated problems are intended to assess understanding rather
than engage students in a mechanical trial and error procedure for reaching the
intended goals. Thus, the presented method has a cognitive [5] perspective for the
assessment of students. Although exercises generated with the proposed method
are simple enough, they are anticipated to assimilate exercises that experienced
teachers should either generate themselves, or select for application in real ed-
ucational settings. Although the domain of generated problems is restricted to
Euclidean Geometry, the presented method may potentially be applied in other
areas of Mathematics, as well in non-mathematical fields.

The structure of this paper is as follows: The relation of the proposed method
with other methods in the literature follows in Section 2. Section 3 presents the
theoretical background of the proposed method. Section 4 describes the algo-
rithm for problem generation and its implementation, followed by an evaluation
in Section 5. The paper ends with some conclusions, focusing on the generaliza-
tion of the proposed method in other domains.

2 Related Work

Heeren et al. [6] have developed a methodology for describing problem solutions
and feedback strategies based on functional programming. The methodology
applies in educational problems that engage algorithmic solutions, e.g. matrix
manipulation, finding roots of equations, algebraic manipulation of expressions.
This methodology can be used in a reverse manner,that is, certain descriptions
of problems can be instantiated with particular values, thus, yielding new prob-
lems that assess the application of algorithms under consideration. However,
this approach is not appropriate for non-routine problems [7], such as the proof
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exercises in Euclidean Geometry, where no specific algorithm for problem solu-
tion is known by the learner.

Holohan et al. [8] describe a method for exercise generation in the domain
of database programming. This method is based on an ontology that describes
database schemata, which serves as input for generating exercises asking stu-
dents to form queries based on textual query descriptions. The proposed method
can generate exercises from domain specific ontologies, however it is not clear
how declarative knowledge described in various ontologies can serve as input for
problem generation in a uniform fashion across domains.

Williams [9] proposes the use of domain ontologies for generating mathemati-
cal word problems for overcoming the so-called question bottleneck in Intelligent
Tutoring Systems (ITS). The semantics of OWL Semantic Web language are uti-
lized. The proposed approach is based on Natural Language Generation (NLG)
techniques and aims at exploiting existing Semantic Web knowledge bases in the
form of ontologies and linked data. The difficulty of the questions can be speci-
fied, based on specific factors such as question length, the existence of distracting
information, etc. The approach aims at generating meaningful questions.

The work in [10] describes the generation of multiple choice assessment items
for assessing analogical reasoning. Again, domain ontologies are used as input for
question generation. Analogies in questions are extracted by identifying certain
structural relationships between concepts in knowledge bases in the form of OWL
ontologies. Different levels of analogy are defined for extracting correct (key) and
false items (distractors).

In [11] a question generation component of an ITS is described. Multiple choice
questions are generated by utilizing OWL semantic relationships, subsumption,
object /datatype properties and class/individual relationships. The presented
method is based on a set of templates in two levels: At the semantic level,
implemented as SPARQL queries, and at the syntactic /sentence realization
level, implemented as XSL Transformations.

Papasalouros et al. [12] propose a number of strategies for multiple choice
question generation, based on OWL semantic relationships. Besides text ques-
tions, the authors provide strategies for generating media questions, demonstrat-
ing their approach with image hot spot questions. Simple NLG techniques are
utilized, so that questions are not always grammatically correct.

The above-mentioned approaches use ontologies for generating questions for
mostly assessing declarative knowledge. Declarative (or conceptual) knowledge
assessment deals with checking for relationships and meaning,thus ontologies, as
formal expressions of semantic networks, are appropriate for expressing knowl-
edge to be assessed. From the above approaches, only the work in [9] deals
with problem generation, albeit relatively simple word problems. According to
the typology of problem solving proposed in [7], word problems (named story
problems) are considered as a different category than the so called ‘rule-using
problems’, which are actually tackled in current work. Current work aims at non
trivial problems [13] that assess procedural knowledge in the form of proofs that
employ specific execution steps.
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3 Theoretical Background

Problem solving has been a field of intensive study in both AI and Cognitive Psy-
chology. Thus, a set of well established principles has been proposed. According
to [4]

– problem solving is considered as searching into a problem space;
– a problem space refers to the solver’s representation of a task. It consists of

• set of knowledge states (initial, goal, intermediate),
• a set of operators for moving from one state to another and
• local information about the path one is taking through the state

Procedural knowledge, such as problem solving skills, can be modelled by a
production system with three kinds of productions (knowledge)[14, 1]:

– propositions,e.g. knowledge of rules, etc. that can be applied to a particular
situation towards problem solution;

– pattern recognition (matching), in which a particular rule is correctly applied
to a given situation yielding a new situation, that is, a new state in the
problem space;

– strategic knowledge, which guides the process of rule application through
certain heuristics, or engages higher order procedures, such as scripts, that is,
proper encodings of already known solutions to intermediate sub-problems.

Thus, given the operators for moving from one state to another, that is, the
domain-specific rules, a problem can be defined by identifying the initial and
goal states in the above sense. Then, the role of problem solvers is to construct
their own path into the problem space, towards the solution of the problem.

Proof exercises in Euclidean Geometry, as well in any other domain, is a kind
of procedural knowledge. An exercise can be described through a proof tree, such
as the one depicted in Fig. 1 for proving the congruency of two segments. The
role of the learner is to correctly apply specific rules, in the form of axioms and
theorems, in order to construct the proof. Thus, in the case of proofs such as
the above, each state in the problem space is a tentative form of the proof tree,
the goal state being the proof tree under consideration, or any tree that proves
the statement under consideration under the given sentences.

As an example, we consider a knowledge base on Euclidean Geometry con-
taining the following simple rules, properly encoded:

� ABC ∼= � DEF
AB = DE
BC = EF

⎫⎬⎭⇒�ABC ∼= �DEF (Side-Angle-Side rule)

�ABC ∼= �DEF⇒ AB = DE (Triangle congruency)

� ABC ∼= � ACB⇒ AB = AC (Equilateral triangles)

Then, a proof tree, concerning the above rules is presented in Fig. 1 together
with the corresponding diagram. In the following section, a method for generat-
ing exercise of this kind will be presented.
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AC = BD

�AOC ∼= �BOD

AO = BO

� OAB ∼= � OBA

OC = OD

� OCD ∼= � ODC

� AOC ∼= � BOD

O

A

B

C

D

(a) (b)

Fig. 1. An example of a generated proof tree (a) and corresponding diagram (b)

4 Problem Generation and Ranking

4.1 Representation of Domain Knowledge

We consider a knowledge base that contains a set C of Horn clauses. Each clause
has the form

b1, . . . , bn ⇒ h,

where literal h is the head of the expression,
All literals b1, . . . , bn, h denote relationships between geometry elements, such

as congruence, in first order logic.
The following geometry elements are considered: Segments, angles and trian-

gles. A literal example is the following expression:

cong(triangle(A,B,C), triangle(D,E, F ))

In the above, cong is a predicate denoting congruence, triangle(A,B,C) is a
term referring to a triangle while A,B, . . . , F are variables denoting points. The
predicate denotes the relationship �ABC ∼= �DEF .

The root of the proof tree, as depicted in Fig. 1, is the head of some clause
c ∈ C. Each node in the tree represents a literal. Every node in the tree represents
a head of some clause in the knowledge base. More specifically, for every internal
node, t there exists a clause, c in the knowledge base such that the head, h,
unifies with t and each child of t unifies with a corresponding clause in the body
of c.

4.2 Problem Generation

We present an algorithm that generates trees representing problems. The aim of
the algorithm is, given a set of clauses, the enumeration of all proof trees of a
given maximum depth. The algorithm is presented below.

Algorithm 1 generates all proof trees that can be created by the set C of
clauses up to a given depth, namelyMax, that satisfy the given constraints. Each
literal, L, constitutes a node in the generated proof tree. The above recursive
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Algorithm 1. Problem generation algorithm

procedure Generate(L,Depth,Path, Tree)
if Depth ≤ Max then

for all clauses c ∈ C in the form b1, . . . , bn ⇒ H such that
L′ is a unifier of H and L do

Let Path′ the unification of Path
if L′ �∈ Path′ and every node in Path′ is valid then

Add node L′ to Tree
Let Path′ = Path′ ∪ {L′}
Let b′1 . . . , b

′
n be the unifications of b1 . . . , bn

for all b ∈ {b′1 . . . , b′n} do Generate(b, Depth+ 1, Path′, t)
Add t as a child of L′ in the Tree

end for
end if

end for
end if

end procedure

procedure generates the tree in a backward chaining fashion. That is, the root
of the tree is a sentence to be proved, while the leaves of the tree are either
known literals, such as tautologies and other self-evident predicates, or predicates
considered as assumptions (givens). The first clause selected by the procedure
defines the sentence to be proved. However, the exact form of the predicate to be
proved, in terms of the actual points involved, is specified during the execution
of the algorithm, since variable substitution may take place during expression
unification. During tree construction the algorithm checks whether all nodes in
the generated path are valid. A sentence is valid if participating terms, angles,
triangles, segments, are well formed, e.g. in a segment AB, point A is different
from point B.

In Algorithm 1 variables denote points, thus the unification of terms engages
only variable substitutions. Unification is executed in the usual sense: if there
exists a substitution θ that unifies L andH , i.e. Lθ = Hθ, then b′1 = b1θ, . . . , b

′
n =

bnθ [15].
Term variables are never grounded during problem generation. It is assumed

that variables with different names do always refer to different points.

4.3 Problem Ranking

This work aims towards the generation of interesting problems, appropriate for
usage in real educational practice. The method described above systematically
enumerates proof trees, each defining a corresponding problem. There is a need
for characterizing problems on the basis of their pedagogic quality [10], as well
as for selecting problems according to specific characteristics.

We consider as interesting exercises those that incorporate specific pedagogic
qualities. More specifically, we assume that interesting problems engage learner
understanding. Greeno [14] asserts that problems that promote understanding
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help learners develop internal representations that comprise three characteris-
tics: coherence of the internal structure of a problem representation, for example,
the coherence of a graph that represents a geometric diagram; correspondence
between the representation of the problem and a real life representation mean-
ingful to the learner, such as a visual depiction of a geometric diagram; and
connectedness of general concepts in the learner’s knowledge (connections).

Based on the above, a simple measure for identifying interesting exercises is
proposed, by identifying certain characteristics of exercise definitions that may
promote understanding. The degree of connectedness can be measured by the
number of different rules involved in the solution of a particular problem. Fur-
thermore, coherence of learner internal structures is promoted by problem defi-
nitions which are, by themselves, of high density, that is, engage a large number
of connections, i.e., congruency relations, and a small number of related ele-
ments. In our problem definition, points are the basic elements that are related
in the above sense. Thus, we assume that coherence increases with the number
of different rules involved in the solution of a particular problem and decreases
with the number of points in a particular problem. Regarding correspondence
of problem representations, every proposition is a symbolic element that corre-
sponds to an element in a diagram. Although corresponding diagrams are not
yet created automatically in our approach, we are currently dealing with issue.

Considering the tree structure of the problem space, it is obvious that the size
of the problem space grows exponentially with its depth [16]. Given that deep
proof trees correspond to deep problem spaces, we assume that how interesting
a problem is increases with the depth of the problem proof tree.

Regarding the estimation of the difficulty of a problem based on internal
problem characteristics, we anticipate that difficulty increases with the depth of
the problem space, as well as with the number of rules involved.

Given the above, we have identified certain metrics for evaluating generated
problems according to their pedagogic interest, and difficulty, i.e. the maximum
depth, M , of the generated problem space, the number, R, of different rules that
were used for problem generation and the number, P , of points in a particular
diagram. We anticipate that generated exercises are ranked for their interest
according to I = M×R

P , while they are ranked for difficulty according to D =
M ×R.

4.4 Initial Prototype

A prototype has been implemented in Prolog. This language seemed a natural
choice due to its inherent support for the manipulation of logical expressions,
unification and backtracking. The prototype generates the tree (initial, goal, in-
termediate states) by implementing Algorithm 1. Implementation follows certain
conventions for geometric rules representation adopted from [17].

The prototype is able to generate exercises in symbolic form and we are cur-
rently working towards the semi-automatic construction of diagrams from exer-
cise descriptions.
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5 Evaluation

A pilot evaluation was conducted in order to estimate the feasibility of the
whole approach. We entered 7 rules in the system, which correspond to specific
geometric theorems: Side-Angle-Side rule of triangle congruency, equal angles in
corresponding sides in equilateral triangles and equality of corresponding sides in
congruent triangles. The prototype generated 270 problems, some of which were
isomorphic, that is, identical from a pedagogical point of view. Note that the
problem illustrated in Fig. 1 was among the ones generated. All problems were
correct, as checked by the author of this paper. From these, 10 problems were
selected for evaluation, covering almost evenly the range of all calculated values
in interest and difficulty. The small number of problems was due to evaluators’
limited time availability.

Selected problems were given to two experienced High School Mathematics
teachers in order to be ranked according to two criteria: interest (Would you
assign the particular problem to your students as an understanding/application
exercise?) and difficulty (How difficult do you consider the problem in question,
related to the other problems? ). For each problem, the assumptions, the sentence
to be proved as well as a diagram generated by hand were given to the partici-
pants. Teachers were allowed to assign the same rank to specific problems. The
concordance of teacher rankings was measured by using Kendall’s Tau-b corre-
lation coefficient [18]. Concordance was computed for the rankings of the two
participants, as well as between each participant and our proposed measures.
Corresponding values are depicted in Table 1.

Table 1. Selected problems evaluation data

Difficulty

T1 and T2 0.51
T1 and M ×R 0.41
T2 and M ×R 0.73

Interest

T1 and T2 0.58
T1 and M×R

P
0.47

T2 and M×R
P

0.62

Although the number of participants is very limited and the report of the
above data is anecdotal, we see that for both difficulty and interest, the concor-
dances between each teacher and our metrics is of the same level as the corre-
sponding concordances between teachers. Although these results by no means
can be generalized, they are hopeful initial indicators of the potential validity of
the proposed measures for exercise selection, proving a useful basis for further
justification and /or adjustment.
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6 Conclusions

Preliminary evaluation has shown that the proposed method can generate use-
ful exercises in Euclidean Geometry. However, the method can be generalized
in other domains as well. The description of rules in the form of clauses is uni-
versally accepted in both cognitive psychology and knowledge representation
literature as a domain independent formalism. The method generates problems
that are evaluated according to search space depth, number of rules and problem
element coherence /parsimony. From the above, only the measure of coherence /
parsimony is defined in a domain-specific fashion. However, the latter character-
istic can be easily adapted to specific problem domains. Nevertheless, the above
should be demonstrated by applying this method in other domains as future
research.

Solving problems in school by no means is limited to well structured problems
such as the ones generated here. Generally, the solution of knowledge rich prob-
lems, inside and outside educational environments, involves the identification of
patterns of solutions, the development of certain, usually domain specific, heuris-
tics [16], which are not covered by our approach. Furthermore, the difficulty of
problems in practice does not depend mainly on internal problem properties,
but rather on the knowledge of similar problems by the learner.

Thus, more successful problem generation should involve the implication of
heuristics, as well as rules; case based reasoning techniques may also be involved,
in the sense that a problem generation agent should be based on a knowledge base
containing not only a set of rules but also properly indexed problems together
with their solutions.

Acknowledgement. The author would like to thank Mr Christos Tsaggaris for
his valuable help in the evaluation presented in this paper.

References

[1] Scandura, J.M.: Knowledge representation in structural learning theory and rela-
tionships to adaptive learning and tutoring systems. Tech., Inst., Cognition and
Learning 5, 169–271 (2007)

[2] Anderson, J.R., Boyle, C.F., Farrel, R., Reiser, B.J.: Modelling cognition. In: Mor-
ris, P. (ed.) Cognitive Principles in the Design of Computer Tutors, pp. 93–133.
John Wiley and Sons Ltd. (1987)

[3] Schoenfeld, A.H.: Handbook for research on mathematics teaching and learning.
In: Grows, D. (ed.) Learning to Think Mathematically: Problem Solving, Metacog-
nition, and Sense-Making in Mathematics, pp. 334–370. MacMillan, New York
(1992)

[4] Novick, L.R., Bassok, M.: Cambridge handbook of thinking and reasoning. In:
Holyoak, J., Morrison, R.G. (eds.) Problem Solving, pp. 321–349. Cambridge Uni-
versity Press, New York (2005)

[5] Greeno, J.G., Pearson, P.D., Schoenfeld, A.H.: Implications for NAEP of Research
for Learning and Cognition. Institute for Research on Learning, Menlo Park (1996)



150 A. Papasalouros

[6] Heeren, B., Jeuring, J., Gerdes, A.: Specifying rewrite strategies for interactive
exercises. Mathematics in Computer Science 3(3), 349–370 (2010)

[7] Jonassen, D.H.: Toward a design theory of problem solving. ETR&D 48(4), 63–85
(2000)

[8] Holohan, E., Melia, M., McMullen, D., Pahl, C.: The generation of e-learning ex-
ercise problems from subject ontologies. In: ICALT, pp. 967–969. IEEE Computer
Society (2006)

[9] Williams, S.: Generating mathematical word problems. In: 2011 AAAI Fall Sym-
posium Series (2011)

[10] Alsubait, T., Parsia, B., Sattler, U.: Mining ontologies for analogy questions: A
similarity-based approach. In: Klinov, P., Horridge, M. (eds.) OWLED. CEUR
Workshop Proceedings, vol. 849. CEUR-WS.org (2012)
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Abstract. Cloud Computing has become nowadays a significant field of Infor-
mation and Communication Technology (ICT), and this has led many organiza-
tions moving their computing operations to the Cloud. Decision makers are  
facing strong challenges when assessing the feasibility of the adoption of Cloud 
Computing for their organizations. The decision to adopt Cloud services falls 
within the category of complex and difficult to model real-world problems. In 
this paper we propose an approach based on Influence Diagrams modeling, 
aiming to support the Cloud adoption decision process. The developed ID mod-
el combines a number of factors which were identified through litterature 
review and input received from field experts. The proposed approach is vali-
dated against four experimental cases, two realistic and two real-world, and its 
performance proved to be highly capable of estimating and predicting correctly 
the right decision. 

Keywords: Influence Diagrams, Cloud Adoption, Decision Support. 

1 Introduction 

Cloud Computing is changing the whole perspective with which we understand com-
puting today. The adoption of Cloud Computing is still a major challenge for organi-
zations daily producing and processing information in the context of their working 
activities. A constantly increasingly number of companies include Cloud Computing 
in their short or long term planning since sufficient number of services that are avail-
able on the Cloud has surpassed infancy and appears to be quite mature and attractive. 
Many of the major software developers or service providers have already turned their 
strategy towards Cloud services mostly targeting at increasing their market share. On 
one hand companies-customers need to consider the benefits, risks and effects of 
Cloud Computing on their organization in order to proceed with adopting and using 
such services, and on the other hand Cloud Computing providers need to be fully 
aware of customers’ concerns and understand their needs so that they can adjust and 
fit their services accordingly. 

Although in recent years the research community has increasingly been interested 
in this field, a review of the literature on Cloud Computing, and especially on Cloud 
adoption, revealed that there are yet no mature techniques or toolkits to support the 
decision making process for adopting Cloud services on behalf of customers.     
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The ambiguity and uncertainty often surrounding the Cloud adoption, deriving of 
the multiple, conflicting factors in combination with simplistic assumptions, makes 
Cloud adoption a highly complex process that cannot be satisfied using classical and 
linear methods. Furthermore, the extremely fast-moving nature of the Cloud Compu-
ting environment changes, both to supply and demand, shows how difficult it may be 
for any procedure to assist the decision making process timely and correctly. This is 
the reason why a framework or model which supports Cloud Computing adoption 
should be quite flexible and dynamically adaptable. 

In this paper we propose a methodology based on Influence Diagrams (IDs) which 
was used to set-up a successful decision model to support Cloud adoption. The model 
was constructed in a systematic manner: Firstly we performed a study of the most 
recent and relevant literature on Cloud Computing and particularly on Cloud adop-
tion, through which we identified all possible factors that influence the final Cloud 
adoption decision. Next, based on the result of this study, we proceeded to catego-
rized those factors, and build and distribute a questionnaire to a group of experts so as 
to capture their knowledge and expertise as regards approving the list of factors al-
ready identified. In addition, the experts were called to define the relation of each 
factor to Cloud adoption and a corresponding weight on a Likert scale. Finally and 
using the collected information we developed a novel model based on Influence Dia-
grams that answers the question “Adopt Cloud Services?” under the current state of 
the offered service and the associated factors describing each customer’s particular 
situation at the moment of decision. 

The rest of the paper is organized as follows: Section 2 presents related work in the 
area of Cloud Computing adoption based on the existing literature. Section 3 makes a 
brief description of the theory of Influence Diagrams, while section 4 introduces the 
Cloud adoption modeling process and discusses and analyses the corresponding expe-
rimental results. Finally, section 5 provides our conclusions and suggestions for future 
research steps. 

2 Related Work 

Among many definitions of Cloud Computing, a working definition that has been 
published by the US National Institute of Standards and Technology (NIST) [8], cap-
tured the most common agreed aspects. NIST defines Cloud Computing as “a model 
for enabling ubiquitous, convenient, on-demand network access to a shared pool of 
configurable computing resources (e.g., networks, servers, storage, applications and 
services) that can be rapidly provisioned and released with minimal management 
effort or service provider interaction.” This Cloud model promotes availability and is 
composed of five essential characteristics, three service models and four deployment 
models as follows: 

• Characteristics: on-demand self-service, broad network access, resource pool-
ing, rapid elasticity and measured service. 

• Service models: Software as a Service (SaaS), Platform as a Service (PaaS) and 
Infrastructure as a Service (IaaS). 

• Deployment models: private Clouds, community Clouds, public Clouds and 
hybrid Clouds. 
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Although it is generally recognized that the adoption of Cloud Services can offer 
substantial benefits, many organizations are still reluctant to proceed with it. There is 
a variety of factors that may influence Cloud adoption and it is quite important to 
properly identify and analyze them aiming to assist customers in taking the right deci-
sion. Equally important in this study, from the vendors’ point of view, is to define 
which factors should possibly change so as to revert a current negative adoption deci-
sion. Our research is mainly focused on the SaaS model investigating both the Cloud 
providers’ and the customers’ point of view. 

An investigation of the current literature revealed a relatively small number of pa-
pers discussing Cloud adoption from the perspective of decision making and also cur-
rent feasibility approaches fall short in terms of decision making to determine the right 
decision. We introduce a summary of these studies, examining the contribution of each 
work to the decision making problem. In [9] Khajeh-Hosseini et al. presented a Cloud 
adoption toolkit which provides a framework to support decision makers in identifying 
their concerns and match them with the appropriate techniques that can be used to 
address them. Kim et al. [10] examined various issues that impede rapid adoption of 
Cloud Computing such as cost, compliance and performance. Wu in [6] attempted to 
contribute to the development of an explorative model that extends the practical appli-
cations of combining Technology Acceptance Model (TAM) related theories with 
additional essential constructs such as marketing effort, security and trust, in order to 
provide a useful framework for decision makers to assess the issue of SaaS adoption 
and for SaaS providers to become sensitive to the needs of users. Additionally, Wu [7] 
explored the significant factors affecting the adoption of SaaS by proposing an analyti-
cal framework containing two approaches: the Technology Acceptance Model (TAM) 
related theories and the Rough Set Theory (RST) data mining. In [11], a solution 
framework is proposed that employs a modified approach proposed in the 70s named 
DEMATEL [12] to cluster a number of criteria (perceived benefits and perceived risks) 
into a cause group and an effect group respectively, presenting also a successful case 
study. Even though all of the above techniques contribute a significant piece to this 
new open research field, they may be classified as “traditional”, single layer approach-
es which examine only a specific part of the problem.   

Techniques that use IDs in modeling decision process seem to improve the way the 
problem is approached by offering various strong benefits. IDs offer flexibility 
representing many dependencies between factors and manage to represent a highly 
complex problem in a human understandable way. Also, IDs allow interaction of 
experts through execution of the model with input combinations thus utilizing their 
expertise in order to calibrate the model and achieve reasonable and helpful answers. 

3 Influence Diagrams 

An Influence Diagram (ID) [2] is a general, abstract, intuitive modeling tool that is 
nonetheless mathematically precise [1]. IDs are directed graph networks, with differ-
ent types of nodes representing uncertain quantities, decision variables, deterministic 
functions, and value models. IDs were first developed in the mid 1970s as a decision 
analysis tool to offer an intuitive way to identify and display the essential elements, 
including decisions, uncertainties, and objectives, and how they influence each other. 
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In general an ID is a directed acyclic graph with three types of nodes and three 
types of arcs between nodes. The first is called Decision node, it is drawn as a rectan-
gle and corresponds to some decision to be made. Chance or Uncertainty node is the 
second type, which is drawn as an oval and represents an uncertainty to be modeled. 
The third one is the Value node, which is drawn as a hexagon (or octagon) or di-
amond, and calculates all possible combinations receiving from factors in the model-
ing environment acting as parent nodes. A Functional arc ends at a value node and 
represents the contribution of the node at its tail to the calculated value. The second 
type of arc is the Conditional, which ends at a chance node and indicates that the un-
certainty at its head is probabilistically related to the node (oval) at its tail. Finally, an 
Informational arc ends at a decision node and indicates that the decision at its head is 
made according to the outcome of the node at its tail, which is known beforehand. A 
simple example of an ID is presented in Figure 1. 

 

Fig. 1. A simple Influence Diagram 

4 Modeling the Cloud Adoption Process 

4.1 Model Design 

Modeling the Cloud adoption decision-making process was implemented combining 
two methods: (i) Literature study and (ii) Collection of expert opinion through spe-
cially prepared questionnaires followed by interviews. More specifically, a small-
scale literature review on the subject was conducted in order to identify a number of 
factors that potentially influence such a decision which would then be used to form 
the nodes of our model. The next step involved identifying a group of three experts 
with strongly related background to the subject (i.e. Cloud Computing related posi-
tions). An initial list of factors was then prepared and the experts were asked to eva-
luate the list and prompted to add or remove factors based on their expertise and 
working experience. Finally, one more round of discussion with experts was con-
ducted in order to finalize the list of factors. These factors were used to form the 
nodes of the ID model and are listed in Table 1.  
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Table 1. Factors Influencing Cloud Adoption 

Name Definition Reference 

Legal Issues Cloud adoption compliance with all legislative 

issues. Ability to adjust when legal requirements 

grow. 

[23],[17],[18],[25] 

Availability The amount of time that Cloud Service(s) is 

operating as the percentage of total time it should 

be operating. 

[14],[9],[15],[10], 

[23],[18] 

Security Security of service: data transfer, data stores, web 

servers, web browsers. 

[4],[14],[9],[15], 

[16],[10],[23],[17], 

[18],[25] 

Cost / Pricing Operational - running costs, migration costs etc. 

Cost benefits from Cloud adoption. 

[4],[13],[14],[9], 

[15],[16],[24],[10], 

[23],[25],[26,][27] 

ROI Return on Investment. [13],[9],[16] 

Compliance Business and Regulatory compliance. [9],[10],[23],[18] 

Performance/Processing Does Cloud adoption perform the process to the 

desired quality? 

[14],[9],[15],[16], 

[10],[23] 

Scalability Ability to meet an increasing workload require-

ment by incrementally adding a proportional 

amount of resources capacity. 

[15],[17] 

Privacy/ Confidentiality Privacy and confidentiality coverage. [4],[13],[9],[18], 

[25],[22] 

Elasticity Ability to commission or decommission resource 

capacity on the fly. 

[14],[9],[25] 

Data Access / Import-

Export 

Access to data in various ways. [15],[18],[25] 

Technology Suitability Does Cloud technology exhibit the appropriate 

technological characteristics to support the pro-

posed SaaS? 

[14],[9],[25] 

Hardware Access Degree of Cloud Service accessibility, on local 

hardware. 

[14],[9] 

Audit ability Ability of Cloud service to provide access and 

ways for audit. 

[15] 

 
 
Considering the influencing factors that were extracted and processed as described 

above, we proceeded with the development of the ID shown in Figure 2 using the 
GeNIe toolbox [3]. The nodes representations and their dependencies are able to 
model our question and provide a final decision node. 
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Fig. 2. “Adopt Cloud or Not” Influence Diagram 

4.2 Experimental Results 

Aiming to test and evaluate the performance of the proposed model, two hypothetical 
scenarios were first conducted representing the so called “extreme cases”, that is, a 
situation where everything would be in favor of Cloud adoption (positive scenario) 
and the opposite case (negative scenario). The target was to have a reasonable answer 
by the evaluation node under known situations and assess the performance of the 
model demonstrating that the model behaves correctly and as expected to. Next, the 
model was tested on a number of real-world scenarios, that is, cases collected from 
real customers of two international Cloud services providers with the aid of the same 
experts that were utilized to construct our model. The two extreme scenarios and the 
real-world cases experimentation are described below. Table 2 presents the input 
values to the model that describe the current situation at the point of time when the 
decision was about to be made for each of the four scenarios tested expressed in, lin-
guistic terms And transformed to their numerical counterparts. 
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Table 2. Input values for the four scenarios tested 

Factor Term Positive Negative Real 1 Real 2 
Legal High 0.8 0 0.6 0.2 

Medium 0.2 0.2 0.3 0.6 
Low 0 0.8 0.1 0.2 

Availability High 0.8 0 0.6 0.2 
Medium 0.2 0.2 0.3 0.6 

Low 0 0.8 0.1 0.2 
Security High 0.8 0 0.6 0.2 

Medium 0.2 0.2 0.3 0.6 
Low 0 0.8 0.1 0.2 

Cost / Pricing High 0 0.8 0.3 0.7 
Medium 0.2 0.2 0.6 0.3 

Low 0.8 0 0.1 0 
ROI High 0.8 0 0.3 0 

Medium 0.2 0.2 0.6 0.2 
Low 0 0.8 0.1 0.8 

Compliance High 0.8 0 0.6 0 
Medium 0.2 0.2 0.3 0.2 

Low 0 0.8 0.1 0.8 
Performance/Processing High 0.8 0 0.3 0 

Medium 0.2 0.2 0.6 0.2 
Low 0 0.8 0.1 0.8 

Scalability High 0.8 0 0.8 0 
Medium 0.2 0.2 0.2 0.6 

Low 0 0.8 0 0.4 
Privacy/ Confidentiality High 0.8 0 0.3 0 

Medium 0.2 0.2 0.6 0.2 
Low 0 0.8 0.1 0.8 

Elasticity High 0.8 0 0.8 0 
Medium 0.8 0 0.2 0.6 

Low 0.2 0.2 0 0.4 
Data Access / Import-
Export 

High 0 0.8 0.6 0 
Medium 0.8 0 0.3 0.6 

Low 0.2 0.2 0.1 0.4 
Technology Suitability High 0 0.8 0.6 0 

Medium 0.8 0 0.3 0.6 
Low 0.2 0.2 0.1 0.4 

Hardware Access High 0 0.8 0.3 0.2 
Medium 0 0.8 0.6 0.8 

Low 0.2 0.2 0.1 0 
Auditability High 0.8 0 0.3 0 
 Medium 0.8 0 0.6 0.6 

Low 0.2 0.2 0.1 0.4 

 
Scenario 1: Positive Case  
This case assumes an ideal environment where the Cloud services offered perfectly 
match a customer’s needs. Thus, the values for each leaf node were chosen so that 
they reflect this ideal setting and guide the evaluation node to a positive value. In this 
scenario the diagram executed and the values on the evaluation node were calculated 
to 0.77 for “Yes” and 0.23 for “No”. This means that the model correctly recognized 
the positive environment and suggested that a decision in favor of Cloud adoption 
should be taken based on the values “read” in the nodes and the current influences 
between them. 
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Scenario 2: Negative Case  
Working in the same way as with the positive scenario, appropriate values for each 
leaf node were chosen this time to guide the evaluation node to a negative value. Ex-
ecuting the model using the values for the negative scenario values the evaluation 
node yielded 0.75 for “No” and 0.25 for “Yes” which perfectly matched the expected 
behavior.  

By using the above “extreme” scenarios it became evident that the proposed model 
behaves successfully as it recognized correctly  the conditions of the environment and 
predicted the right decision. Therefore, we may now proceed to test its performance 
on real-world scenarios. 

Real-World Scenarios 
As mentioned earlier, we identified two different cases, with the help of Cloud pro-
viders. One customer who decided to proceed with Cloud adoption and one customer 
who rejected it. In order to be able to retrieve the leaf nodes values for each case sepa-
rately we had a series of interviews both with the Cloud providers and the customers. 
We managed to record and adjust these values, which essentially reflected the state of 
the offered service and the associated factors describing each customer’s particular 
situation at the moment of decision.   

The first case involved an academic institution with a medium to large size which 
requested a comprehensive solution for email services. In that case easily someone 
can discern from the input values that the conditions were in favor of a positive deci-
sion.  The second case involved a medium insurance broker organization which re-
quested a complete email Cloud package and also a Cloud infrastructure to fit a heavy 
tailored made owned system. In that case, someone can hardly make an assessment of 
the final decision, based on the input values.     

By executing the proposed model on these two real world scenarios, the results 
given in Table 3 were produced which were compared with the real decisions.  In 
both cases the model successfully predicted the right decision. 

Table 3. Model’s decisions compared with real decisions  

Real Scenario ID model’s decision 

 (Evaluation Node Values) 

Real decision 

A Yes (0.61) Yes 

B No (0.74) No 

5 Conclusions 

Although Cloud Computing has gone from infancy to a new mature state, customers 
are still facing many challenges with respect to its adoption. The study and under-
standing of various parameters such as benefits and problems that are involved in this 
transition is far from an easy and straightforward procedure. This paper proposed a 
new approach, aiming to assist the Cloud adoption decision process. We demonstrated 
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how a new model based on Influence Diagrams can be constructed and applied to face 
decision making on the Cloud adoption problem.  

The proposed model was experimentally evaluated initially on two extreme scena-
rios, an ideal setting in favor of Cloud adoption and a completely negative leading to 
Cloud rejection, showing successful performance. This enabled further experimenta-
tion with two real-world scenarios collected form experts/developers in the local 
software industry. The model succeeded in matching its estimation with the corres-
ponding real decisions.  

Although the results may be considered quite encouraging, there are quite a few 
enhancements that may be performed the model so as to fit the problem more accu-
rately. Further research steps can be separated in two groups. The first involves 
enriching the knowledge regarding Cloud Computing and its parameters and the 
second the optimization of the decision tool. The speed with which Cloud Computing 
and its corresponding technology evolves necessitates the continuous study of the 
model. In addition, more real-world case scenarios could give a helpful feedback for 
better calibration of the model and finally, possible expansion and re-identification of 
the diagram will be investigated so as to include more nodes representing better the 
real Cloud environment.  
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Abstract. The evolution of Smartphone devices with their powerful computing
capabilities and their ever increasing number of sensors has recently introduced
an unprecedented array of applications and games. The Smartphone users who are
constantly moving and sensing are able to provide large amounts of opportunis-
tic/participatory data that can contribute to complex and novel problem solving,
unfolding in this way the full potential of crowdsourcing. Crowdsourced data can
therefore be utilized for optimally modeling human-like behavior and improving
the realizablity of AI gaming. In this study, we have developed an Augmented
Reality First Person Shooter game, coined AR Shooter, that allows the crowd to
constantly contribute their game play along with various spatio-temporal infor-
mation. The crowdsourced data are used for modeling the human player’s behav-
ior with Artificial Neural Networks. The resulting models are utilized back to the
game’s environment through AI agents making it more realistic and challenging.
Our experimental studies have shown that our AI agents are quite competitive,
while being very difficult to distinguish from human players.

1 Introduction

The widespread deployment of Smartphone devices with their powerful computing ca-
pabilities and their ever increasing number of sensors has recently introduced an un-
precedented array of applications (e.g., Google Play features over 650,000 apps with
over 25 billion downloads1). A crowd of Smartphone users can be considered as a
number of individuals carrying Smartphones (which are mainly used for sharing and
collaboration) that are constantly moving and sensing, thus providing large amounts of
opportunistic/participatory data [1–3]. This real-time collection of data can allow users
to transparently contribute to complex and novel problem solving, unfolding in this way
the full potential of crowdsourcing [4]. There is already a proliferation of innovative
applications [5] founded on opportunistic/participatory crowdsourcing that span from
assigning tasks to mobile nodes in a given region to provide information about their
vicinity using their sensing capabilities (e.g., noise-maps [6]) to estimating road traffic
delay [7] using WiFi beams collected by smartphones rather than invoking expensive
GPS acquisition and road condition (e.g., PotHole [8].)

The real-time collection of realistic crowdsourced data can also unveil opportunities
in the area of Artificial Intelligence, such as modeling human-like behavior [9–11] for
social and socio-economic studies as well as for marketing and/or entertainment pur-
poses. The latter is traditionally linked to game AI [12, 13], which as a term is mainly

1 Sept. 26, 2012: Android Official Blog, http://goo.gl/F1zat
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used for describing non player characters (NPCs). The vast majority of AI games mainly
relies on old AI technologies, such as A* and finite state machines [13]. More modern
AI games, such as Unreal Tournament, Half-life, Warcraft and Supreme Commander
that require more sophisticated AI utilize more recent methods such as reinforcement
learning, neuroevolution, etc. (see e.g. [10, 11, 14]). However, most of these modern
games rely on desktop-like game-playing [11] utilizing data based on the human’s de-
cisions only and ignoring spatio-temporal or other sensory information. Here it is im-
portant to note that the year 2011 has been extremely important for the Computing
field, as the number of smartphones exceeded for the first time in history the number
of all types of Personal Computers combined (i.e., Notebooks, Tablets, Netbooks and
Desktops), marking the beginning of the post-PC era2 and therefore the beginning of
real-time Smartphone gaming.

In this study, we developed an Augmented Reality First Person Shooter game [11],
coined AR Shooter, that allows the crowd to constantly contribute their game play along
with various spatio-temporal information. The crowdsourced data are collected by uti-
lizing almost every sensor of the Smartphone device and they are used for training
AI agents. Specifically, the AR Shooter is founded on a cloud-based framework that
is composed of a back-end that collects the data contributed by the crowd, which are
used for training a group of Artificial Neural Networks (ANN) to model the human
player’s behavior. The resulting models are in turn incorporated back into the game’s
environment (front-end) through AI agents, making it more realistic and challenging.
Our experimental studies have shown that our AI agents are not easy to distinguish from
human players and perform much better than non-intelligent agents.

2 Problem Definition

It is straight forward to take a well-defined game, add some control structures for agents
and begin teaching them. First person shooter (FPS) games and especially augmented
reality first person shooter games are not well defined. There are no defined player
tactics in an FPS game. The main purpose of the game is the survival of the fittest, to
shoot or to be shot. The player is rewarded higher score the more competitive opponents
he/she eliminates. But if the player is “trigger happy” or not aware of his surroundings
he might end up getting caught off guard. The penalties for death are severe, letting
the player wait for 15 seconds before continuing the competition. Meanwhile the other
opponents have the opportunity to pick up geo-located health resources or even finish
off a mutual opponent, whom the player has been hunting since the beginning of the
game, leaving him/her with no points for the elimination. Even expert players cannot
fully explain their tactics, but only give out general tips like not rushing into many
enemies or staying in the same position for a large amount of time. Furthermore, there
are many exceptions to these rules that make it extremely difficult to hard code a rule
based system.

Initially, it is important to figure out the actions to be considered and the data needed
for deciding what action to make. Ideally an FPS learning model would consider every

2 Feb. 3, 2012: Canalys Press Release, http://goo.gl/T81iE

http://goo.gl/T81iE


Human-Like Agents for a Smartphone First Person Shooter Game 163

Fig. 1. The surrounding environment of the players is split into eight sectors in order to collect
spatio-temporal information. The closest an opponent’s avatar is to the user, the larger appears in
the augmented reality view.

action made at any given time. In this study, however, we consider the following three
basic actions:

– move: north/northeast/east/southeast/south/southwest/west/northwest/don’t move
– select weapon: melee/assault/shotgun/sniper
– shoot: shoot/don’t shoot

The heart of the problem is to make a choice for any of these decisions. How does an
agent know if it’s time to move north, change weapon and shoot? In order to achieve
human like behavior we must model these decisions after actual players and learn how
these decisions are made. The problem now becomes a more traditional machine learn-
ing problem. But many of the decisions made by players are reflexive and don’t have an
explanation behind them. Therefore, a good set of features must be found to adequately
represent the environment of the game, but the more the features being considered, the
higher the complexity of the model.

2.1 Feature Set and Data Set

The set of actions investigated in this study are movement, weapon selection and whether
to shoot or not. These three actions will be the output of the model. The next step is to
decide the information needed for making these decisions. One of the most important
pieces of information is the enemy locations. Spatial data about enemy location were
determined by breaking the surrounding environment of the agent into 8 sectors with
a radius of 200 meters as shown in Figure 1. The sectors are relative to the player as
actual world position is not as important as information about the player’s immediate
surroundings. Moreover the distance, health and sector of the closest enemy as well as
the distance and sector of the closest resource available were recorded. Furthermore,
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Table 1. The data used

Input (current information about the world around the player)
Player Latitude Current latitude of the player
Player Longitude Current longitude of the player
Player Health Current health of the player
Player weapon Current weapon of the player
Player heading Current heading of the player
Player speed Current speed of the player
Player points Current points of the player (one point for every kill,

reset to zero when player dies)
Player time alive The current time alive of the player
Closest Resource distance Distance of the closest resource
Closest Resource sector Sector to the closest resource
Closest Enemy Distance Distance to the closest enemy
Closest Enemy Health Health of the closest enemy
Closest Enemy Sector Sector of the closest enemy
Enemy Shooting Sector Sector of the enemy shooting at the player
Enemy Shooting Health Health of the enemy shooting at the player
Enemy Shooting Distance Distance of the enemy shooting at the player
Enemy Shooting Weapon Selected Weapon of the enemy shooting at the player
Enemies per sector The total number of enemies per sector
Player Shooting If the player is shooting an enemy

Output (collected at next time step after input is sampled)
Move direction 0 = do not move, 1 = move north etc.
Weapon 0 = melee,1 = assault, 2 = shotgun, 3 = sniper
Shoot 0 = do not shoot, 1 = shoot

information about the enemy shooting at the player is useful like distance, sector and
health.

In addition to enemy information, the player must be constantly aware of his health,
heading, time alive, selected weapon and speed. This will allow us to determine tactics
like retreat or advance. Table 1 summarizes the features considered in this study along
with a brief description. These data were measured every five seconds. The output was
a combination of the three basic actions: (i) move, (ii) select weapon and (iii) shoot.

3 Proposed Framework

In this section, the proposed framework is introduced, beginning with a general overview
of the architecture and followed by a description of the ANNs used for modeling the
human-like behavior of our AI agents and an introduction to the Graphical User Inter-
face of our Windows Phone prototype system.

3.1 Overview

The proposed framework (see Figure 2) is mainly composed of the cloud-based back-
end and the Smartphone front-end. The back-end consist of a Java server with a SQL
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Fig. 2. The proposed architecture. The crowd contributes spatio-temporal information to the
server on the clowd (left). The server uses the crowdsourced data to train AI agents that are de-
ployed in the game’s environment (center). The real users exchange information with the server
regarding their location, the opponents’ locations, health etc. (right).

database, which are deployed on the Microsoft’s Azure cloud. The server side is re-
sponsible for (1) collecting the data contributed by the crowd, which are stored and
maintained in the database, as well as (2) coordinating the game-play of the AR Shooter.

1) Collecting the Crowdsourced Data: Each user is able to locally store his/her game-
play on his/her Smartphone. The data stored are those summarized in Table 1. In order
to collect the users’ data almost all sensors and connection modalities of the smarthone
are utilized including the compass, gyroscope, accelerometer, GPS, 3G, WiFi and NFC.
Note that the Near Field Communication (NFC) technology is only utilized when it is
available on the Smartphone for mainly sharing resources with other team-players, such
as life, weapons, ammunition etc. Then the user uploads to the server the collected data
after finishing playing. Here it is important to note that a permission is granted from the
user for sharing his/her data at login.

2) Coordinating the Game-Play: The server is responsible for the communication
between the real Smartphone users as well as for coordinating the game play of the
NPCs and the “dummy” agents (i.e., non-intelligent agents that mainly rely in random
decisions). The communication between the real-users and the server is based on the
TCP/IP protocol. The users’s utilize their sensors to calculate their heading, location
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(a) Main Page (b) Augmented Reality view (c) Map view

Fig. 3. The GUI of the ARShooter Wars- Main Page and Views

and field of view (this is only needed in the augmented reality view that is introduced
next). The server on the other hand, forwards to the users information about nearby
users (e.g.,their health and location) and geo-located resources (such as medical packs,
ammunition and weapons).

3.2 Graphical User Interface

The Graphical User Interface of our prototype system is interactive as well as easy to
learn and use. It includes different view types and game modes and various features.
Figure 3 (a) shows its main page. Figure 3 (b) shows the Augmented Reality view of
a user, indicating his/her field view, an opponent that is engaged by the user’s target
(in the center of the smartphone screen) as well as the user’s health in the upper right
corner, his/her ammunition in the left bottom corner and a selection of weapons in the
left side of the screen. Figure 3 (c) shows the map view with the user denoted by a solid
circle and the opponents with their selected avatars. Note that the icon in the bottom
center of the smartphone screen can be used to switch between the augmented reality
and the map views.

Moreover, Figure 4 (a) shows the store where users can choose weapons, ammuni-
tion, etc., as well as unlock more advanced features (e.g., grenades) after collecting a
specific amount of points (based on their kills). The specifications (i.e., range, damage
and angle) of the weapon are summarized just below its image. Figure 4 (b) shows the
animation when the user is being shot followed by a vibration of the smartphone and a
decrease of his/her health (the decrease is based on the weapon that the opponent used.)
Finally, Figure 4 (c) shows the screen that appears when a user is eliminated giving de-
tails about the opponent that eliminated him/her along with the user’s number of kills.
The user automatically re-enters the game after 15 seconds.
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(a) The user selects a
weapon

(b) The users is shot (c) The user is eliminated
and must wait for 15 seconds
to re-enter the game

Fig. 4. The GUI of the ARShooter Wars - User functionality and actions

The ARShooter supports both a multi-player and a single-player modes. In the multi-
player mode, the user plays against other human users, the “Dummy” agents and the AI
agents. In the single player mode, the user plays only against the agents. In both modes,
the game is in real time and in a real environment.

3.3 Human-Like Behavior Modeling

The developed model comprised of three ANNs, one for each of the three decisions:
movement, weapon selection and shooting. The ANN were implemented using the
WEKA data mining workbench. They had a two-layer fully-connected structure, with
26 input neurons and eight, four and one output neurons, respectively. Their hidden
and output neurons had logistic sigmoid activation functions. They minimized mean
squared error with weight decay using BFGS optimization. The network parameters
were initialized with small normally distributed random values. All input features were
normalized by setting their mean to zero and their variance to one. The combination of
outputs produced by the three ANN given the current input formed the set of actions
the agent would take next.

For determining the number of hidden neurons to use, a 10-fold cross-validation
process was followed on the initially collected data trying out the values 5 to 50. The
Root Mean Squared Errors (RMSEs) obtained are summarized in Table 2 with the best
values denoted in bold. The number of hidden units that gave the best RMSE for each
ANN was then used in the final model.
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Table 2. The Root Mean Squared Error for each model (move, select weapon, shoot) with 5-50
hidden units. The best results are denoted in bold.

# of Hidden Units: 5 10 15 20 25 30 35 40 45 50
Movement: 0.119 0.120 0.110 0.110 0.104 0.107 0.107 0.092 0.097 0.098

Shoot/Do not Shoot: 0.014 0.012 0.007 0.007 0.013 0.009 0.006 0.005 0.005 0.004
Select Weapon: 0.24 0.22 0.213 0.213 0.199 0.19 0.189 0.182 0.188 0.187

4 Experimental Studies

This section summarizes the experimental setup used during our experimental studies
and introduces two experimental series for evaluating the performance and human-like
behavior of our AI agents.

4.1 Experimental Setup

DataSet: The data were collected by sampling the game play of ten players, from which
we have collected more than 8000 individual decisions. For each decision the informa-
tion described in Table 1 were recorded. Data were perpetually collected using crowd-
sourcing as explained earlier in Subsection 3.1 and added to the data set.

Evaluation and Settings: The performance of the proposed AI agents was compared
against a number of human players and a set of “dummy” agents, which are mainly
making random decisions, in terms of time (in seconds) that the agent stayed alive in
the game and number of kills (game points). Finally, the last experiment of this section
evaluates how well the AI agents mimic human behavior by asking ten real-users to try
finding the AI agent through the map view in 60 seconds in an environment composed
of one AI agent and several other human users. The results below are averaged over five
individual runs.

4.2 Experimental Results

Experimental Series 1 - Performance: In experimental series 1, we have evaluated
the average performance of ten AI agents against ten “Dummy” agents and ten human
users with respect to the average time they stayed alive in the game (note that there
is a 15 seconds penalty each time they are eliminated) and the number of kills they
achieved in 120 seconds as well as the time they stayed alive until they are eliminated
for the first time. The results of Figure 5 show that the AI agent performs much better
than the “Dummy”-random agents and similar to the real users in all cases. Moreover,
the AI agents achieve more kills than the human players at the beginning of the game,
showing that they adapt faster to the environment. However, the human users manage
to stay alive for a longer time than the AI agents on average and achieve more kills after
around 120 seconds.
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(a) Average Time Alive in 120 seconds (with penalty 15 sec after
elimination)

(b) Time Alive until eliminated for the first time

(c) Number of Kills in 120 seconds

Fig. 5. Experimental Series 1 - Performance: AI agents compared against “Dummy” agents and
real-players in terms of average time alive, number of kills and average time until they have been
eliminated for the first time
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Fig. 6. Experimental Series 2 - Human-Like Behavior: A case study for evaluating how well the
AI agent approximates the human behavior in the ARShooter Wars

Experimental Series 2 - Human-Like Behavior: In experimental series 2, we have
evaluated how well our AI agents mimic the human behavior by asking ten players to
identify the AI agents with respect to nine other human players in 60 seconds using the
map view (see Figure 3 (c)). The results that are summarized in Figure 6 show that 80%
of the players did not manage to identify the AI agent because its behavior was very
close to that of the human users.

5 Conclusions and Future Work

In this study, we have developed an Augmented Reality First Person Shooter game,
coined AR Shooter, that allows the crowd to constantly contribute their game play
along with various spatio-temporal information. Then three ANN are trained using the
crowdsourced data to model the human player’s behavior. The resulting model is in turn
utilized back into the game’s environment through AI agents making it more realistic
and challenging. Our experimental studies have shown that our AI agents have good
performance, but most importantly they are very difficult to distinguish from human
players.
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Abstract. This paper presents the development of an Artificial Neural Network 
electron density profiler based on electron density profiles collected from radio 
occultation (RO) measurements from LEO (Low Earth Orbit) satellites to 
improve the spatial and temporal modeling of ionospheric electron density over 
Europe. The significance in the accurate determination of the electron density 
profile lies on the fact that the electron density at each altitude in the ionosphere 
determines the refraction index for radiowaves that are reflected by or penetrate 
the ionosphere and therefore introduces significant effects on signals 
(navigation and communication). In particular it represents a key driver for total 
electron content model development necessary for correcting ionospheric range 
errors in single frequency GNSS applications. 

Keywords: Ionosphere, radio occultation, electron density profile. 

1 Introduction 

In recent times the ionospheric monitoring capability has been significantly enhanced 
on the basis of a multi-instrument approach in both local and regional scale. 
Traditionally ionospheric monitoring was carried out by ground-based radars 
(ionosondes) that provide information on the electron density profile (EDP) within a 
limited geographical area. There have also been examples of ionospheric services in 
several parts of the globe where the geographical scope of ionosondes has been 
extended by combining their measurements therefore improving their spatial validity to 
facilitate provision of maps of ionospheric parameters [1,2,3]. During the last fifteen 
years ground-based monitoring capability has been significantly augmented by space-
based systems like satellite radio occultation (RO) missions such as CHAMP, and 
FORMOSAT-3/COSMIC which have increased the spatial scope of these networks.  

This paper explores the possibility of utilising this space-based source of 
ionospheric monitoring with the aim to express the spatial and temporal 
representation of electron density in the ionosphere over a significant part of Europe. 
Sections 2 and 3 describe the basic altitude structure of the EDP and its measurement 
techniques respectively. Section 4 discusses the EDP spatial and temporal 
characteristics and section 5 outlines the experimental results. Finally, section 6 gives 
the concluding remarks of the paper. 
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2 Measurement of the Ionospheric Electron Density Profile 

The ionosphere is defined as a region of the earth's upper atmosphere where sufficient 
ionisation exists to affect radio waves in the frequency range 1 to 3 GHz. It ranges in 
height above the surface of the earth from approximately 50 km to 1000 km.  The 
influence of this region on radio waves is accredited to the presence of free electrons. 

The impact of the ionosphere on communication, navigation, positioning and 
surveillance systems is determined by variations in its EDP and subsequent electron 
content along the signal propagation path [4]. As a result satellite systems for 
communication and navigation, surveillance and control that are based on trans-
ionospheric propagation may be affected by complex variations in the ionospheric 
structure in space and time leading to degradation of the accuracy, reliability and 
availability of their service.   

The EDP of the ionosphere (Figure 1) represents an important topic of interest in 
ionospheric studies since its integral with altitude determines a very important 
parameter termed as the total electron content which is a direct measure of the delay 
imposed on trans-ionospheric radiowaves.  The bottomside (below the electron 
density peak) component of the EDP has been routinely monitored by ionosondes 
compiling an extended dataset of key profile characteristics on a global scale. A 
significant subset of these measurements (extending over the last three decades) has 
been provided by the Global Ionospheric Radio Observatory (GIRO) using the 
ground-based Digisonde network [5].  

 

 

Fig. 1. Typical electron density altitude profile of the ionosphere 

The EDP of the topside (above the electron density peak) ionosphere represents an 
important topic of interest in ionospheric studies since it has been shown that the main 
contribution to TEC is attributed to an altitude range above the electron density peak.  
However there is a lack of topside observational data as ground-based ionosondes can 
probe only up to the electron density peak, and observations from topside sounders 
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are sparse since only a few satellite missions, for example Alouette, ISIS-1 and 
ISIS-2, have been dedicated to topside EDP measurements in the past [6]. The shape 
of the profile depends upon the strength of the solar ionising radiation which is a 
function of time of day, season, geographical location and solar activity [7,8,9]. This 
paper studies the development of an Artificial Neural Network (ANN) model which 
describes the temporal and spatial variability of the EDP over a significant part of 
Europe. The model is developed based on approximately 80000 LEO satellite EDPs 
from RO measurements recorded from April 2006 to December 2012.  

3 Measurement of Electron Density by Ground-Based and 
Satellite Techniques  

Traditionally measurements of electron density were conducted by ionosondes which 
are special types of radar used for monitoring the electron density at various altitudes 
in the ionosphere up to the electron density peak.  Their operation is based on a 
transmitter sweeping through the HF frequency range transmitting short pulses. These 
pulses are reflected at various layers of the ionosphere, and their echoes are received 
by the receiver giving rise to a corresponding plot of reflection altitude against 
frequency which is further analysed to infer the ionospheric plasma height-EDP 
(Figure 2). 

 

Fig. 2. Schematic illustrating a ground-based (ionosonde) and a space-based technique (satellite 
RO) for probing the ionosphere 

Radio occultation satellite missions of Low Earth Orbit (LEO) satellites are now 
being widely used for ionospheric studies as they offer an excellent tool for enhancing 
the spatial aspect of ionospheric monitoring providing information on the vertical 
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electron density distribution on a global scale. An important LEO satellite mission 
used for RO ionospheric measurements is FORMOSAT-3/COSMIC (a constellation 
of six satellites, called the Formosa Satellite 3-Constellation Observing System for 
Meteorology, Ionosphere, and Climate) launched on April 15, 2006 [10,11,12]. The 
instrument on these satellites that is of interest in this paper is the GPS receiver which 
is used to obtain atmospheric and ionospheric measurements through phase and 
Doppler shifts of radio signals. The Doppler shift of the GPS L-band ( L1=1575.42 
MHz, L2=1227.60 MHz) signals received by a LEO satellite is used to compute the 
amount of signal bending that occurs as the GPS satellite sets or rises through the 
earth’s atmosphere as seen from LEO (Figure 2). The bending angles are related to 
the vertical gradients of atmospheric and ionospheric refractivity which is directly 
proportional to ionospheric electron density above 80 km altitude. Through the 
assumption of spherical symmetry, EDPs can be retrieved from either the bending 
angles or the total electron content data (computed from the L1 and L2 phase 
difference) obtained from the GPS  RO  [13]. We also need to emphasise that the RO 
technique can be applied successfully in retrieving the ionospheric EDP only under 
the assumption of spherical symmetry in the ionosphere. This assumption is not 
always satisfied due to significant electron density gradients that give rise to 
horizontal electron fluxes. This violates the requirement for EDP inversion producing 
a very unrealistic profile. In order to overcome this limitation and concentrate on 
good quality EDPs a selection process was applied in order to exclude those 
measurements where the distortion of the profiles was excessive [14].   

Figure 3 demonstrates the uniform distribution of locations where electron density 
measurements have been recorded during one week of RO. We can verify the uniform 
geographical sampling they provide therefore complementing the limited spatial, but 
high temporal sampling rate (as low as 5 min) of the Cyprus ionosonde station (also 
shown in Figure 3). Measurements from the latter were used to validate the proposed 
ANN profiler.  

 

Fig. 3. Map of Europe illustrating the area considered in the model development with positions 
of one week of RO electron density measurements and location of Cyprus ionosonde station 
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4 Temporal and Spatial Characteristics of Electron Density and 
Model Parameters 

The temporal variability of the maximum electron density at a single location is well 
established and has been thoroughly described in previous papers [15,16] primarily 
based on ionosonde derived electron density datasets. In short, ionospheric dynamics 
are governed principally by solar activity which in turn influences the electron density 
of the ionosphere. The EDP exhibits variability on daily, seasonal and long-term time 
scales in response to the effect of solar radiation. It is also subject to abrupt variations 
due to enhancements of geomagnetic activity following extreme manifestations of 
solar activity disturbing the ionosphere from minutes to days on a local or global 
scale. The most profound solar effect on maximum electron density is reflected on its 
daily variation as shown in Figures 4 and 5.  

 

Fig. 4. Global RO maximum electron density map at midnight (universal time-UT) 

 

Fig. 5. Global RO maximum electron density map at noon (universal time-UT) 
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These figures show a map obtained by the superposition of all maximum electron 
density values obtained around midnight (Figure 4) and noon (Figure 5) with 
reference to universal time. As it is clearly depicted, there is a strong dependency of 
maximum electron density which minimises (over Europe) during the night and 
maximizes around noon emphasising the strong local time dependence of electron 
density. This is attributed to the rapid increase in the production of electrons due to 
the photo-ionization process during the day and a gradual decrease due to the 
recombination of ions and electrons during the night.  This is also evident in Figure 6 
where a number of EDPs at different times during a day is shown. 

The long–term effect of solar activity on the EDP follows an eleven-year cycle and 
as it is clearly shown by characteristic examples of EDPs obtained over Cyprus 
around noon (UT) in Figure 7. Clearly electron density levels are lowest during 
minimum solar activity (indicated by an index of solar activity termed solar flux 
SF=70) conditions as compared to electron density levels during maximum solar 
activity conditions (SF=130).   
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Fig. 6. Examples of EDPs over Cyprus at different hours 
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Fig. 7. Examples of EDPs at noon over Cyprus at different solar activity conditions 
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In addition to the short-term (diurnal) and long-term (solar cycle) effect on EDP 
we can also identify a clear spatial effect which is registered in the map shown in 
Figure 5 as decreasing levels with increasing latitude.  This is also depicted in Figure 
8(a) where all foF2 (maximum signal frequency that can be reflected by the maximum 
electron density peak - foF2 is proportional to the square root of the maximum 
electron density) values obtained from RO measurements are plotted as a function of 
their latitude (positive latitude is along North).  It is evident from this figure that not 
only the average levels but also the variability in maximum electron density is 
increased as latitude decreases. This spatial characteristic of diminishing maximum 
electron density with increasing latitude is also observed in Figure 8(b) where the 
seasonal variation of the median level of Figure 8(a) (for RO foF2 values obtained 
over Europe at noon) over the three latitude regimes (low, medium and high) is 
plotted. 
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Fig. 8. (a) foF2 measured by RO versus latitude (b) seasonal variation of foF2 at noon at low, 
medium and high latitudes 

The plots in Figures 4-8 describe the variabilities that typically characterise the 
average temporal behaviour of ionospheric electron densities. The model parameters 
to describe these variabilities have been established in previous papers [15,16] and are 
annual and daily sinusoidal components as well as a solar activity index (here we use 
measured daily solar flux). In addition, the year was also used as a temporal 
parameter as well as latitude and longitude, which express the spatial variability in 
EDP. Finally, as each EDP corresponds to a number of electron density measurements 
at different altitudes in the ionosphere, the altitude of each measurement was also 
used as a parameter; so in effect the resulting model can predict the electron density 
values at different altitudes and EDP is in fact a set of these predictions. 

5 Experiments and Results 

As mentioned in Section 2, approximately 80000 LEO satellite EDPs from RO 
measurements recorded between April 2006 and December 2012 were used for our 
experiments. The ANN used had a fully connected two-layer structure, with 9 input 
and 1 output neurons. Both their hidden and output neurons had hyperbolic tangent 
sigmoid activation functions. The training algorithm used was the Levenberg-
Marquardt backpropagation algorithm with early stopping based on a validation set 



 Developing an Electron Density Profiler over Europe 179 

created from 20% of the training examples. In an effort to avoid local minima three 
ANNs were trained with different random initialisations and the one that performed 
best on the validation set was selected for being applied to the test examples. The 
inputs and target outputs of the network were normalized setting their minimum value 
to -1 and their maximum value to 1. This made the impact of all inputs in the model 
equal and transformed the target outputs to the output range of the ANN activation 
functions. The results reported here were obtained by mapping the outputs of the 
network for the test examples back to their original scale. 

First a 2-fold cross-validation process was followed to examine the performance  
of the proposed approach on the satellite measurements and choose the best number 
of hidden units to use. Specifically the dataset was randomly divided in two parts 
consisting of approximately the same number of EDPs and the predictions of each 
part were obtained from an ANN trained on the other one. Note that the division  
of the dataset was done in terms of EDPs (groups of values) and not in terms of 
individual values. The results of this experiment are reported in Table 1 in the form of 
the Root Mean Squared Error (RMSE) and Correlation Coefficient (CC) between the 
predicted and true values over the whole dataset.  

After the first experiment the proposed approach was further evaluated by training 
an ANN with 45 hidden units on the whole dataset and assessing its performance on 
measurements obtained from Cyprus ionosonde station.  

Table 1. The Root Mean Squared Error (RMSE) and Correlation Coefficient (CC) between the 
predicted and true values over the whole dataset 

Hidden RMSE CC 
10 67715 0.9280 
15 65385 0.9330 
20 63466 0.9370 
25 62530 0.9389 
30 62189 0.9396 
35 61862 0.9403 
40 62312 0.9394 
45 61065 0.9419 
50 61903 0.9402 

 
The RMSE value as shown in Table 1 lies between 60000 and 68000 10 5el m-3. 

The table clearly demonstrates superior performance for 45 hidden units. However, 
we must keep in mind that RMSE is just an average measure of the discrepancy 
between COSMIC and ANN profiler EDP which varies significantly with altitude. 
Therefore this RMSE value encapsulates different altitude regimes (bottomside, peak 
and topside) for the proposed ANN profiler into a single value which could be 
considered as an over-simplification. 
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     (a)                                                                 (b) 
   
 
 
 
 
 
 
 
 

                                (c)                                                               (d) 

Fig. 9. Examples of measured (by ionosonde and COSMIC) and predicted (by the ANN 
profiler) EDPs over Cyprus 

The examples of measured ionosonde, COSMIC and ANN profiler EDPs shown in 
Figure 9 demonstrate the good agreement between measurements and modeled 
values. The ionosonde and COSMIC profiles in these examples were obtained over 
Cyprus which was used as a validation point over the region considered in the model 
development (Figure 3). These particular ionosonde and COSMIC profiles where 
selected so that their peak electron density and corresponding altitude only differed by 
less than 5 %. In this way we could ensure very good quality profiles in the validation 
since they were measured by two independent techniques in such a good agreement. 
We also need to emphasize that in some cases (Figure 9(d)) although the ionosonde 
and COSMIC EDP profile match very well at the peak they significantly divert at the 
bottomside. This is due to the presence of very high electron densities in the E-region 
(100-130 km) due to long-lived metallic ions forming extremely high-ionisation 
patches. This phenomenon although termed sporadic-E, is quite frequent over Cyprus 
sometimes causing difficulties in the inversion of occultation measurements into a 
meaningful EDP around these altitudes. We also need to note that in the case of an 
ionosonde EDP the topside is actually modeled by a special extrapolation function 
based on the measured bottomside EDP. This explains the difference with COSMIC 
EDPs at the topside above 300-400 km. 

6 Conclusions  

In this paper we have presented the development of an ANN electron density profiler 
based on satellite electron density profiles to improve the spatial and temporal 
modeling of ionospheric electron density over Europe. The profiler exhibited 
promising prospects in profiling electron density over Europe over time and space.  
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Abstract. This research aims in the design and implementation of a flexible 
Computational Intelligence System (CIS) for the assessment of air pollution 
risk, caused by PM10 particles. The area of interest includes four urban centers 
of Cyprus, where air pollution is a potential threat to the public health. Avail-
able data are related to hourly daily measurements for 2006, 2007 and 2008. 
This Soft Computing (SC) approach makes use of distinct fuzzy membership 
functions (FMFs) in order to estimate the extent of air pollution. The CIS has 
been implemented under the MATLAB platform. Some interesting results re-
lated to each city are analyzed and useful outcomes concerning the seasonality 
and spatiotemporal variation of the problem are presented. The effort reveals 
the severity of air pollution. Risk is estimated in a rather flexible manner that 
lends itself to the authorities in a linguistic style, enabling the proper design of 
prevention policies. 

Keywords: Z, S, Pi, Gama, Exponential membership functions, Fuzzy Classifi-
cation, Particulate Matter air pollution. 

1 Introduction 

The presence of any type of pollutants, noise or radiation in the air, can have a poten-
tial harmful effect in the health of all living creatures and might make the environ-
ment improper for its desired use. Globally, air pollution is considered responsible for 
a high number of deaths and it also causes several deceases of the breathing system, 
mainly in urban centers [2]. PM10 are floating particles that have a diameter higher 
than 0.0002 μm and smaller than 10μm [8],  [13]. Immediate actions have to be tak-
en, as studies in the USA have shown that a slight increase of the PM levels only by 
10 μg/m3, can increase mortality by 6%-7% [18]. 

1.1 Literature Review 

Numerous papers describing various Soft Computing approaches have been published 
in the literature lately. Olej, et al., 2010 [16], have developed a FIS (Mamdani)  
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towards air pollution modeling. Garcia, et al., 2010 [7] used a neural system and  
Artificial Neural Networks (ANNs) for the estimation of air quality related to O3. 
Iliadis and Papaleonidas, 2009 [12], have developed a distributed multi agent  
network, employing hybrid fuzzy reasoning for the real-time estimation of Ozone 
concentration. Aktan and Bayraktar, 2010 [3] used ANNs in order to model the  
concentration of PM10. Hooyberghs et al., 2005 [9], propose ANN models as tools 
that forecast average daily PM10 values, in urban centers of Belgium, whereas Iliadis 
et al., 2007 [11], have done the same forecasting effort for O3 in Athens. A similar 
research is reported in the literature for Chile by Dı´az-Robles et al., 2009 [5]. Tho-
mas and Jacko, 2007 [20], have conducted a comparison between the application of 
Soft Computing and typical statistical regression in the case of air pollution. Finally, 
Mogireddy et al., 2011 [15] and Aceves-Fernandez et al., 2011 [1], have used Support 
Vector Machines towards air pollution modeling.  

1.2 Methodology 

As it has already been declared, this paper presents a Soft Computing approach  
towards the assessment of air pollution levels in Cyprus, by introducing specific  
fuzzy sets. Soft Computing is an umbrella including neural networks, fuzzy logic, sup-
port vector machines and their hybrid approaches [14], [4]. Two types of exponential 
fuzzy membership functions and also S, Γ (Gama), Pi and Z FMFs were applied  
to determine the linguistics that characterize the severity of the problem in each case.  
It should be mentioned that this is the first time that such a wide range of FMFs  
are employed for the case of air pollution with actual field data obtained from urban 
centers. 

1.2.1. Fuzzy Membership Functions 
Fuzzy Logic (FL) is a universal approximator of real world situations. Several re-
searchers use FL towards systems modeling [18]. The Z, S, Pi spline-based FMFs are 
named after their shape. They are given by the following functions 1 2 and 3 respec-
tively. Function 4 stands for the Gama, denoted after the Greek letter Γ, where the 
exponentials Ex1 and Ex2 are given by functions 5 and 6.  

(1)
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MATLAB has already built in code for the implementation of Z, S and Pi whereas the 
code for Γ and the two exponential functions have been developed in the form of “.m” 
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executable files under the MATLAB platform. It must be clarified that in the case of 
the Z, S FMFs, parameters a and b locate the extremes of the sloped portion of the 
curve, whereas for the function Pi, a and d locate the “feet” of the curve and b and c 
locate its “shoulders” [17]. Finally, in function 6 (Ex2) the parameters wleft (wl), cleft 
(Cl), cright Cr), wright (wr), must be positive numbers and their values must be cho-
sen by the user, following the constraint that cl<cr  

 
Actual MATLAB code for the gamamf.m file:  

function [ y ] = gamamf (x, params) 
%   gamaMF(X, PARAMS) returns an array with the degrees 
of membership 
%  for an input vector X 
%  params=[X0 X1] is a vector with 2 elements determining 
the break points of the function  
if nargin ~= 2, 
error ('Two Parameters are required by gamaMF.'); 
elseif length(params) < 2, 
error ('gamaMF requires at least two parameters.'); 
end 
x0 = params(1); x1 = params(2); 
y = zeros(size(x));  % Creates table Y      
index1 = find(x <= x0);   % If X is less than Xo or equal  
if ~isempty(index1), 
y(index1) = zeros(size(index1)); %   0   0  0  
end 
index2 = find(x > x0);    % If X is greater than 31  
if ~isempty(index2),        
y(index2) = (x1*(x(index2)-x0).^2)/(1+x1*(x(index2)- 
                   x0).^2); 
end 
end 

2 Data and Area of Research 

This research effort presents the implementation of a soft computing system  
(SCS) that is based on fuzzy logic (FL). More specifically S, Γ, Pi and Z FMFs have 
been employed in order to determine the proper linguistic that corresponds to the 
levels of air pollution. The input data include 16,000 data vectors for the four main 
cities of Cyprus namely: Larnaka, Lemesos, Lefkosia (Nicosia) and Pafos. The field 
data are related to the period July 2006 to July 2008. Each record contains the follow-
ing fields: Date and time, Time, Day, PM10 hourly concentrations (μg/m3), SEA (a 
binary index related to the seasonality of the case), DoW (direction of the wind),  
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sin(HoD) and cos(HoD) (sine and cosine functions related to the effect of the hour of 
the day) (Ziomas et al, 1995) [21],  PM10-24 (average PM10 related to 24 hours), T 
(Surface Temperature) and RH (relative humidity). The PM10 concentrations were 
measured by using the Tapered Element Oscillating Microbalance device and the 
Filter Dynamics Measurement system. In order to overcome the variations in  
the magnitude of the data, they were normalized (standardized to zero) by employing 
the following function 7:  

 
(7)

where μ is the average value and σ is the standard deviation [6].  
The output of the developed FIS comprises of the fuzzy linguistic values Normal, 

Alert, Alarm which are related to the level of air pollution caused by PM10 and their 
assigned fuzzy membership values (FMV).  European Union (EU) considers 
50μg/m3 as the limit for the acceptable maximum daily concentration of PM10 
whereas the maximum acceptable average annual boundary is 40μg/m3. Also EU has 
established the average daily values of 90 μg/m3 and 110 μg/m3as the Alert point and 
the Alarm limit respectively. The employment of specific numbers as the boundaries 
between Normal, Alert and Alarm are not rational especially when the measured val-
ues might not be very accurate. For example how can we accept the fact that 50μg/m3 
are satisfactory for the concentration of PM10 whereas the 50.001 μg/m3 are not. On 
the other hand the main advantage of the fuzzy linguistic model introduced by this 
research is the fact that it is flexible and innovative, classifying the conditions of each 
case based on a real value (in the interval [0,1]) that specifies the degree of belonging 
to the proper linguistic [10].  

The minimum and maximum concentrations of the PM10 for the period 2006-2008 
were input to the MATLAB fuzzy toolbox. Based on the range of these values, the 
parameters a, b for the Z and S functions and the actual values of the parameters a, b, 
c, d for the Pi FMF were determined automatically.  

3 Results 

The following table 1 is a small sample of the hourly classification performed for 
Lemesos Cyprus, on the 10th of July 2006 based on the PM10 concentrations. It is 
interesting that there is a continuous Alert situation after eight o’clock in the morning 
and at 12 o’clock there is an Alarm signal. The situation goes back to Normal after 
18:00 whereas there is a continuous Alert situation in the mean time.  A classification 
for Lefkosia on the 12th of October 2006 reveals two Alarm situations, one at 7:00 in 
the morning and one at 18:00 in the afternoon. Pafos has also been assigned Alert 
Linguistic from 9:00 in the morning till 17:00 and also two Alarm signals from 18:00 
till 19:00 for the 13th of August 2006.  

σ
μ−= X

Z
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Table 1. Sample of hourly classification for the PM10 (Lemesos July 06) 

City of Lemesos Pollutant 
Degrees of Membership to the 

three Linguistics  

Date-Time PM10 
Normal 
Z-FMF 

Alert 
Pi-FMF 

Alarm 
S- FMF 

Corres-
ponding 

Linguistic 
10/7/2006 1:00 8.56 0.98 0.00 0.00 Normal 
10/7/2006 2:00 47.05 0.34 0.01 0.00 Normal 
10/7/2006 3:00 9.50 0.97 0.00 0.00 Normal 
10/7/2006 4:00 45.22 0.38 0.00 0.00 Normal 
10/7/2006 5:00 79.53 0.00 1.00 0.00 Alert 
10/7/2006 6:00 98.71 0.00 0.91 0.04 Alert 
10/7/2006 7:00 25.84 0.79 0.00 0.00 Normal 
10/7/2006 8:00 90.51 0.00 1.00 0.00 Alert 
10/7/2006 9:00 82.28 0.00 1.00 0.00 Alert 

10/7/2006 10:00 76.54 0.00 0.98 0.00 Alert 
10/7/2006 11:00 68.71 0.04 0.79 0.00 Alert 
10/7/2006 12:00 133.82 0.00 0.00 0.85 Alarm 

Table 2. Alarm cases for a period of 12 months in Larnaka 

Month 
2007 S Γ Exp1 Exp2 Month 

2007 S Γ Exp1 Exp2 

Jan 4 7 11 12 July 24 4 36 42 

Febr 18 13 24 27 August 19 20 17 19 

March 15 30 19 21 Sept 30 12 46 50 

April 15 49 23 24 Oct 90 64 116 124 

May 27 36 85 89 Nov 59 29 81 90 

June 29 22 38 38 Dec 11 11 16 20 

Table 3. Alarm cases for 6 months of 2006 in Larnaka 

Month 2006 S Γ Exp1 Exp2 

July 7 12 13 14 

August 10 10 22 23 

Sept 29 11 38 40 

Oct 9 34 13 13 

Nov 3 58 5 6 

Dec 11 30 14 14 
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Table 4. Aggregation of the hourly Alarm situations in Larnaka for two years 

Year 
Number of 

Alarms  (S) 
Number of Alarms  

(Γ) 
Number of Alarms  

(Exp1) 

Number of 
Alarms  
(Exp2) 

2007 381 337 512 556 

2008 388 480 452 476 

 
It is interesting to compare the classifications for two different cities for two differ-

ent seasons (summer and winter).  
An interesting finding is that in a period of 18 months, the Exponential2 function 

offers the highest number of Alarms in 10 cases (55.5%.) The exponential1 is second 
in the frequency of Alarms in 55.5% of the classificationς, whereas the Γ FMF is first 
in five cases (27.75%).  

From table 4 it is concluded that the frequencies of the total hourly worst case 
situations in Larnaka are more or less the same for 2007 and 2008, regardless the 
FMF. 

 

Fig. 1. Evolution of Alarm Signals for Larnaka with various FMFs 

 
Fig. 2. Evolution of Alarm Signals for Lemesos with various FMFs 
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Fig. 3. Evolution of Alarm Signals for Lefkosia with various FMFs 

It is obvious from the figures 1,2,3,4, that all of the functions except from the 
Gama are moving in a parallel mode. The Exp2  FMF always assigns the highest 
number of Alarms. However (with the exception of the Γ function) the frequency of 
the Alarms does not have big differences from one membership function to the other. 
Thus the Exp2  can be employed when the civil protection authorities wish to apply a 
quite strict policy. Otherwise the S or the Exp1 FMFs can offer a good alternative 
approach. Another finding is that the Γ function in most of the cases underestimates 
the risk and it offers rarely only a small number of Alarms. Only for the period Octo-
ber 2006 to January 2007 for Larnaka we have a peak in the number of Alarms intro-
duced by the Γ FMF, which contradicts with the rest FMFs. Thus, the Gama function 
is not the proper one for this problem.  

 

Fig. 4. Evolution of Alarm Signals for Pafos with various FMFs 

3.1 Comparative Analysis 

The following figures 5, 6 represent a graphical display of the classes Normal, Alert, 
Alarm for Larnaka and for Lemesos for the same winter period. Number 1 stands for 
Normal, Number 2 for Alert and number 3 for Alarm.  



190 N. Gkaretsa et al. 

Fig. 5. Classificatio

It is obvious from figure
fewest Normal signals, wh
more often than Lemesos. 

Fig. 6. Classificatio

The following table 5 pr
for Larnaka, Lemesos, L
2008).  It is clearly show
has been obtained for M
the corresponding rankin
Lefkosia, again the same
number of Alerts, follow
day is first, followed by
only with a difference o
risky days for all cities (w
Friday and Tuesday.  

 

on in 3 classes for Larnaka (December 06-February 07) 

es 5 and 6, that Lemesos has by far the most Alarm and 
hereas Larnaka is in an Alert state most of the times 

n in 3 classes for Lemesos (December 06-February 07) 

esents the Alerts frequency distribution on a daily ba
Lefkosia and Pafos for the period (July 2006 – J
wn that in Larnaka the highest total number of Ale

Monday followed by Friday and Tuesday. In Leme
ng was Tuesday, followed by Monday and Friday.
e days are taking the lead. Friday has the most to

wed by Tuesday and Monday. Finally in Pafos M
y Sunday and Friday whereas Tuesday is very cl
of two cases. It is clearly shown that the three m
with a small differentiation in the order) are Mond

 

the 
and 

 

asis, 
July 
erts 

esos 
. In 
otal 
on-
ose 

most 
day, 



Fuzzy Classification of Cyprus Urban Centers Based on Particulate Matter Concentrations 191 

 

 

Table 5. Alerts on a daily basis (2006-2008) for four Cyprus cities 

 
The following figure 7 provides clearly, additional arguments to support the con-

clusions discussed above. Again it is shown that Monday, Friday and Tuesday are the 
most risky days.  

 

 Daily distribution of Alarms for Lemesos 
Year Mon Tue Wed Thu Fri Sat Sun 
2006 21 20 13 18 13 8 2 
2007 64 71 55 67 74 57 60 
2008 62 80 49 47 56 61 53 

TOTAL 147 171 117 132 143 126 115 
 Daily distribution of Alarms for Pafos  

Year Mon Tue Wed Thu Fri Sat Sun 
2006 10 14 16 24 13 6 4 
2007 53 37 30 48 65 25 64 
2008 54 53 25 24 28 52 46 

TOTAL 117 104 71 96 106 83 114 
 Daily distribution of Alarms for Larnaka 

Year Mon Tue Wed Thu Fri Sat Sun 
2006 14 12 12 10 18 2 1 
2007 69 45 43 43 78 45 58 
2008 82 76 43 35 49 44 59 

TOTAL 165 133 98    88 145    91 118 
 Daily distribution of Alarms for Lefkosia 

Year Mon Tue Wed Thu Fri Sat Sun 
2006 4 2 9 7 20 9 4 
2007 87 97 60 93 130 59 48 
2008 78 110 68 75 74 72 69 

TOTAL 169 209 137 175 224 140 121 
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Fig. 7. Classification distribution in 3 classes for Larnaka 

Also in figure 7 it is shown that in most of the cases, there is an “Alert situation” 
regardless the day of the week. Sunday and Saturday have the most Normal days, 
followed by Thursday.  

4 Discussion - Conclusions 

A first certain conclusion is that the situation in Cyprus regarding the PM10 concen-
tration is becoming worse every year. A first glance at the graphs 1,2,3,4 reveals that 
the year 2008 is by far the worst compared to 2006 and 2007. Also it is obvious that 
there is a continuous and rapid increase of the problem which is detected by the huge 
differentiations between the peaks. The worst year with the highest number of Alarms 
is 2008 for Larnaka (150), Lemesos (160), Lefkosia (155). Only for Pafos May 2007 
is the most risky with 120 Alarms but the peak of February 2008 is very close with 
106. The most dangerous seasons are either October to December or February to 
April.  

Concluding it can be suggested that the problem of the particulate matter concen-
tration in the urban centers of Cyprus is quite serious and the Alert cases are very 
common, whereas the Alarms are quite frequent. Also it has been shown that the 
problem is seasonal and the day or the month, play a very serious role. This of course 
is due to human activities or weather conditions. The S function is a little bit more 
optimistic, giving the least number of Alarms, whereas the Exp2 FMF is the most 
strict one.  

The Gama function has a very low estimation of the risk (the problem is underes-
timated significantly) and it is differentiated from all other FMFs that have very simi-
lar behavior.  

Future research will be the conversion of the CIS to a real time one. Working in a 
real time mode and offering real time classifications, it can enable the effective han-
dling by the local authorities.  
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Abstract. In healthcare, robots are increasingly being used to provide a high 
standard of care in the near future. When machines interact with humans, we 
need to ensure that these machines take into account patient autonomy. 
Autonomy can be defined as negative autonomy and positive autonomy. We 
present a moral reasoning system that takes into account this twofold approach 
of autonomy. In simulation experiments, the system matches the decision of the 
judge in a number of law cases about medical ethical decisions. This may be 
useful in applications where robots need to constrain the negative autonomy of 
a person to stimulate positive autonomy, for example when attempting to 
pursue a patient to make a healthier choice. 

Keywords: Moral Reasoning, Machine Ethics, Cognitive Modeling, Cognitive 
Robotics, Health Care Applications. 

1 Introduction 

In view of increasing intelligence and decreasing costs of artificial agents and robots, 
organizations increasingly use such systems for more complex tasks. In healthcare, 
the use of robots is necessary to provide a high standard of care in the near future, due 
to a foreseen lack of resources and healthcare personnel [18]. By providing assistance 
during care tasks, or fulfilling them, robots can relieve time for the many duties of 
care workers. Previous research shows that robots can genuinely contribute to 
treatment and care [4], [15], [17]. 

As their intelligence increases, the amount of human supervision decreases and 
robots increasingly operate autonomously. With this development, we increasingly 
rely on the intelligence of these robots. Because of market pressures to perform faster, 
better, cheaper and more reliably, this reliance on machine intelligence will continue 
to increase [2].  

When we start to depend on autonomously operating robots, we should be able to 
rely on a certain level of ethical behavior from machines. As Rosalind Picard [12] 
nicely puts it: ‘‘the greater the freedom of a machine, the more it will need moral 
standards’’. Particularly when machines interact with humans, which they 
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increasingly do, we need to ensure that these machines do not harm us or threaten our 
autonomy. In complex and changing environments, externally defining ethical rules 
unambiguously becomes difficult. Therefore, autonomously operating care robots 
require moral reasoning. We need to ensure that their design and introduction do not 
impede the promotion of values and the dignity of patients at such a vulnerable and 
sensitive time in their lives [16]. 

In a recent interview in a multimillion copies free newspaper [10], we presented a 
humanoid robot for healthcare (a “Caredroid”) in which we will implement the moral 
reasoning system. The caredroid will assist people in finding suitable care, and assist 
them in making choices concerning healthcare. 

Caredroids will encounter moral dilemmas. For example, when supporting a 
patient in making choices, the caredroid should balance between accepting unhealthy 
choices or trying to persuade the patient to reconsider them. The caredroid might also 
have to consider following a previous agreement in which the patients binds himself 
and asks to be treated in case of a deterioration of the situation due to a psychiatric 
condition (a Ulysses contract) versus giving up when the patient opposes to the very 
treatment he has previously agreed upon. 

In previous research, Pontier and Hoorn [14] developed a moral reasoning system 
based on the moral principles developed by Beauchamp & Childress [5]. In 
simulation experiments, the system was capable of balancing between conflicting 
principles. In medical ethics, autonomy is the most important moral principle [3].  

Often autonomy is equated with self-determination. In this view, people are 
autonomous when they are not influenced by others. However, autonomy is not just 
being free from external constraints. Autonomy can also be conceptualized as being 
able to make a meaningful choice, which fits in with one’s life-plan [8]. In this view, 
a person is autonomous when he acts in line with well-considered preferences. This 
implies that the patient is able to reflect on fundamental values in life. Core aspects of 
autonomy as self-determination are mental and physical integrity and privacy. Central 
in autonomy as ability to make a meaningful choice are having adequate information 
about the consequences of decision options, the cognitive capability to make 
deliberate decisions, and the ability to reflect on the values behind one’s choices. 
Autonomy as self-determination can be called negative freedom, or ‘being free of’. 
Autonomy as the ability to make a meaningful choice is called positive freedom or 
‘being free to’ [6]. In this paper, we will use the notions of ‘negative autonomy’ and 
‘positive autonomy’ to denote both concepts. To be able to reflect this more complex 
view of autonomy in the moral reasoning system, we decided to expand the moral 
principle of autonomy. 

The notion of positive autonomy can come close to beneficence. For example, 
when mental health is facilitated or prevented from worsening, this can be seen as 
facilitating beneficence, but also as facilitating requirements necessary for making a 
well-considered choice. Moreover, almost any action stimulating the freedom to 
choose based on reflection can be seen as facilitating beneficence. Therefore, in the 
model, when positive autonomy is facilitated, often beneficence also increases. Yet, 
autonomy as being able to make a meaningful choice is not the same as beneficence. 
Reflection on and deliberation about values can help people to behave in a more 
healthy way, but this is not necessarily so.  Reflection might result in people taking 
health risk in favor of other important values. An example is the conscious refusal of 
blood by Jehovah’s witnesses.  
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In medical practice, a conflict between negative autonomy and positive autonomy 
can play a role. Sometimes, the self-determination of the patient needs to be 
constrained on the short-term to achieve positive autonomy on the longer term. For 
example, when a patient goes into rehab his freedom can be limited for a limited 
period of time to achieve better cognitive functioning and self-reflection in the future. 

2 The Model of Autonomy 

In our model we divide autonomy into negative autonomy and positive autonomy. 
Negative autonomy can be seen as self-determination - or being free of others - and 
consists of the sub-principles physical integrity, mental integrity and privacy. Positive 
autonomy can be seen as the capability to make a deliberate decision – or being free 
to choose - and consists of having adequate information, being cognitively capable of 
making a deliberate decision and reflection. The model of autonomy is graphically 
depicted in Figure 1. As all variables in the model contribute positively to one 
another, all variables in the model are represented by a value in the domain [0, 1]. 

 

 

Fig. 1. The Model of Autonomy 

To be autonomous, both the conditions for positive autonomy and negative 
autonomy are relevant [6]. Ideally, both are present to a large extent. When self-
determination is compromised, one is not able to make an autonomous decision, 
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because this decision is made by others; the person is not free of others to make an 
own decision. When a person is not able to deliberate, the person is also not 
autonomous. The person may be free of others to make a decision, but not free to 
make an autonomous decision, due to a lack of capabilities to do so. This is reflected 
in the formula below to calculate the level of autonomy.  

Autonomy = Positive_autonomy * Negative_autonomy (1)

When negative autonomy - or self-determination - is 0, autonomy will also be 0. 
When positive autonomy – or the capability to make a deliberate decision – is 0, 
autonomy will also be 0. For being autonomous, both negative autonomy and positive 
autonomy need to have a high value. 

Positive autonomy can be divided in having adequate information, cognitive 
functioning and reflection. For calculating positive autonomy from these three 
variables, we use the same reasoning as for calculating autonomy. Each should be 
present to some extent; the higher one of them, the more autonomy. Without any 
information about the consequences of a decision, it does not matter whether one 
could have made a well-reflected deliberate decision while having this information. 
When one is severely mentally handicapped, it does not matter whether adequate 
information is available. When a decision is made without reflection, it does not 
matter whether one would have the cognitive capabilities and information to do so. 
The formula for calculating positive autonomy is similar to that for calculating 
autonomy. 

Positive_Autonomy = Information * Cognitive_Functioning * Reflection (2)

When one of the three variables is 0, positive autonomy will also be 0. For being 
capable of making a well-reflected, deliberate decision, all conditions for positive 
autonomy need to be met to a certain extent. 

Negative autonomy is divided into physical integrity, mental integrity and privacy. 
For calculating negative autonomy, or self-determination, a different method is 
chosen. If privacy is constrained, but physical and mental integrity are left intact, the 
level of self-determination can be higher than the level of privacy alone. For 
calculating negative autonomy, a weighed sum of the three variables is taken, as can 
be seen in the formula below. 

Negative autonomy = wp * Privacy + wm * Mental_Integrity + wph 
* Physical_Integrity;  (3)

For normalization, the three weights sum up to 1. The values chosen for the three 
weights were chosen after deliberation with experts and can be found in Table 1. 

Table 1. Weights for components of negative autonomy  

Component of Negative Autonomy Ambition level
Privacy 0.20 
Mental Integrity 0.30 
Physical Integrity 0.50 
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When making a decision that may influence the autonomy of a patient, the robot 
will make an estimation of how each of the six variables will change. After doing so, 
the robot can calculate the resulting autonomy of the patient for every possible decision 
option. Using the previously developed moral reasoning system [14] the robot can use 
the outcome to estimate how morally good or bad every decision option is. The 
calculated level of autonomy simply feeds into ‘autonomy’ in the moral reasoning 
system for calculating the morality of each action. The moral reasoning system 
including the twofold approach of autonomy is graphically depicted in Figure 2. 

The agent calculates estimated level of morality of an action by taking the sum of 
the ambition levels of the three moral principles multiplied with the beliefs that the 
particular actions facilitate the corresponding moral principles. When moral principles 
are believed to be better facilitated by an action, the estimated level of Morality will 
be higher. The following formula, taken from [14], is used to calculate the estimated 
Morality of an action: 

Morality(Action) =ΣGoal(Belief(facilitates(Action, Goal)) * Ambition(Goal)) (4)

 

 

Fig. 2. The Moral Reasoning System 

3 Simulation Results 

Previously, Pontier and Hoorn [14] developed a moral reasoning system that matched 
the conclusions of expert ethicists. To control whether the current system, including 
the twofold approach of autonomy, matches the behavior of the previous system, we 
repeated one of the previously performed simulation experiments. Additionally, we 
simulated three law cases of the period 2008-2012 in the Netherlands, to test whether 
the decisions of the model match those of the judge. The cases did not involve a 
straightforward application of legal rules, since Dutch law does not regulate situations 
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in which physicians overrule negative autonomy in order to foster positive autonomy. 
The judgment thus required the use of ethical considerations by the judge, rather than 
legal rules. Therefore, we used the cases as examples of ethical decision making.   

3.1 Experiment: Patient Refuses to Take Medication Due to False Beliefs 

A patient with incurable cancer refuses chemotherapy that will let him live a few 
months longer, relatively pain free. He refuses the treatment because, ignoring the 
clear evidence to the contrary, he is convinced himself that he is cancer-free and does 
not need chemotherapy. 

According to Buchanan and Brock [7], the ethically preferable answer is to try 
again. The patient’s less than fully autonomous decision will lead to harm (dying 
sooner) and denies him the chance of a longer life (a violation of the duty of 
beneficence), which he might later regret. The moral reasoner comes to the same 
conclusion, as can be seen in Table 2. 

In this and the following tables, the fields under the moral principles and 
subprinciples represent the believed facilitation of the corresponding moral principle 
by an action. ‘Prv’ stands for Privacy, ‘MI’ for Mental Integrity, ‘PhI’ for Physical 
Integrity, ‘Info’ for Adequate Information, ‘CF’ for Cognitive Functioning, ‘Ref’ for 
Reflection, ‘A+’ for Positive Autonomy, ‘A-’ for Negative Autonomy, ‘Aut’ for 
Autonomy, ‘NM’ for Non-Maleficence, ‘B’ for Beneficence. Justice did not play a 
role in any of the cases and is therefore set to 0 in all simulations. In Table 2, ‘Try’ 
stands for the decision option ‘Try again’, whereas ‘Acc’ stands for ‘Accept’. 

Table 2. Simulation results of the example experiment 

 Prv MI PhI Info  CF Ref A- A+ Aut NM B Mor 
Try .80 .50 1.0 .50 .50 .50 .81 .50 .64 .75 .75 .70 
Acc 1.0 1.0 1.0 .10 .30 .30 1.0 .21 .46 .25 .25 .35 

 
As can be seen in Table 2, the moral reasoner with the twofold approach of 

autonomy also classifies the action ‘Try again’ as having a higher level of morality 
than accepting the decision of the patient.  

To test whether the behavior of the model matches actual moral decisions made by 
judges in cases in which negative autonomy and positive autonomy are in conflict, we 
simulated a number of law cases from the period 2008-2012 in the Netherlands. In 
these cases, there was a conflict between respecting the patient’s refusal of care or 
providing care without the patient’s consent in cases of serious self-neglect and risk of 
physical and social deterioration [8]. 

3.2 Case 1: Assertive Outreach to Prevent Judicial Coercion 

In case 1, a man was not taking care of himself and in a state of demise. There was 
risk of fire and aggression to others. The care-takers decided not to ask for a court 
order for enforced placement in a psychiatric institution. They saw the man had a 
quite serious disturbance, but the situation in their eyes did not justify judicial 
coercion. Although the man was living isolated, the situation was not acute. The care-
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takers decided to continue offering care, and if necessary make use of assertive 
outreach. The man complained about the actions of the care-takers, interfering with 
his freedom. The judge decided that the complaint was not warranted. He considered 
the assertive outreach justified, given that it aimed to prevent further worsening of the 
man’s situation. Thereby, a future need for judicial coercion was prevented.  

This legal argument is reflected in the simulation of this case, as can be seen in 
Table 3. In Table 3, ‘NI’ stands for the decision option ‘No Intervention’, ‘AO’ stands 
for ‘Assertive Outreach’ and ‘JC’ stand for ‘Judicial Coercion’.  

With no intervention at all, self-determination is well respected (self-determination 
= 1.0). However, it does not improve the worrisome situation of the man (beneficence 
= 0) and there is a risk of worsening of the situation for the man (non-maleficence = 
0.30). Still, no intervention at this moment (morality = 0.41) is a slightly ethically 
better option than judicial coercion (morality = 0.40). Through judicial coercion, self-
determination is heavily violated (self-determination = 0.20). The ethically best 
option in this case was to offer assertive outreach. Hereby, negative autonomy is not 
violated too heavily (self-determination = 0.58) and positive autonomy may be 
improved (positive_ autonomy = 0.62), leading to an overall autonomy of 0.60. With 
this relatively light intervention, the situation of the patient could possibly still be 
improved (beneficence = 0.40; non-maleficence = 0.40), leading to an overall 
morality of 0.49.  

Table 3. Simulation results of case 1 

 Prv MI PhI Info  CF Ref A- A+ Aut NM B Mor 
NI 1.0 1.0 1.0 .50 .50 .50 1.0 .50 .71 .30 0.0 .41 
AO .40 .40 1.0 .50 .60 .80 .58 .62 .60 .40 .40 .49 
JC .20 .20 .20 .50 .60 .50 .20 .53 .33 .40 .50 .40 

3.3 Case 2: Inform Care Deliverers, Not Parents of Adult 

In the second case, a psychiatrist contacted the parents of a patient who was in an 
alarming situation and avoided help. The patient was adult and mentally competent, 
and did not have regular contact with his parents. Therefore, the judge decided the 
psychiatrist should have only informed the ambulatory care team, and not the parents. 

The legal judgment is in line with the simulation of the case, as can be seen in 
Table 4. In Table 4, ‘NI’ stands for the decision option ‘No Intervention’, ‘ICT’ 
stands for ‘Inform Care Team’ and ‘IP’ stand for ‘Inform Parents’. Informing the 
parents (privacy = 0.10) is simulated as a heavier violation of privacy than informing 
the ambulatory care team (privacy = 0.80). In contrast to the ambulatory care team, 
the parents could spread the information against the patients will and nag the patient. 
Informing the ambulatory care team could improve the care for the patient and 
thereby improve his cognitive functioning (cognitive functioning ‘do nothing’ = 0.50; 
cognitive functioning ‘inform the ambulatory care team’ = 0.70). Therefore, because 
of its advantages for positive autonomy, informing the ambulatory care team is in this 
situation a better option (autonomy = 0.73) than doing nothing (autonomy = 0.71), 
even when only taking into account the principle of autonomy. 
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Table 4. Simulation results of case 2 

 Prv MI PhI Info  CF Ref A- A+ Aut NM B Mor 
NI 1.0 1.0 1.0 .50 .50 .50 1.0 .50 .71 0.0 0.0 .31 
ICT .80 1.0 1.0 .50 .70 .50 .96 .56 .73 .50 0.0 .48 
IPar .10 .80 1.0 .50 .50 .50 .76 .50 .62 0.0 0.0 .27 

3.4 Case 3: Negative Autonomy Constrained to Enhance Positive Autonomy 

In case 3, a patient signed a self-binding declaration for judicial coercion (a so-called 
Ulysses contract) when certain circumstances would occur. The patient evaded 
addiction care several times and had a relapse in alcohol use. Thereby the 
circumstances of the self-binding declaration were met and, according to the judge, 
judicial coercion was justified.  

As can be seen in Table 5, the decision of the court is in line with the outcome in 
the simulation of the case. In Table 5, ‘NI’ stands for the decision option ‘No 
Intervention’ and ‘JC’ stand for ‘Judicial Coercion after self-binding’. In the 
simulation, judicial coercion is a violation of self-determination. However, this 
violation is smaller (self-determination case 8 = 0.40) than in previous cases, where 
no self-binding declaration was signed (self-determination previous cases = 0.20). 
Moreover, without judicial coercion, the patient is likely to diminish in cognitive 
functioning (0.20) and reflection (0.20) by alcohol misuse, whereas by judicial 
coercion cognitive functioning and reflection can be recovered (both 1.0) during 
detoxification. Therefore, even when looking at autonomy alone, judicial coercion is a 
better option (autonomy = 0.56) than doing nothing (autonomy = 0.52). 

Table 5. Simulation results of case 3 

 Prv MI PhI Info  CF Ref A- A+ Aut NM B Mor 
NI 1.0 1.0 1.0 .50 .20 .20 1.0 .27 .52 0.0 0.0 .23 
JC .40 .40 .40 .50 1.0 1.0 .40 .79 .56 .70 .70 .63 

4 Discussion 

We presented a moral reasoning system including a twofold approach of autonomy. 
The system extends a previous moral reasoning system [14] in which autonomy 
consisted of a single variable. The behavior of the current system matches the 
behavior of the previous system. Moreover, simulation of legal cases for courts in the 
Netherlands showed a congruency between the verdicts of the judges and the 
decisions of the presented moral reasoning system including the twofold model of 
autonomy. Finally, the experiments showed that in some cases long-term positive 
autonomy was seen as more important than negative autonomy on the short-term.  

Case 1 showed that, both according to the judge and to the model, assertive outreach 
was a morally justifiable option to prevent judicial coercion. By assertive outreach, the 
mental integrity and privacy of the patient were constrained. However, this prevented 
worsening of the situation, which would have raised the need for judicial coercion, a 
measure that would constrain the privacy of the patient more heavily.  
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In case 2, the psychiatrist should have informed the ambulatory care team instead 
of the parents of the patient. Informing the ambulatory care team constrained the 
privacy of the patient less than informing the parents, and had more potential to 
prevent worsening of the situation and improve the cognitive functioning of the 
patient. Because of its advantages for positive autonomy, also when only taking into 
account the principle of autonomy, informing the ambulatory care team is in this 
situation a better option than doing nothing. Thus, in this case, constraining negative 
autonomy in benefit of positive autonomy improves the overall level of autonomy. 

Finally, case 3 showed that negative autonomy can sometimes be constrained to 
stimulate positive autonomy. In this case, the patient had agreed to that under certain 
conditions. Because the conditions of a self-binding declaration were met, judicial 
coercion was justified. During detoxification, the cognitive function and reflection of 
the patient could be restored. Because of this stimulation of positive autonomy on the 
longer term, the constraints of negative autonomy on the short-term in the end 
positively influence the level of overall autonomy. 

The moral reasoning system presented in this paper can be used by robots and 
software agents to prefer actions that prevent users from being harmed, improve the 
users’ well-being and stimulate the users’ autonomy. By adding the twofold approach 
of autonomy, the system can balance between positive autonomy and negative 
autonomy. 

In future work, we intend to integrate the model of autonomy into Moral Coppélia 
[13], an integration of the previously developed moral reasoning system [14] and 
Silicon Coppélia - a computational model of emotional intelligence [9]. Adding the 
twofold model of autonomy to Moral Coppélia may be useful in many applications, 
especially where machines interact with humans in a medical context. 

After doing so, the level of involvement and distance (cf. [9]) will influence the 
way the robot tries to improve the autonomy of a patient. In long-term care, nurses 
tend to be relationally involved with patients, motivating them to accept care [1, 11]. 
A robot that is more involved with the patient will focus more on improving positive 
autonomy and especially on reflection. If the robot is relatively little involved with the 
patient, it will focus more on negative autonomy: physical and mental integrity and 
privacy. 

Acknowledgements. This study is part of the SELEMCA project within CRISP 
(grant number: NWO 646.000.003). 
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Abstract. In this paper we discuss how to design a simple motivated learning 
agent with symbolic I/O using a simulation environment within the NeoAxis 
game engine. The purpose of this work is to explore autonomous development 
of motivations and memory of agents in a virtual environment.  The approach 
we took should speed up the development process, bypassing the need to create 
a physical embodied agent as well as reducing the learning effort.  By rendering 
low-level motor actions such as grasping or walking into symbolic commands 
we remove the need to learn elementary motions.  Instead, we use several basic 
primitive motor procedures, which can form more complex procedures. Fur-
thermore, by simulating the agent’s environment, we both improve and simplify 
the learning process. There are a few adaptive learning variables associated 
with both the agent and its environment, and learning takes less time, than it 
would in a more complex real world environment. 

Keywords: Motivated learning, cognitive architectures, simulation, embodied 
intelligence, virtual agents. 

1 Introduction 

A significant challenge in robotics is to develop autonomous systems that can reason 
and perform missions in dynamic, uncertain, and uncontrolled environments [1].  
Therefore, recent research efforts are directed towards developing autonomous cogni-
tive systems making a significant progress in this direction [2,3,4,5].   

Current cognitive architectures, such as SOAR [6], ACT-R [7], Icarus [8], LIDA 
[9], Polyscheme [10], and CLARION [11], either have to rely on predefined goals 
(without self-motivated learning) or predefined rules (without autonomous reasoning). 
Due to their reliance on predefined scripts and heuristic rules, current robotic systems 
lack autonomy, self-adaptability, and reasoning capabilities either to accomplish 
complex missions or to handle ever changing missions in uncontrolled environments.  

Another important direction in studying development of cognitive systems and ro-
bots is based on the idea of embodied intelligence. The principles of designing robots 
based on the embodied intelligence idea were first described by Brooks [12] and were 
characterized through several assumptions that would facilitate development of em-
bodied agents. 
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Since our aim is to develop intelligent machines we introduce internal motivations, 
creating abstract goals not previously known to the designer or the robot. Intelligent 
systems will adapt to unpredictable and dynamic situations in the environment by 
learning, which will give them a high degree of autonomy, making them a perfect 
choice for robotics and virtual agents [13].  The recently developed mechanism of 
motivated learning (ML) has such capacities [14].  

With ML, robots can achieve various goals imposed by different challenge scena-
rios autonomously. They develop higher level abstract goals and increase internal 
complexity of representations and skills stored in their memory. Our aim in this work 
is to develop simulation tools of virtual autonomous systems with ML mechanism. 

Most current autonomous robot systems concentrate on the cognitive development 
of individual robots [15,16,17]. They mainly focus on developing simple local beha-
vior control algorithms under heuristic rules, and then seek to emerge global beha-
viors.  Adding intrinsic motivations and advanced reasoning capabilities improves the 
robots’ individual capabilities. In addition, improving robots’ learning in complex 
dynamically changing environments is very important, especially in environments 
where there may be competition for resources.  

Therefore, we work to provide a systematic framework for developing cognitive 
robots that can autonomously accomplish a wide variety of real-world complex mis-
sions in such environments.  We have selected NeoAxis to build a virtual 3D envi-
ronment for embodied motivated agents. That environment is able to simulate a wide 
scope of robot types, ranging from wheeled, flying or swimming robots, to humanoid 
robots. The second reason why we use NeoAxis is that it has good support for physics 
modeling. We can assign static and dynamic friction parameters, mass, bounciness, 
hardness, etc., to obtain real-world representation of objects and different material 
types. Objects could be attached to one another to create complex structures, like a car 
composed of wheels, body, windscreen, and engine. It is also possible to create envi-
ronment rules, i.e., a tree produces apples in certain time intervals.  

The rest of this paper is organized as follows: In section 2, we discuss the moti-
vated learning agent and how it learns to interact with its environment. We discuss 
how pains are generated and adjusted and how goals are selected, and then we de-
scribe action value determination for opportunistic motivated learning (OML) agent. 
Following this in section 3, we discuss the simulation of a virtual OML agent. Finally, 
in section 4, we discuss how we integrated the agent into the NeoAxis environment. 
This includes our current work, and our plans to further advance the simulation tool. 

2 Motivated Learning Agent Memory Organization 

The motivated learning (ML) agent interacts with the virtual environment changing it 
by its actions and receiving rewards (external and internal) for its actions. In this im-
plementation we assume that both sensory inputs and motor outputs are symbolic, and 
provide interface to the virtual environment.  

We assume that the ML agent learns in a hostile environment where either there 
are a limited amount of renewable resources that the agent needs or there are hostile 
characters that may harm the agent unless it learns to defend itself. A ML agent has a 
number of predefined basic needs e.g. desired energy level, comfortable temperature 
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zone, or acceptable pressure.  The agent can satisfy these needs by taking proper ac-
tions.  If a need is not satisfied (e.g. energy level is below threshold) the agent feels a 
pain signal. Thus, a pain signal related to basic needs can be predefined as a deviation 
from desired levels. If the agent learns how to satisfy its need then an abstract need is 
introduced in case the agent is unable to perform the desired action. Unsatisfied need 
manifests itself by a pain signal and the agent is motivated to reduce this pain. 

An OML agent uses a neural network where each sensory neuron represents an ob-
ject and each motor neuron represents an action. The OML system’s neural network 
shown in Fig. 1, in addition to sensory S and motor M neurons, contains pain center 
neurons P that register the pain signals, and goal neurons G responsible for pain re-
duction. Selected pain center neurons are connected to the external re-
ward/punishment signals.  In RL these neurons receive a reward or punishment signal 
according to the training algorithm, and in ML they receive primitive pain signals that 
directly increase or decrease their activation level.  In ML, abstract pain centers  
are created through the goal creation mechanism [14,18] and are activated via an  
interpretation of the sensory inputs. A goal is an intended action that involves a sen-
sory-motor pair.  To implement a goal the agent acts on the observed object. All pain 
neurons are initially connected to goal neurons with random interconnection weights. 
All goal neurons and pain neurons are subject to Winner-Take-All (WTA) competi-
tion between them.  The number of goal neurons is equal to the number of sensory-
motor pairs.  In the symbolic representation each neuron represents a single symbol, 
pain, goal or action. Fig. 1 shows symbolically the interconnection structure, between 
S, P, B, G and M neurons.  In Fig. 1 an abstract pain center Pk connections to its  
sensory, bias, goal and motor neurons are also shown.  

 

Fig. 1. Connections between sensory, motor, bias, pain and goal neurons 

In what follows we explain how various weights of the OML system’s neural net-
work are adjusted during the learning process. 
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2.1 Bias Signals, Weights, and Associated Pains 

A bias signal triggers an abstract pain and is defined depending on the type of per-
ceived situation. If the autonomous agent needs to maintain a certain level of re-
sources, the bias reflects how difficult it is to obtain this resource or in a more general 
case, how difficult it is to perform a desired action. Resources can be either desired if 
their use can reduce the agent’s pain or undesired if they can increase the pain. Thus 
the agent must first have an experience to determine if the resource is desired or unde-
sired to introduce a resource related bias signal.  

The bias signal for desired or undesired resources is calculated from the observed 
level of resource and its desired/undesired limits as follows:  

    (1) 

where Rd is a desired resource value (observed at a sensory input si) and Rc is a cur-
rent resource value.  is a small positive number to prevent numerical overflow,  
regulates how quickly pain increases, 0, and  =1 when the resource is desired, 

 =-1 when it is not desired, and 0 otherwise (when the character of the re-
source is unknown).   

Initially all B-Pk weights wbp are set to 0.  Thus, the machine initially responds only 
to the primitive pain signals P directly stimulated by the environment.  Each time a 
specific pain P is reduced the weight wbp of the B-Pk bias link increases.  However, if 
the goal activated by the pain center P was completed and did not result in reduction 
of pain P, then the B-Pk weights wbp are reduced. Since the bias weight B-Pk indicates 
how useful it is to have access to a desired resource S, a bias weight adjustment para-
meter Δb must be properly set to reflect the rate of stimuli applied to a higher order 
pain center.  This rate reflects how often a given abstract pain center Pk was used to 
reduce the lower order pain signal P.   

When a specific goal is not invoked for a long period of time its importance in sa-
tisfying a lower level pain is gradually reduced.  This requires a reduction of the wpg 

weight to this goal from all the pain centers.  A similar reduction of the B-Pk links 
indicates a gradual decline in importance of an abstract pain.  This mechanism of 
lowering the weights to an abstract pain center prevents the machine from overesti-
mating its importance to the lower level pain that was responsible for its creation.   

Using the bias signal, the pain value is estimated from:    

P = B  * wbp     (2) 

where wbp is a bias to pain weight for a given pain center.  wbp is computed incremen-
tally based on signals of pain change that resulted from the action taken as follows:   ∆     if the associated pain was reduced or increased1 ∆ if there was no change in pain1 ∆ when the assoc. sensory input was not involved in this action (3) 

where αb = 0.5, sets the ceiling for wbp; Δb- = 0.0001, sets the rate of decline for wbp 
weights; Δb+ = 0.08 , sets the rate of increase for wbp weights - increasing Δb+  value 
increases the rate at which pains increase. 
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2.2 Changes of the Goal Related and Curiosity Weights 

Initial weights between P-G neurons are randomly selected in the 0-αg interval (a 
good setting will be between 0.49 and 0.51 of αg for faster learning).   Assume that 
the weights are adjusted upwards or downwards by a maximum amount μg.  In order 
to keep the interconnection weights within prespecified limits (0< wpg <αg ), the value 
of the actual weight adjustment applied can be less than μg  and is computed as  

Δa = μg  min (| αg – wpg |, wpg)  where αg ≤ 1    (4) 
and 1 atan 10  

 where 0.3    (5) 

Using (4) produces weights that slowly saturate towards 0 or αg.  (For quick learn-
ing set (μg = αg / 2). No other weights from other pain centers to this specific goal are 
changed, so the sum of weights incoming to the node G is not constant.   

If, as a result of the action taken, the pain that triggered this action increased (as 
determined by pain reduction parameter  ), then the wpg weight is decreased by Δa, 
and if the pain decreased, then the wpg weight is increased by Δa   ∆ .     (6) 

2.3 Action Value Determination for OML Agent 

In the opportunistic ML agent (OML) the “best action” is determined by the linear 
heuristic OML model, using action “Value” Vi  ∆

    (7) 

where ∆  is the estimated change in pain over 1 cycle.  Pi is the pain associated with 
the action under consideration,  is the required motor time to complete the action, 
and  is the time required by the agent to travel to perform the action.  The action 
with the highest value of Vi is the one chosen by the OML agent. The selection of 
actions evaluated in (7) depends on the number of pains above threshold. 

3 NeoAxis Implementation 

A cognitive architecture organization based on the ML idea was introduced in [19]. 
This architecture uses a physical body in a physical environment. However, making a 
physical robot costs money and a design effort, so it is very helpful to use a computer 
simulation that can imitate real-time physical conditions. Thus we used a simulated 
environment with a virtual robot.  

We implemented the infrastructure of the OML agent in NeoAxis describing the 
motivated agent functionality in C++ and C#. The virtual environment for OML 
agents built in NeoAxis is a 3D simulated world governed by realistic physics to 
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present the robots within a complex, challenging world. This simulation environment 
can be separated into two major components. The first one is the animation controller 
that handles display tasks and transitions the agent from one action to another. The 
second component processes the agent’s behaviors and defines the potentially sophis-
ticated rules governing the virtual world in which the agent lives.  The agent works in 
the created environment, discovers these rules and learns to use them to its advantage.   

In this environment, we created resources that the agent could use, and endowed 
the agent with the ability to act on these resources (listed in Table 1). The agent's 
actions are driven by its pains. Only two pains, hunger, which increases over time, 
and curiosity, are predefined. Curiosity pain makes the agent explore the environment 
when no other pain is detected. Other pains are learned by the agent using the goal 
creation methodology [18]. The agent observes which resources it needs and intro-
duces abstract pain(s) if they are unavailable. We also defined world rules, which 
describe which agent actions make sense and what their results are. Those rules are 
listed in Table 1 and are unknown to the agent. The agent’s actions result in various 
outcomes like increasing and decreasing resource quantities, as well as in reducing 
some pains.  

Table 1. List of valid Resource-Motor pairs and their outcome  

3.1 Simulation Algorithm of OML Agent in NeoAxis 

To test our agent, we needed to embed it in an environment and provide it with a 
means to observe the environment and interact with it. To do this, we created a sim-
ple, but effective test bed within the NeoAxis engine.  
The basic steps of OML agent simulation in NeoAxis contain successive iterations: 

Each iteration consists of the Agent Phase, where the agent observes the Environ-
ment, updates its internal state, and generates motor output, and an Environment 
Phase where the environment performs the agent’s action and updates itself accor-
dingly, e.g. updates resource quantities, objects’ locations, determines motor action 
outcome, etc. 

To visualize resources quantities, current task, pains levels and the agent's memory, 
we added windows that display the current state of the agent and the environment as 
shown in Fig. 2.  

 

Motor Resource 
Outcome 

Increase Decrease Pain reduce 

Eat food from Bowl  Food in Bowl Hunger (Primitive) 

Take food from Bucket Food in Bowl Food in Bucket Lack of food in Bowl 

Buy food with Money Food in Bucket Money Lack of food in Stock 

Work for money with Hammer Money Hammer Lack of Money 

Study for job with Book Hammer Book Lack of Job 

Play for joy with Beach ball Book Beach ball Lack of School  
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Fig. 2. Main simulation view with displayed simulation state in windows 

When a pain level is above threshold the pains display is red. In this screenshot 
(Fig. 2), the agent action is driven by the 'Lack of Money' pain. Sometime the agent 
takes a nonsense action like "Play for joy with hammer." Nevertheless, even actions 
such as this are used to learn. The memory window, presented in Fig. 2 on the left, 
displays the memory array state. When the color is gray, then this means that the 
agent has not learned usefulness of this action yet. When the color is white then this 
means that the action is useful. Each row in the memory array corresponds to a driv-
ing pain, while each column represents a possible action.  

Any action performed by the agent is based on the “action tree” that tells the agent 
what elementary actions must be used to accomplish a desired composed action.  For 
instance, if the agent decided to eat an apple, it must first walk in the direction of the 
apple, pick it up, and eat. The agent selects the paths to the desired object, while 
avoiding obstacles along the way. An OML agent is capable of estimating how long it 
will take for it to approach the object based on the distance information. It uses this 
information to select the most appropriate action based on the state of the environ-
ment and its own internal state. The agent is informed by its sensory inputs when he 
approached the desired object so it can start the desired action.   

We have run multiple simulations where we modified resource quantities and mo-
tor action times. When starting resources were sparse, the agent couldn't learn all 
valid actions because it ran out of resources to test new actions. When resources, like 
food, were plentiful, the agent did not bother to learn anything new once the hunger 
pain was under control. Also, when action times were too long, the agent couldn't 
satisfy all pains. However, with parameters adjusted so that the agent doesn’t have 
access to too many or too few resources the OML agent learns correct behavior out-
performing any reinforcement learning agent. 

Figs. 3 provides results from the OML agent simulated in Matlab showing dynamic 
changes in various pain levels.  
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Fig. 3. Matlab simulation results showing dynamic changes in the pain levels 

Only the primitive pain (hunger) is predefined and is gradually increasing.  As the 
agent learns how to reduce the pain (by eating food) it introduces an abstract need to 
have food, and if food is in a short supply the pain of not having it increases. To 
supply food the agent learns more advanced skills (like buying food) and introduces 
abstract needs and related abstract pains. These abstract pains were unknown to the 
agent before it discovered how to use an abstract resource (e.g. money) to its advan-
tage.  We can see this in the simulation plot on Fig. 3 by observing that there was no 
pain of lack of money before 5000 iterations.  

The simulation demonstrates that the agent was able to manage its various needs. 
Once abstract needs were introduced and related pains defined, the agent learned how 
to keep all pains below threshold, set in our simulation to 0.3. 

Most of our code was initially prototyped in Matlab and then ported to NeoAxis, 
due to the ease to code and familiarity we have with developing Matlab applications. 
It should be noted, that the Matlab version is not strictly equivalent to the NeoAxis 
version, since the NeoAxis simulation operate in real time. It adjusts the decision 
making process to consider time delays required to approach various objects and the 
time needed to act on them.  Thus, initial resource levels and motor times were ad-
justed to allow the NeoAxis simulation to operate efficiently.  As a result of the 
changes made to the simulation parameters, the NeoAxis agent’s pain passes thre-
shold more quickly than in the Matlab simulation, effectively accelerating the rate at 
which it learns.  However, despite the difference in the setup of the two simulations, 
the underlying model is identical, and as can be observed from the charts, the agent is 
able to effectively learn the desired actions. 

Real time simulation showing the agent’s actions and changes in the pains, ob-
served in the display windows (Fig. 2), is in agreement with the Matlab results. 
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4 Conclusions 

In this paper, we have presented our work on motivated learning agents with a focus 
on simulating the agent within a graphical environment.  We included modifications 
to original ML algorithm [18], with new calculations for bias signals and wpg weights.  
Additionally, we introduced greater complexity into the environment by introducing 
undesirable resources. This includes changes in  calculation and the calculation of 
desired resource levels.  By adding these new features we’ve improved the agent’s 
ability to handle its environment as well as our own ability to implement complex and 
interesting virtual environments for our agents to interact with. 

The simulation results of the embodied OML agent in the virtual 3D environment 
in NeoAxis prove that our theoretical assumptions for motivated learning agent mem-
ory organization, determination of bias signals, weights, goal creation and selection, 
as well as associated pain calculations, were valid. The OML agent was able to learn 
all environment rules, and keep the agent's pains under control.  

Our further research will focus on the extension of the simulation, specifically, 
making a more complex environment and to introduce friendly and hostile characters. 
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Abstract. This work develops a knowledge based system to autonomous navi-
gation using Fuzzy Cognitive Maps (FCM). A new variant of FCM, named Dy-
namic-Fuzzy Cognitive Maps (D-FCM), is used to model decision tasks and/or 
make inference in the robot or mobile navigation. Fuzzy Cognitive Maps is a 
tool that model qualitative structured knowledge through concepts and causal 
relationships. The proposed model allows representing the dynamic behavior of 
the mobile robot in presence of environment changes. A brief review of corre-
lated works in the navigation area by use of FCM is presented. Some simulation 
results are discussed highlighting the ability of the mobile to navigate among 
obstacle (navigation environment). A comparative with Fuzzy Logic and future 
works are also addressed. 

Keywords: Mobile Robot Navigation, Fuzzy Cognitive Maps, Dynamic-Fuzzy 
Cognitive Maps, Intelligent decision systems. 

1 Introduction 

Artificial Intelligence (AI) has applications and development in various areas of 
knowledge, such as mathematical biology neuroscience, computer science and others.  
The research area of intelligent computational systems aims to develop methods that 
try to mimic or approach the capabilities of humans to solve problems. These news 
methods are looking for emulate human’s abilities to cope with very complex 
processes, based on inaccurate and/or approximated information. However, this in-
formation can be obtained from the expert’s knowledge and/or operational data or 
behavior of an industrial system [1].  
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Researches in autonomous navigation are in stage of ascent. Autonomous Systems 
has the ability to perform complex tasks with a high degree of success [2]. In this 
context, the complexity involved in the task of trajectory generation is admittedly 
high efficient and, in many cases, requires that the autonomous system is able to learn 
a navigation strategy through interaction with the environment [3]. 

There is a growing interest in the development of autonomous robots and vehicles, 
mainly because of the great diversity of tasks that can be carried out by them, espe-
cially those that endanger human health and/or the environment, [4] and [5]. As an 
example, we can cite Mandow et al. [6], which describes an autonomous mobile robot 
for use in agriculture, in order to replace the human worker, through inhospitable 
activities as spraying with insecticides.  

The problem of mobile robots control comprises two main sub problems: 1) navi-
gation, determining of robot/vehicle position and orientation at a given time, and 2) 
guided tours, which refers to the control path to be followed by the robot/vehicle. In 
some cases have more complexity, example in [7] a Subsumption Architecture to 
develop dynamic cognitive network-based models it used for autonomous navigation 
with different goals: avoid obstacles, exploration and reach targets.  

This work specifically proposes the development of an autonomous navigation sys-
tem that uses heuristic knowledge about the behavior of the robot/vehicle in various 
situations, modeled by fuzzy cognitive maps [8]. In this case, the robot/vehicle deter-
mine a planning or generation of sequences of action in order to reach a given goal 
state from a predefined starting state.  

Through cognitive maps, beliefs or statements regarding a limited knowledge do-
main are expressed through language words or phrases, interconnected by simple 
relationship of cause and effect (question/non-question). In the proposed model, the 
FCM relationships are dynamically adapted by rules that are triggered by the occur-
rence of special events. These events must change mobile behavior. There are various 
works in the literature that model heuristic knowledge necessary for decision-making 
in autonomous navigation, by means of Fuzzy systems [9], [10], [11], [12], [13] and 
[14]. In a similar way, the approach proposed in this paper is to build qualitative mod-
els to mobile navigation by means of fuzzy systems. However the knowledge is struc-
tured and built as a cognitive map that represents the behavior of the mobile.  

Thus, the proposed autonomous navigation system must be able to take dynamic 
decisions to move through the environment and sometimes it must change the trajec-
tory as a result of an event. For this the proposed FCM model must aggregate discrete 
and continuous knowledge about navigation. Actions such as the decision to turn left 
or right when sensors accuse obstacles and accelerate when there is a free path are 
always valid control actions in all circumstances. In this way, this type of action is 
modeled as causal relationship in a classical FCM.  

However, there are specific situations, such as the need to maintain a trend of mo-
tion mainly in curves when the vehicle is turning left and sensors to accuse a new 
obstacle in the same direction. Due to inertia and physical restrictions, the mobile 
cannot abruptly change direction; this type of maneuver must be carefully executed. 
In this context, some specific situations should also be modeled on the map by causal 
relationships and concepts, but they are valid just as a result of a decision-making task 
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caused by ongoing events. To implement such a strategy, new type of relationships 
and concepts will be added to the FCM classic model.  

This new type of FCM in which the concepts and relationships are valid as a result 
of decision driven by events modeled by rules and is called Dynamic-FCM. Specifi-
cally, the work of Mendonça et al. [15] presents a type of D-FCM, which aggregates 
the occurrence of events and other facilities that makes appropriate this type of cogni-
tive map, for the development of intelligent control and automation in an industrial 
environment. 

The remainder of the paper is organized as following. Session 2 introduces Fuzzy 
Cognitive Maps concepts and provides a brief review of its application in autonomous 
navigation. Session 3 describes the proposed D-FCM and develops the autonomous 
navigation system. Session 4 presents simulation results obtained with the proposed 
navigation system and fuzzy logic navigation system and session 5 concludes the 
paper. 

2 Fuzzy Cognitive Maps 

Cognitive maps were initially proposed by Axelrod [16] to represent words, thoughts, 
tasks, or other items linked to a central concept and willing radially around this con-
cept. Axelrod developed also a mathematical treatment for these maps, based in graph 
theory, and operations with matrices. These maps can thus be considered as a mathe-
matical model of "belief structure" of a person or group, allowing you to infer or pre-
dicting the consequences that this organization of ideas represented in the universe.  

This mathematical model was adapted for inclusion of Fuzzy logic uncertainty 
through by Kosko [8] generating widespread fuzzy cognitive maps. Like the original, 
FCMs are directional graph, in which the numeric values are fuzzy sets or variables. 
The "graph nodes", associated to linguistic concepts, are represented by fuzzy sets and 
each "node" is linked with other through connections. Each of these connections has a 
numerical value (weight), which represents a fuzzy variable related to the strength of 
the concepts.  

The concepts of a cognitive map can be updated through the iteration with other 
concepts and with its own value. In this context, a FCM uses a structured knowledge 
representation through causal relationships being calculated mathematically from 
matrix operations, unlike much of intelligent systems whose knowledge representa-
tion is based on rules if-then type. However, due to this “rigid” knowledge representa-
tion by means of graph and matrix operation, the FCM based inference models lack 
robustness in presence of dynamic modifications not a priori modeled [17]. To cir-
cumvent this problem, this article develops a new type of FCM in which concepts and 
causal relationships are dynamically inserted into the graph from the occurrence of 
events. In this way, the dynamic fuzzy cognitive map model is able to dynamically 
acquire and use the heuristic knowledge. The proposed D-FCM and its application in 
autonomous navigation will be developed and validated in the following sections. 
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2.1 FCM in Intelligent Obstacle Navigation 

Some related works which use cognitive maps in the robotics research area can be 
found in the literature. Among them, we can cite the work in [12] that employs proba-
bilistic FCM in the decision-making of a robot soccer team. These actions are related 
to the behavior of the team, such as kick the ball in presence of opponents. The prob-
abilistic FCM aggregates a likelihood function to update the concepts of the map. A 
Fuzzy cognitive map is used by [14] and [13] to guide an autonomous robot. The 
FCM is designed from a priori knowledge of experts and afterwards it is refined by a 
genetic algorithm.  

Despite of the use of a known trajectory, actions are necessary due to errors and 
uncertainties inherent in the displacement of the robot, such as slippage, reading er-
rors of the sensors, among others. A review of other related works employing intelli-
gent navigation in robotics can be found in [14]. This paper also presents a Cognitive 
Map to implement a 3-D representation of the environment where an autonomous 
robot must navigate. The described architecture use a previously stored neural net-
work based model to implement adjustments and course corrections of the robot in 
presence of noise and sensor errors. Similar to these works, we also use a fuzzy cogni-
tive map to navigation tasks. 

However our navigation system does not use a priori information about the envi-
ronment. The FCM represent the usual navigation actions as turn right, turn left, acce-
lerate and others. The adaptation ability to environment changes and to take decisions 
in presence of random events is reached by means of a rule based system. These rules 
are triggered in accordance of “intensity” of the sensor measurements. 

3 The D-FCM Model 

The development of a FCM model follows the steps of the work [15]. In this case, we 
identify 3 inputs related to the description of the environment (presence of obstacles) 
and 3 outputs describing the mobile’s movements: turn left, turn right and move for-
ward. The three inputs take values from the three sensors located at left, right and 
front side of the mobile.  

These concepts are connected by arcs representing the actions of acceleration (pos-
itive) and braking (negative). Three decisions are originally modeled, if left sensor 
accuses an obstacle in this position, the vehicle must turn to the right side and equally 
if the right sensor accuses an obstacle in the right side, the vehicle turns to the other 
side. The direction change decision implies smoothly vehicle deceleration. The third 
decision is related to a free obstacle environment; in this case the mobile follows a 
straight line accelerating smoothly. 

The figure 1 show the D-FCM modeled. The input concepts are SL, SR and SF and 
the output concepts are OutLeft, OutRigth and OutFront. The values of the concepts 
are the readings of the corresponding sensors. As a fuzzy number, these values are 
normalized into the interval [0, 1]. The relationships among these concepts are mod-
eled by weights w1 to w5 which are computed. It is worthwhile to note in figure 1, 
that the concepts O.L. (-1) and O.R. (-1) are the values of the concepts in the previous 
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state. This representation is equivalent to insert negative values (-1) in the correspond-
ing diagonal positions of matrix W.  

We choose to retain this representation to highlight that some concepts has memo-
ry. In this case, the mobile can remember the actions taken to turn left or right to  
prevent a zig-zag motion. As a result the mobile can maintain a movement trend. 

In order to model the adaptation ability, we introduce 3 new concepts into the FCM 
associated to an “intensity” of motion (acceleration or braking) at each direction. 
There are left factor, right factor and front factor in figure 1. The factor concepts have 
their values changed according to the current condition of the vehicle motion and the 
occurrence of events. These events are modeled by the weights ws (ws1, ws2 and 
ws3) in figure 1 which are obtained by applying the rules of type IF-THEN based on 
linguistic terms. These rules represent some decisions such as if the mobile is turning 
right because the left sensor has detected an obstacle and suddenly the right sensor 
also detects an obstacle then the factor right is small (ws3). The default value of the 
factor concepts is one.  If any rule is triggered the weights ws are null. Finally the 
outputs of the D-FCM are the product between the factor concepts and the output of 
classical FCM (OutLeft, OutRigth and OutFront). 

 

Fig. 1. The proposed D-FCM 

In conclusion, the proposed D-FCM navigation system confers to the ro-
bot/vehicle the following behavior: 

• The mobile is autonomous and it moves into unknown environment from an origin 
point to an end point.  

• If an obstacle is detected by the front, left and/or right sensors the mobile must take 
a decision about new direction to follow. 

• Default navigation position is in a straight line with constant speed, i.e. lateral 
movements are used only as a result of obstacle detection.  

• When the mobile is in motion and the sensors don’t identify any obstacle, the mo-
bile accelerates smoothly and then it remains in a constant speed. 
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• Motion trend corresponds to an average between the current movement values and 
the values in immediately before instant, which prevents any sharp changes in di-
rection of the mobile navigation.  

• When the mobile is turning in left or right direction and the opposite sensor detects 
an obstacle, the motion trend is maintained but the mobile is softly breaking until 
to reestablish a straight movement.  

For example if the sensors don’t detect any obstacle then the mobile will accelerate 
in a straight line. The output related to turning will have no value related to the deci-
sion. If while he is moving forward the right sensor detects an obstacle then the  
D-FCM will make the decision to turn left and slowly break and turn left. In this case 
the front factor will be reduced and the output related to turn right will have no effect. 
And if while he is turning left to deviate from the obstacle the left sensor detects an 
obstacle the mobile tends to maintain his movement but the mobile will turn less to 
right since the factor will take new values and the output related to turn right will now 
take effect in his decision making. 

Intelligent control architecture to the navigation system is similar [15]. The input 
interface read the sensor measurements which are inversely proportional to the dis-
tance of obstacles.  

In order to dynamic adapt the D-FCM weights we use the hebbian learning algo-
rithm for FCM that is an adaptation of the classic hebbian method. Different propos-
als and variations of this method applied in tuning or in learning for FCM are known 
in the literature [18].  

 1 ∆                            (1) 

Where:  is a new value of the weight, 1  old value, γ factor forget 
and ∆Ai is a variation of the same concepts in two steps. 

In this paper, the method is used to update the intensity of causal relationships in a 
deterministic way according to the variation or error in the intensity of the concept or 
input variable. In [15] one similar proposal for dynamic tuning in FCM uses Rein-
forcement Learning Algorithm (Q-learning). In this case, the application of Hebbian 
learning provides control actions as follows: if an obstacle to the right is nearest the 
causal relationship of exit turn left increases and consequently increases its control 
action. The others action have same behavior. Forgetting factors were obtained from 
empirical mode. And finally minimum and maximum limits were placed due to the 
application of the method is to tune the dynamic D-FCM, thereby varying the intensi-
ty of causal relationships should be within a clearly defined range. The range was 
chosen by observation of the mobile behavior in the environment. This range is de-
fined by observation of the dynamic actions and closed intervals, [0.35, 0.65] for , 
[0.6, 1] for  and [0.6, 1] for . 

 0.7                           (2) 

 0.7                           (3)  

 0.7                           (4) 
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Where:  is the weight related to front proximity sensor,  is the weight  
related to left proximity sensor and  is the weight related to the right proximity 
sensor. 

A system of autonomous navigation using fuzzy logic was implemented in order to 
assess performance, outcomes and differences in acquisition and processing of empir-
ical knowledge used in developing the tool presented fuzzy logic. The Work of [19] is 
similar and presents a fuzzy control strategy similar. The Fuzzy system is imple-
mented in this work is type Mandani with 3 inputs, 3 outputs and employs 23 rules for 
abstraction of the same heuristic logic navigation controller inserted in the D-FCM. 
The inputs are the sensors, right, left and front and outputs are turning right, left and 
accelerate. These rules were implemented in an intuitive way according to heuristic 
D-FCM. For example: 

• IF the right sensor is strong then turn left strong. 
• IF the right sensor is weak then turn left weak. 
• IF right sensor and frontal sensor very strong then weak accelerate and turn left 

very strong   
• IF right, left and frontal sensor weak then accelerate Strong. 

The strategies of decision making are the same, the difference in this formalism. In 
D-FCM knowledge is structured in the form of a graph, while the Fuzzy model is 
based on classical Fuzzy rules. 

4 Characterization/Simulation Results 

A 2-d animation simulated environment has inspired in real case (figure 2) and designed to 
test and validate our proposed navigation system.  

 

Fig. 2. Real Environment with Dynamic Obstacle 
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The kinematic equations simulating the robot dynamic behavior has been inspired 
by [10] and uses scale in centimeters. In fact, the simulated robot corresponds to a 
mobile platform with two motors, and three sensors, one frontal, and one in each side. 
It uses ultrasound sensors and thus the perception of barrier or obstacle exists only 
within a scope zone of the sensor. Moreover the intensity of the sensor measure is 
inversely proportional to the distance of the object. 

This simulation environment has served initially to knowledge acquisition through 
observation data input and output, and observation of robot behavior in several  
situations. Afterwards, two experiments were performed to validate the D-FCM and 
Fuzzy System navigation systems. In the first and second experiments, two different 
scenarios with static and dynamics obstacles have been simulated. The first experi-
ment a dynamic obstacle is randomly inserted into the environment, during the robot 
navigation.  

The results are presented in figures 3 and 4, they describe the path take by the 
fuzzy and D-FCM with hebbian learning algorithm. At Figure 3, the obstacle with 
coordinates (7.25, 96) is surprise, thus after the mobile executed half of the trajectory, 
this object enter in scenario. In Figure 4, these figures, the left graphic shows the sce-
nario (x-y plan) with the initial about (15, 0) and end point near (0,160) of the robot 
trajectory. The graphic shows the dynamic trajectory made by the robot. The apparent 
flaws in the trajectory represent the speedup, when sensors do not detect an obstacle 
and the robot accelerates. In all experiments, we consider that the robot successfully 
attains the target point if its final position is into a horizontal interval [-8, +8] around 
the desired end point. 

In the every scenario, example (figures 3, 4), there is a critical situation with a sur-
prise obstacle around the position y=100. In the figure 3 the robot must to take the 
decision of to move straight, pass between the two obstacles and immediately to turn 
left to avoid a frontal barrier and to attain the target point. By analyzing the results in 
figure 3a and 3b we note that the robot takes the correct decisions.  

 

                   (a)        (b) 

Fig. 3. a) Fuzzy Classic Architecture b) D-FCM Architecture with Hebbian Learning  
Algorithms 
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In second case, one dynamic obstacle is in the scenario starting about in position 
(10, 83) and finishing about in position (3, 83), figure 4a and 4b show the correct 
decisions in all maneuvers. In both cases, the robot motion trend is to move straight to 
the end point, but an. the robot takes the correct decision to turn in order to avoid a 
collision but it also maintains the motion trend of follow a straight line.  

 

                   (a)        (b) 

Fig. 4. a) Fuzzy Classic Architecture; b) D-FCM Architecture with Hebbian Learning  
Algorithms  

5 Conclusion 

This paper developed an autonomous navigation system based on a new type of fuzzy 
cognitive maps, named dynamic fuzzy cognitive map, D-FCM. The developed D-
FCM approach adds new types of relationships and concepts into a classical FCM that 
allows modeling the human ability of to take decision in presence of random events. 
The human knowledge is represented by a rule based system that is triggered when 
critical situation occurs. As a result, the inference engine adds temporally concepts 
and relationships into the FCM. This approach is a contribution of this paper to the 
intelligent control area. It is not restricted to navigation systems and can be applied to 
model intelligent system with online decision making. In accordance with the results 
presented in this paper, we can conclude that the proposed D-FCM architecture con-
stitutes a flexible and robust tool to navigation system able for navigate in vagueness 
and uncertainty in environment using dynamic planning. One of the main advantages 
of the proposed approach is that the knowledge acquisition and representation is sim-
plified by the use of FCM models. Moreover the resulting fuzzy cognitive maps are 
also easy to implement and run. Thus, it is easily embedded in a hardware robot.  

Future works addresses more functions and goals added in the robot, example 
energy management and reach targets. New scenarios, with more complexity, adding 
borders and more robots (agents). Finally, due to easy implement real scenarios can 
be development. 
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Abstract. The main drawbacks of classical direct torque control (C-DTC) are: 
the high torque and flux ripples and variable switching frequency. To overcome 
these problems, two intelligent control theories, namely fuzzy logic control 
(FLC) and neuro-fuzzy control (NFC) are introduced to replace the hysteresis 
comparators and lookup table of the C-DTC for induction motor drive. The  
effectiveness and feasibility of the proposed approaches have been demonstrat-
ed through computer simulations. A comparison study between the C-DTC,  
FL-DTC and NF-DTC has been made in order to confirm the validity of the 
proposed schemes. The superiority of the NF-DTC has been proved through 
comparative simulation results. 

Keywords: direct torque control, fuzzy logic control, induction motor drive, 
neuro-fuzzy control. 

1 Introduction 

The direct torque control (DTC) was proposed by M.Depenbrock [1] and I.Takahashi 
[2]-[3] in 1985. The DTC is an entirely different approach to induction motor control 
that was developed to overcome field oriented control (FOC) relatively poor transient 
response and reliance on induction motor parameters [4]-[5]-[6]. Classical DTC is a 
popular torque control method for induction motors; therefore it is widely used in the 
area of the EV’s motor control. Unfortunately the classical DTC algorithm has some 
significant limitations. It is difficult to distinguish between small and large variations 
in reference values. Also the variation of flux and torque over one sector is considera-
ble [7]-[8]. Another problem is that adapting classical DTC to the confines of a DSP’s 
sampling period can significantly deteriorate its performance [9]. To overcome these 
problems, two intelligent control theories, including fuzzy logic control (FLC) and 
neuro-fuzzy control (NFC) are introduced to replace the conventional comparators 
and selection table of direct torque control for induction motor drive. 

Fuzzy logic can deal with vague concepts which have relative degrees of truth ra-
ther than just the usual true or false, it allows machines to perform jobs that in the past 
required a human being's ability to think and reason [10]-[11]. Conventional control 
systems express control contents by using control expressions such as equations or 



226 M.R. Douiri and M. Cherkaoui 

 

logical expressions. This requires a huge amount of information, and some kinds of 
control are difficult or impossible to model this way. Fuzzy logic control usually re-
quires only one tenth or less of the information required by conventional methods 
[12]. This is also associated with a high reliability and fast processing speed. Fuzzy 
logic also deals effectively with a non-linear time varying system. 

There is a rapidly growing interest in the fusion of fuzzy systems and neural net-
works to obtain the advantages of both methods while avoiding their individual draw-
backs. The possibility of integration of these two paradigms has given rise to a rapidly 
emerging field of fuzzy neural networks.  There are two distinctive approaches for 
fuzzy-neural integration. On the one hand, many paradigms that have been proposed 
simply view a fuzzy-neural system as any ordinary multilayered feed-forward neural 
network which is designed to approximate a fuzzy control algorithm [13]-[14]. On the 
other hand, there are those approaches which aim to realize the process of fuzzy rea-
soning and inference through the structure of a connectionist network [15]. Fuzzy-
neural networks are, in general, neural networks whose nodes have 'localized fields' 
which can be compared with fuzzy rules and whose connection weights can similarly 
be equated to input or output membership functions.  The simplest attempt in merg-
ing of fuzzy logic and neural controllers is to make the neural networks (NN) learn 
the input-output characteristics of a fuzzy controller [16]. The NN in this case imitates 
the fuzzy controller but the only advantage is that the trained NN output has more 
smoothing robust actions than that of the fuzzy controller. 

This paper is organized as follows: The principle of direct torque control is pre-
sented in the second part, the fuzzy logic direct torque control is developed in the 
third section, section four presents a neuro-fuzzy direct torque control, and the fifth 
part is devoted to illustrate the simulation performance of this control strategy, a con-
clusion and reference list at the end. 

2 Classical Direct Torque Control  

In a C-DTC motor drive, the machine torque and flux linkage are controlled directly 
without a current control. The principles of C-DTC can be explained by looking at the 
following torque and current equations of an induction motor: 

 (1)

 (2)

Substituting Eq. (1) in Eq. (2) we obtain: 
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where α is the angle between the stator and rotor flux linkage vectors [8]. The deriva-
tive of Eq. (3) can be represented approximately as: 
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The machine voltage equation can be represented and approximated in a short in-
terval of Δt as: 

   implying  s
s s s s s s

d
v R i v v t

dt

λ λ= − ≈ Δ = Δ
    

 (5) 

The rotor flux linkage vector is sluggish in response to a voltage vector during Δt 
as it is related to the stator flux linkage vector by a first order delay as in 

 s m r r m
r r s

s r r s r

d L R R L
j

dt L L L L L

λ ω λ λ
σ σ
 

+ − − = 
 

  
 (6) 

Symbols: 
Rs , Rr        stator and rotor resistance [Ω] 
isd , isq         stator current dq axis [A] 
vsd , vsq       stator voltage dq axis [V] 
Ls , Lr         stator and rotor self inductance [H] 
Lm  mutual inductance [H] 
λsd,  λsq dq stator flux [Wb] 
λrd, λrq dq rotor flux [Wb] 
Te electromagnetic torque [N.m] 
ETe electromagnetic torque error [N.m] 
Eλs stator flux error [Wb] 
φs stator flux angle [rad] 
ωr rotor speed [rad/sec] 
J inertia moment [Kg.m2] 
np pole pairs 
σ leakage coefficient 

3 Fuzzy Logic Direct Torque Control  

The structure of the switching table can be translated in the form of vague rules. 
Therefore, we can replace the switching table and hysteresis comparators by a fuzzy 
system whose inputs are the errors on the flux and torque denoted Eλs and ETe and the 
argument φ of the flux. The output being the command signals of the voltage inverter 
n. The fuzziness character of this system allows flexibility in the choice of fuzzy sets 
of inputs and the capacity to introduce knowledge of the human expert.  
 



228 M.R. Douiri and M. Cherkaoui 

 

The ith rule Ri can be expressed as: 

 Ri: if ETe is Ai, Eλs is Bi, and φ is Ei, then n is Ni (7) 

where Ai, Bi and Ci denote the fuzzy subsets and Ni is a fuzzy singleton set. 
The synthesized voltage vector n denoted by its three components is the output of 

the controller. 
The inference method used in this paper is Mamdani’s [18] procedure based on 

min-max decision [19]. The firing strength ηi, for ith rule is given by: 

 ( )min ( ), ( ), ( )
i e i s ii A T B CE Eλη μ μ μ ϕ=  (8) 

By fuzzy reasoning, Mamdani’s minimum procedure gives: 

 ( )' ( ) min , ( )
i iN i Nn nμ η μ=  (9) 

where μA, μB, μC, and μN are membership functions of sets A, B, C and N of the va-
riables ETe, Eλs, φ and n, respectively. 

Thus, the membership function μN of the output n is given by: 

 ( )72 '
1( ) max ( )

iN i Nn nμ μ==  (10) 

We chose to share the universe of discourse of the stator flux error into two fuzzy 
sets, that of electromagnetic torque error in five and finally for the flux argument into 
seven fuzzy sets. However the number of membership functions (fuzzy set) for each 
variable can be increased and therefore the accuracy is improved. All the membership 
functions of fuzzy controller are given in Fig. 1. 
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Fig. 1. Membership functions for fuzzy logic controller 
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Table 1. Fuzzy rules 

 
Eλs 

 
ETe 

φ 
φ1 φ2 φ3 φ4 φ5 φ6 

 
PL 

P V6 V2 V3 V1 V5 V4 
Z V4 V6 V2 V3 V1 V5 
N V5 V4 V6 V2 V3 V1 

 
PS 

P V6 V2 V3 V1 V5 V4 
Z V7 V0 V7 V0 V0 V0 
N V5 V4 V6 V2 V3 V1 

 
NS 

P V2 V3 V1 V5 V4 V6 
Z V0 V7 V0 V7 V0 V7 
N V1 V5 V4 V6 V2 V3 

 
NL 

P V2 V3 V1 V5 V4 V6 
Z V3 V1 V5 V4 V6 V2 
N V1 V5 V4 V6 V2 V3 

4 Neuro-Fuzzy Direct Torque Control 

In this section, the Neuro-Fuzzy (NF) model is built using the multilayer fuzzy neural 
network shown in Fig.1. The controller has a total of five layers as proposed by Lin 
and Lee [17], with two inputs (stator flux error Eψs, electromagnetic torque error ETe) 
and a single output (voltage space vector) is considered here for convenience. Conse-
quently, there are two nodes in layer 1 and one node in layer 5. Nodes in layer 1 are 
input nodes that directly transmit input signals to the next layer. The layer 5 is the 
output layer. The nodes in layers 2 and 4 are “term nodes” and they act as member-
ship functions to express the input/output fuzzy linguistic variables. A bell-shaped 
function is adopted to represent a membership function, in which the mean value p 
and the variance χ are adjusted through the learning process. The two fuzzy sets of the 
first and the second input variables consist of k1 and k2 linguistic terms, respectively. 
The linguistic terms are numbered in descending order in the term nodes; hence, kl+k2 
nodes and n3 nodes are included in layers 2 and 4, respectively, to indicate the in-
put/output Linguistic variables. 

Layer 1: Each node in this layer performs a MF: 

 

2

1 ( ) exp

ib

i i
i Ai i

i

x c
y x

a
μ

   −  = = −  
     

 (11) 

where xi is the input of node i, Ai is linguistic label associated with this node and  
(ai, bi, ci) is the parameter set of the bell-shaped MF. yi

1 specifies the degree to which 
the given input belongs to the linguistic label Ai, with maximum equal 1 and mini-
mum equal to 0. As the values of these parameters change, the bell-shaped function 
varies accordingly, thus exhibiting various forms of membership functions. In  
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fact, any continuous and piecewise differentiable functions, such as trapezoidal or 
triangular membership functions, are also qualified candidates for node functions in 
this layer. 

Layer 2 - Every node in this layer represents the firing strength of the rule. Hence, 
the nodes perform the fuzzy AND operation: 

 ( )2 min ( ), ( ), ( )
s s e e si i A BT T C sy w E Eλ λ ϕμ μ μ ϕ= =  (12) 

Layer 3 - The nodes of this layer calculate the normalized firing strength of each 
rule: 

 3

1

i
i i n

ii

w
y w

w
=

= =


 (13) 

Layer 4 - Output of each node in this layer is the weighted consequent part of the 
rule table: 

 ( )4

s ei i i i i i T i s iy w f w p E q E m nλ ϕ= = + + +  (14) 

where iw  is the output of layer 3, and {pi, qi, mi, ni} is the parameter set. Which 

determine the ith component of vector desired voltage. By multiplying weight yi by 
voltage continuous V side of the inverter according to Eq. (15): 

 *
iV y V=  (15) 

Layer 5 - The single node in this layer computes the overall output as the summa-
tion of all incoming signals: 

 5

1

n

i i ii
y w f

=
=  (16) 

Which determine the vector reference voltage vs
* (see Fig. 4), from Eq. (17): 

 
*

9
*

1

ij
s i

i

v y Ve ξ

=

=  (17) 

The angle ξ is obtained from the actual angle of stator flux φs and angle increment 
dφi given by this Eq. (18): 

 i s idξ ϕ ϕ= +  (18) 

yi (i = 1..9) are the output signals order i of the third layer respectively. 
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Fig. 2. Topology of the neuro-fuzzy model used 

Table 2. Parameters setting for ANFIS model 

ANFIS Setting Details 
Input variables Electromagnetic torque error, and  stator flux error 
Output response Space voltage vector 
Type of input MFs Generalized Bell MF 
Number of MFs 2,3, 4 and 5 
Type of output MFs Linear and constant 
Type inference Linear Sugeno 
Optimization Method Hybrid of the least-squares and the back propagation 

gradient descent method. 
Number of data 520 
Epochs 1000 
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5 Simulation Results 

To compare and verify the proposed techniques in this paper, a digital simulation 
based on Matlab/Simulink program with a Fuzzy Logic Toolbox and ANFIS Toolbox 
is used to simulate the NF-DTC and FL-DTC, as shown in Fig. 3.  The block dia-
gram of a C-DTC/FL-DTC/NF-DTC controlled induction motor drive fed by a 2-level 
inverter is shown in Fig. 3.  The induction motor used for the simulation studies has 
the following parameters:  

Rated power = 7.5kW, Rated voltage = 220V, Rated frequency = 60Hz, Rr = 
0.17Ω, Rs = 0.15Ω, Lr = 0.035H, Ls = 0.035H, Lm = 0.0338H, J = 0.14kg.m2. 

Figs. 4(a), 4(b) and 4(c) show the torque response of the C-DTC, FL-DTC and NF-
DTC respectively with a torque reference of [20-10-15]Nm. While Figs. 4(a’), 4(b’) 
and 4(c’) show the flux response of the C-DTC, FL-DTC and NF-DTC respectively 
with a stator flux reference of 1Wb.  

+ −dcV
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C λ

eTC

eTE

s
E λ sλ

eT

*
eT

*
sλ s sv i

*
rω

rω

sϕ
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Fig. 3. General configuration of C-DTC/FL-DTC/NF-DTC scheme 

Table 3 represents the comparative results in both stator flux and torque ripples 
percentage for C-DTC, FL-DTC and NF-DTC. The steady state response for the tor-
que in NF-DTC is faster and provided more accuracy compared to other control strat-
egies presented in this paper. 

Table 3. Comparative study of C-DTC, FL-DTC and  NF-DTC 

Control strategies Torque ripple 
(%) 

Flux ripple 
(%) 

Rise time 
(sec) 

Setting time 
(sec) 

C-DTC 10.6 2.3 0.009 0.01 
FL-DTC 3.9 2.1 0.007 0.0085 
NF-DTC 2.7 1.4 0.005 0.0071 
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Fig. 4. (a), (b) and (c) torque response of C-DTC, FL-DTC and NF-DTC respectively, (a’), (b’) 
and (c’) Stator flux trajectory response of C-DTC, FL-DTC and NF-DTC respectively 

6 Conclusions 

Two various intelligent torque control schemes worth knowing fuzzy logic direct 
torque control, and neuro-fuzzy direct torque control have been evaluated for induc-
tion motor control and which have been compared with the conventional direct torque 
control technique. A better precision in the torque and flux responses was achieved 
with the NF-DTC method with greatly reduces the execution time of the controller; 
hence the steady-state control error is almost eliminated. The application of neural 
network techniques simplifies hardware implementation of direct torque control and  
it is envisaged that NF-DTC induction motor drives will gain wider acceptance in 
future. 
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Abstract. In this paper we describe an unsupervised, deterministic al-
gorithm for segmenting DJ-mixed Electronic Dance Music streams (for
example; podcasts, radio shows, live events) into their respective tracks.
We attempt to reconstruct boundaries as close as possible to what a
human domain expert would engender. The goal of DJ-mixing is to ren-
der track boundaries effectively invisible from the standpoint of human
perception which makes the problem difficult.

We use Dynamic Programming (DP) to optimally segment a cost
matrix derived from a similarity matrix. The similarity matrix is based on
the cosines of a time series of kernel-transformed Fourier based features
designed with this domain in mind. Our method is applied to EDM
streams. Its formulation incorporates long-term self similarity as a first
class concept combined with DP and it is qualitatively assessed on a
large corpus of long streams that have been hand labelled by a domain
expert.

Keywords: music, segmentation, DJ mix, dynamic programming.

1 Introduction

Electronic Dance Music (EDM) tracks are usually mixed by a DJ, which sets
EDM streams apart from other genres of music. Mixing is the modus operandi in
electronic music. We first transform the audio file into a time series of features
(grouped into tiles) and transform those tiles into a domain where any pair
from the same track would be distinguishable by their cosine. Our features are
based on a Fourier transform with kernel filtering to accentuate instruments
and intended self-similarity. We create a similarity matrix from these cosines
and derive from it a cost matrix showing costs of a fitting a track at a given
time with a given width. We use Dynamic Programming (DP) to create the
cost matrix and again to perform the most economical segmentation of the cost
matrix to fit a predetermined number of tracks.

A distinguishing feature of our algorithm is that it focuses on long term self
similarity of segments rather than short term transients. Dance music tracks
have the property that they are made up of repeating regions, and the ends are
almost always similar to the beginning. For this reason we believe that some tech-
niques from structural analysis fail to perform as well for this segmentation task

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 235–244, 2013.
c© IFIP International Federation for Information Processing 2013
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because we focus on the concept of self-similarity ranging over a customisable
time horizon. Our method does not require any training or tenuous heuristics to
perform well.

The purpose of this algorithm is to reconstruct boundaries given a fixed num-
ber of tracks known in advance (their names and order are known). This is
relevant when one has recorded a show, downloaded a track list and needs to
reconstruct the indices given a track list. The order of the indices reconstructed
is critical so that we can align the correct track names with the reconstructed
indices. If the track list was not known in advance the number of tracks could
be estimated in most cases.

To mix tracks DJs always match the speed or BPM (beats per minute) of
each adjacent track during a transition and align the major percussive elements
in the time domain. This is the central concept of removing any dissonance from
overlapping tracks. Tracks can overlap by any amount. DJs increase adjacent
track compatibility further by selecting adjacent pairs that are harmonically
compatible and by applying spectral transformations (EQ).

The main theme of the early literature was attempting to generate a nov-
elty function to find points of change using distance-based metrics or statistical
methods. Heuristic methods with hard decision boundaries were used to find
the best peaks. A distinguishing feature of our approach is that we evaluate
how well we are doing compared to humans for the same task. We compare our
reconstructed indices to the ones created by a human domain expert.

J. Foote et al ([1] [2] [3] [4] [5]) have done a significant amount of work in
this area and the first to use similarity matrices. Foote evaluated a Gaussian
tapered checkerboard kernel along the diagonal of a similarity matrix to create
a 1d novelty function. One benefit to our approach is that our DP allows any
range of long-term self similarity (which relates to the fixed kernel size in Foote’s
work).

Goodwin et al. also used DP for segmentation ([6] and [7]). Their intriguing
supervised approach was to perform Linear Discriminant Analysis (LDA) on the
features to transform them into a domain where segmentation boundaries would
be emphasised and the feature weights normalised. They then reformulated the
problem into a clustering DP to find an arbitrary number of clusters. We believe
the frame of mind for this work was structural analysis, because it focuses on
short term transients (mitigated slightly by the LDA) and would find segments
between two regions of long term self similarity. Goodwin was the first to discuss
the shortcomings of novelty peak finding approaches. Goodwin’s approach is not
optimized to work for a predetermined number of segments and depends on the
parametrization and training of the LDA transform.

Peeters et al ([8] [9]) did some interesting work combining k-means and a
transformation of the segmentation problem into Viterbi (a dynamic program).

We compare our error to the relative error of cue sheets created by human
domain experts. We focus directly on DJ mixed electronic dance music.

In the coming sections we will describe the Data Set (Section 2), the Eval-
uation Criteria (Section 3), the Test Set (Section 4), Data Preprocessing (Sec-
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tion 5), Feature Extraction (Section 6), Cost Matrix (Section 7), Computing
the Best Segmentation (Section 8), Experiment Methodology and Results (Sec-
tion 9), and finally Conclusions (Section 10).

2 Data Set

We have been supplied with several broadcasts from three popular radio shows.
These are: Magic Island, by Roger Shah (108 shows); A State of Trance with
Armin Van Buuren (110 shows); and Trance Around The World with Above and
Beyond (99 shows) (Total 317 shows). The show genres are a mix of Progressive
Trance, Uplifting Trance and Tech-Trance. We believe this corpus is the largest
of its kind used in the literature (see [10]). The music remains uninterrupted after
the introduction (no silent gaps). The shows come in 44100 samples per second,
16 bit stereo MP3 files sampled at 192Kbs. We resampled these to 4000Hz 16
bit mono (left+right channel) WAV files to allow us to process them faster. We
have used the SoX [11] (Sound eXchange) program to do this. These shows are
all 2 hours long. The overall average track length is 5 and a half minutes and
normally distributed. The average number of tracks is 23 for ASOT and TATW,
19 for Magic Island. There is a guest mix on the second half of each show. The
guest mix DJs show off their skills with some of the most technically convoluted
mixing imaginable.

3 Evaluation Criteria

We perform two types of evaluation: average track accuracy (in seconds) given

as 1
|P |
∑|P |

i=1 |Pi −Ai| (P is constructed indices, and A is the human indices) and

a measure of precision. The precision metric is the percentage of matched tracks
within different intervals of time (thresholds) {60, 30, 20, 10, 5, 3, 1}, in seconds
as a margin around any of the track indices we have been given. The precisions
metric is invariant to alignment of the constructed indexes.

4 Test Set

There is already a large community of people interested in getting track metadata
for DJ sets. CueNation ([12]) is an example of this. CueNation is a website
allowing people to submit cue sheets for popular DJ Mixes and radio shows. A
cue sheet is a text file containing time metadata (indices) for a media file.

We had our indices and radio shows provided to us and hand captured by
Dennis Goncharov ; a domain expert and one of the principal contributors to
CueNation. As a result of this configuration; we can assume the alignment be-
tween the cue sheet and the radio show recording is exact.

Dennis Goncharov provided us with this description of how he captures the
indices. To quote from a personal email exchange with Dennis:
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The transition length is usually in factors of 8 bars (1 bar is 4 beats.
At 135 beats per minute, 8 bars is 14.2 sec). It is a matter of personal
preference which point of the transition to call the index. My preference is
to consider the index to be the point at which the second track becomes
the focus of attention and the first track is sent to the background.
Most of the time the index is the point at which the bass line (400Hz
and lower) of the previous track is cut and the bass line of the second
track is introduced. If the DJ decides to exchange the adjacent tracks
gradually over the time instead of mixing them abruptly then it is up
to the cuesheet maker to listen further into the second track noting the
musical qualities of both tracks and then go back and choose at which
point the second track actually becomes the focus of attention.

5 Data Preprocessing

We went through the dataset carefully and removed some of the indices given and
the corresponding audio when they did not correspond to actual musical tracks.
This was for the show introductions (at the beginning) or for the introductions
given to the guest mixes. The algorithm still performs similarly in the case of
removing just these indices and leaving the audio intact underneath. When we
removed audio from the shows because of extraneous introductions the following
indices were nudged accordingly so that they still pointed to the equivalent
locations in the audio stream. For those wishing to use this algorithm in practice
with pre-recorded shows; the introductions at the start of the shows can be
thought of as being fixed length (with a different length for each show type).

6 Feature Extraction

We used SoX [11] to downsample the shows to 4000Hz. We are not particularly
interested in frequencies above around 2000Hz because instrument harmonics
become less visible in the spectrum as the frequency increases. The Nyquist the-
orem ([13]) states that the highest representable frequency is half the sampling
rate, so this explains our reason to use 4000Hz. We will refer to the sample rate
as R. Let L be the length of the show in samples.

Fourier analysis allows one to represent a time domain process as a set of in-
teger oscillations of trigonometric functions. We used the discrete Fourier trans-
form (DFT) to transform the tiles into the frequency domain. The DFT given

as F (xk) = Xk =
∑N−1

n=0 xn · e−i2π k
N n transforms a sequence of complex num-

bers x0, . . . , xN into another sequence of complex numbers X0, . . . , XN where
e−i2π k

N n are points on the complex unit circle. Note that the fftw algorithm that
we used to perform this computation (see [14]) operates significantly faster when
N is a power of 2 so we zero pad the input to make that the case. Because we
are passing real values into the DFT fuction, the second half of the result is a
rotational copy of the first half. As we are not always interested in the entire
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range of the spectrum, we use l to represent a low pass filter (in Hz) and h the
high pass filter (in Hz). So we will capture the range from h to l on the first half
of the result of F . We always discard the imaginary components of F .

Show samples are collated into a time series Qi, i ∈ {1, 2, . . . , � L
Ms
�} of con-

tiguous, non-overlapping, adjacent tiles of equal size. Samples at the end of the
show that do not fill a complete tile get discarded. We denote the tile width by
M in seconds (an algorithm parameter) and Ms in samples (Ms = M ×R). For
each tile ti ∈ Q we take the DFT F (ti) and place a segment of it into feature
matrix Di (|Q| feature vectors in D). For each DFT transform we select vector
elements 	h× Ms

R 
+ 1 to 	l × Ms

R 
+ 1 to allow effective spectral filtering.
To focus on the instruments and improve performance we perform convolution

filtering on the feature vectors in D, using a Gaussian first derivative filter. This
works like an edge detection filter but also expands the width of the transients
(instrument harmonics) to ensure that feature vectors from the same song appear
similar because their harmonics are aligned on any distance measure (we use the
cosines). This is an issue because of the extremely high frequency resolution we
have from having such large DFT inputs. Typically a STFT approach is used
which has smaller DFTs (for example [15]).

The Gaussian first derivative filter is defined as − 2G
B2 e

−G2

B2 where G =

{−�2B�, �−2B + 1�, . . . , �2B�}, B = b
(
N
R

)
. b is the bandwidth of the filter

in Hz and this is a parameter of the algorithm. After the convolution filter is
applied to each feature vector in D, we take the absolute values and normalize
each one

Di = |Di|, ∀i ∈ D, Di =
Di

‖Di‖
, ∀i ∈ D.

Because the application domain is well defined in this setting, we can design
features that look specifically for what we are interested in (musical instruments).
Typically in the literature; algorithms use an amalgam of general purpose feature
extractors. For example; spectral centroid, spectral moments, pitch, harmonic-
ity ([16]). We construct a disimilarity matrix of cosines S from D × D	 (dot
products).

7 Cost Matrix

We now have a dissimilarity matrix S(i, j) as described in Section 6.
Let w and W denote the minimum and maximum track length in seconds,

these will be parameters.
Intuitively, features within the same track are reasonably similar on the whole,

while pairs of tiles that do not belong to the same track are significantly more
dissimilar. We define C(f, t), the cost of a candidate track from tile f through
tile t, to be the sum of the dissimilarities between all pairs of tiles inside it,
normalized on track length:

C(f, t) =

∑t
i=f

∑t
j=f S(i, j)√

t− f + 1
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As a first step, we pre-compute C for each 1 ≤ f ≤ t ≤ T . Direct calcula-
tion using the definition takes O(TW 3) time. However, we can compute the full
cost matrix in O(WT ) time using the following recursion for the unnormalized
quantity C̃(f, t) = C(f, t)(t − f) (for f + 1 ≤ t− 1)

C̃(f, t) = C̃(f + 1, t) + C̃(f, t− 1)− C̃(f + 1, t− 1) + S(f, t) + S(t, f).

Note that the normalization step can be done independently of the DP procedure.
We discovered experimentally that normalizing using the square root of the track
length was advantageous. Doing so slightly discourages tracks of a larger length.

8 Computing Best Segmentation

We obtain the cost of a full segmentation by summing the costs of its tracks.
The goal is now to efficiently compute the segmentation of least cost.

A sequence t = (t1, . . . , tm+1) is called an m/T -segmentation if

1 = t1 < . . . < tm < tm+1 = T + 1.

m is the number of tracks we are trying to find and is a parameter of the
algorithm. We use the interpretation that track i ∈ {1, . . . ,m} comprises times
{ti, . . . , ti+1 − 1}. Let STm be the set of all m/T -segmentations. Note that there
is a very large number of possible segmentations

|STm| =

(
T − 1

m− 1

)
=

(T − 1)!

(m− 1)!(T −m)!
=

(T − 1)(T − 2) · · · (T −m+ 1)

(m− 1)!
≥
(
T

m

)m−1

.

For large values of T , considering all possible segmentations using brute force is
infeasible. For example, a two hour long show with 25 tracks would have more

than
(

602×2
25

)24
≈ 1.06× 1059 possible segmentations!

We can reduce this number slightly by imposing upper and lower bounds on
the song length. Recall that W is the upper bound (in seconds) of the song
length, w the lower bound (in seconds) and m the number of tracks. With the
track length restriction in place, the number of possible segmentations is still
massive. A number now on the order of 1056 for a two hour show with 25 tracks,
w = 190 and W = 60× 15.

Our solution to this problem is to find a dynamic programming recursion.
The loss of an m/T -segmentation t is

(t) =
m∑
i=1

C(ti, ti+1 − 1)

We want to compute
VT
m = min

t∈STm

(t)
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To this end, we write the recurrence

Vt
1 = C(1, t)

and for i ≥ 2

Vt
i = min

t∈Sti

(t) = min
ti

min
t∈S

ti−1

i−1

(t) + C(ti, t) =

min
ti

C(ti, t) + min
t∈S

ti−1

i−1

(t) = min
ti

C(ti, t) + Vti−1
i−1

In this formula ti ranges from t −W to t − w. We have T ×m values of VT
m

and calculating each takes at most O(W ) steps. The total time complexity is
O(TWm).

9 Methodology and Results

We created a validation set of the first 10 episodes from each radio show (30 total)
and found the best parameters with a continuous random search optimizing the
absolute average accuracy evaluation criterion. We explored 2000 permutations
in the search. We searched across the following parameter space:

M ∈ {1, 2, . . . , 25} w ∈ {120, 180, 240} b ∈ {1, 2, . . . , 20}

This search did not take long as running time is linear in the parameters. The
parameters we found are shown in Table 1. Running the algorithm once on a 2
hour long show takes a couple of seconds on a fast PC and almost all of that
time is loading the WAVE file for the show into memory. We had already batch
converted the shows into the WAVE files from MP3 and this process took signif-
icantly longer, perhaps 30 seconds per show. The parameters we have presented
here could be used immediately by an end user so no heavy computation is
required. The high and low pass filters h and l were fixed at 0Hz and 2000Hz
respectively (effectively were not used but would be useful parameters for spe-
cialized implementations). W was fixed at 630 Seconds which we selected by
taking the largest track present in the validation set with a 30 second margin
added on top.

There are no directly comparable methods in the literature ready to be used
for this task. We will construct a simple algorithm to test our algorithm against;
the naive algorithm. This algorithm constructs indices that are evenly spaced
apart across the show.

See Table 2 for the main results. We also provide results for the dataset
pruned of any shows with tracks smaller than 180 seconds on Table 3. Ostensibly
we would fail to find these tracks as we use 180 as the minimum track length
parameter w for the DP algorithm. Having a high value for w allows us to
perform robustly most of the time but suffer on the minority of shows that have
smaller tracks included. For these pruned results we did not remove the shows
used in the validation set.
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Table 1. These are the parameter values that were obtained from the parameter search
described in Section 9

w Minimum Track Length (DP) 180 Seconds

W Maximum Track Length (DP) 617 Seconds

M Tile Size 9 Seconds

b Bandwidth Filter 5 Hz

l Low Pass Filter 2000 Hz

h High Pass Filter 0 Hz

Table 2. Main results. The accuracy rows show the mean of the absolute differences
between the reconstructed tracks and the human indices (our test set). The thresholds
indicate the percentage of reconstructed indices that fall within given time horizons
centred around the actual indices. This is described in Section 3.

Dynamic By Show Overall

ASOT TATW MAGIC Dynamic Naive

Number Shows 101 89 98 288 288

60 Seconds (%) 92.3 96.9 97.9 95.7 42.1

30 Seconds (%) 74.9 90.4 89.8 85.1 22.0

20 Seconds (%) 63.7 82.0 74.4 73.4 14.9

10 Seconds (%) 55.7 70.9 53.2 59.9 7.6

5 Seconds (%) 43.9 51.5 32.9 42.8 4.0

3 Seconds (%) 29.7 35.3 21.2 28.7 2.6

1 Second (%) 11.6 13.9 8.3 11.3 0.9

Accuracy (Seconds) 49.4 40.1 26.5 38.6 112.2

Table 3. Results for the pruned set of shows (that do not contain tracks smaller than
180 seconds). The percentage figure given on the number of shows indicates how many
were discarded from the prune. Performance on TATW and Magic Island are robustly
improved. Magic Island achieved the improvement with a comparatively small prune
of 7.4%.

Dynamic By Show Overall

ASOT TATW MAGIC Dynamic Naive

Number Shows 64 (42.3%) 61 (38.4%) 100 (7.4%) 225 288

60 Seconds (%) 93.4 98.2 98.9 96.8 42.1

30 Seconds (%) 75.7 92.3 90.8 86.2 22.0

20 Seconds (%) 63.5 84.0 74.9 74.1 14.9

10 Seconds (%) 56.3 72.8 53.2 60.8 7.6

5 Seconds (%) 44.0 52.8 32.6 43.2 4.0

3 Seconds (%) 30.0 36.5 20.9 29.1 2.6

1 Second (%) 12.1 15.2 8.6 12.0 0.9

Accuracy (Seconds) 32.3 14.9 13.3 20.2 112.2
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10 Conclusion and Further Work

We believe our algorithm would be useful for segmenting DJ-mixed audio streams
in batch mode. Our overall average is encouraging, taking into account the dif-
ficulty of the task at hand. The dissimilarity matrix we use is based solely on
instrument features. The most pervasive elements in EDM are the percussion
(the beats). We believe on balance that ignoring the percussive information was
advantageous, because DJs use percussion primarily to blur boundaries between
tracks. We tried to capture percussive based features and found that the transi-
tions between tracks and indeed groups of tracks appeared as stronger self-similar
regions in S than the actual tracks.

We would like to improve our cost function with one that has some domain
knowledge, perhaps using a machine learning algorithm. Currently our cost func-
tion has a weakness that the relative similarity of regions within a song matters
slightly, it should be independent. Let us consider the song structure {A,B,A}.
The problem is that our cost (summing/normalizing the S square) would some-
what take into consideration the similarity of A and B. Anyone interested in
optimizing the algorithm for a one specific radio show could consider modifying
the cost function to introduce a parameter α ∈ [0, 1] for fine tuned control over

the normalization bias placed on the length of songs; C(f, t) =
∑t

i=f

∑t
j=f S(i,j)

(t−f+1)α .

We would also like to implement some of the methods in the literature (which
were mostly designed for scene analysis) to see if we outperform them. It would
be tricky to get an exact comparison because we could not find a unsupervised
deterministic algorithm which finds a fixed number of strictly contiguous clus-
ters. We could however adapt existing algorithms to get a like for like comparison.
We would like to evaluate the performance of J Theiler’s contiguous K-means
algorithm in particular [17] and also similar algorithms. We have the property
of being deterministic but probabilistic methods should be explored. Theiler’s
algorithm would require some modification to work in this scenario because we
require strictly contiguous clusters, not just a contiguity bias.
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Abstract. A core problem in robotics is the localization of a mobile robot  
(determination of the location or pose) in its environment, since the robot’s be-
havior depends on its position. In this work, we propose the use of a stationary 
fisheye camera for real time robot localization in indoor environments. We  
employ an image formation model for the fisheye camera, which is used for  
accelerating the segmentation of the robot’s top surface, as well as for calculat-
ing the robot’s true position in the real world frame of reference. The proposed 
robot localization algorithm does not depend on any information from the  
robot’s sensors and does not require visual landmarks in the indoor environ-
ment. Initial results are presented from video sequences and are compared to the 
ground truth position, obtained by the robot’s sensors. The dependence of the 
average positional error with the distance from the camera is also measured. 

Keywords: computer vision, indoor robot localization, stationary fisheye  
camera. 

1 Introduction 

Robot localization is fundamental for performing any task, such as route planning [1]. 
Most of the existing mobile robot localization and mapping algorithms are based on 
laser or sonar sensors, as vision is more processor intensive and good visual features 
are more difficult to extract and match [2]. Except for input from the sensors, these 
approaches also require the existence of a map, as well as the relevant software  
module for navigation. A number of different approaches that use data from images 
acquired by a camera onboard the robot have been proposed. In [3] visual memory 
consisting of a set of views of a number of different landmarks is used for robot si-
multaneous localization and map construction (SLAM). In [4] robot localization is 
achieved by tracking geometric beacons (visually salient points, visible from a num-
ber of locations). Similarly, a vision-based mobile robot localization and mapping 
algorithm is proposed in [2], which uses scale-invariant image features as natural 
landmarks in unmodified environments. Specifically for indoor environments, relative 
localization (dead-reckoning) utilizes information from odometer readings [5]. This 
class of algorithms, although very fast and simple, present serious drawbacks, since 
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factors like slippage cause incremental error. Absolute localization is often based on 
laser sensors, or image processing from an onboard camera. For instance, in [6] ceil-
ing lights and door number plates are used. 

Very few approaches have been reported that employ the concept of a non fully au-
tonomous robot. The system described in [7] uses a camera system mounted on the 
ceiling to track persons in the environment and to learn where the people usually walk 
in their workspace. The robot is tracked by the camera by means of a number of LEDs 
installed on the robot. In [8], the robot is tracked by a network of cameras, which use 
the information from a circular shape that has been installed on the robot. Fisheye 
cameras have been used onboard the robots for visual navigation [9]. 

In this work we report the use of a single stationary fisheye camera for real time 
robot localization, with extensions to robot navigation. We propose and utilize a com-
putational model of the fisheye camera, which, in conjunction with the known robot 
shape can provide reliable location of the robot. More specifically, the top of the robot 
is segmented in each frame by means of color segmentation. The segmentation is 
assisted by precalculating all the possible pixels in the video frame that the top of the 
robot may occupy. The central pixel of the segmented top of the robot is used to ob-
tain the robot’s real location on the floor, using the model of the fisheye camera. Our 
approach is applicable to a very simple robot without any kind of sensors or map of 
the environment. Furthermore, the proposed approach does not require any visual 
landmarks in the indoor environment.  

2 Methodology 

2.1 Block Diagram of the Proposed Algorithm 

In this work we present an algorithm for real time robot location in indoor environ-
ment, using one stationary fisheye camera. The main component of the proposed ro-
bot localization algorithm is the fisheye camera model that relates frame pixels with 
real world geometry. Thus, the real location of an object with known geometry (such 
as the robot) can be calculated. This model is also used to accelerate the segmentation 
of the robot from video frames. The proposed algorithm is very fast, thus the robot is 
localized in real time, without any additional information from sensors. The main 
components of the proposed algorithm are shown in Fig. 1, where the online steps are 
differentiated by the steps performed only once, during the calibration phase. 

2.2 Forward and Inverse Fisheye Camera Model  

The main characteristic of the fisheye camera is the ability to cover a field of view of 
180 degrees. The objective of this subsection is to establish an analytical tool that 
relates a point in real world coordinates with the image pixel recorded by the fisheye 
camera and inversely map every frame pixel to the direction of view in the real world.  
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Fig. 1. The overall architecture of the proposed algorithm 

The direction of view is defined in spherical coordinates by its azimuth and elevation 
angles θ, φ. Thus forward fisheye modeling M can be written in the general form by 

 ( ) ( ), , ,j i M x y z=  (1) 

where as inverse fisheye modeling is described as: 

 ( ) ( )1, ,M j iθ ϕ −= . (2) 

Forward Fisheye Model  
The definition of a model for the fisheye camera is based on the physics of image 
formation, as described in [9], [10]. We consider a spherical element of arbitrary ra-
dius R0 with its center at K(0,0,zsph). For any point P with real world coordinates 
(x,y,z), we determine the intersection Q of the line KP with the optical element.  

The point P (as well as ny point on the KP line of view) is imaged at the central 

projection ( ),im imx y  of Q on the image plane with equation z=zplane, using the 

O(0,0,0) as center of projection. The KP line is uniquely defined by its azimuth and 
elevation angles, θ, φ respectively. 

We set zplane to an arbitrary value, less than R0 and define sph planez pz= , where p is 

the primary parameter of the fisheye model that defines the formation of the image. 
To account for possible lens misalignments with respect to the camera sensor that 
could induce imaging deformations on the imaged frame [11], we introduce two extra 
model parameters: the X and Y position of the center of spherical lens K(xsph, ysph, zsph) 
with respect to the optical axis of the camera. Now the camera model parameters con-
sist of , ,sph sphp x y . Figure 2 shows the geometry of the fisheye camera model for 

0sphx = and 0sphy = . 
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Fig. 2. The geometry of the proposed fisheye camera model 

The position of Q is given by  

 ( ) ( ) ( ) ( )( ), , , ,x y z sph sph sphQ Q Q x x y y z zλ λ λ= − − −     (3) 

where the parameter λ is obtained by inserting (3) this into the equation of the spheri-
cal optical element and requiring λ ∈ [0,1]: 

 ( )( ) ( )( ) ( )( )2 2 2
2
0 0.sph sph sph sph sph sphx x x y y y z z z Rλ λ λ− − + − − + − − − =  (4) 

Finally, we calculate the central projection ( ),im imx y  of Q on the image plane: 

 ( ) ( ), ,plane
im im x y

sph

z
x y Q Q

z
=  (5) 

Thus, any point P with real world coordinate z>zsph, will be imaged on the image 

plane at position ( ),im imx y , which is bounded by the radius of the virtual spherical 

optical element R0: 0 0im sphR x x R− ≤ − ≤ . When x →∞   then ( ) 0im sphx x R− →  (the 

same holds for the y coordinate as well). In order to calculate the pixel of the video 
frame, we need to introduce the concept of the center of distortion CoD pixel located 
as the center of the circular field-of-view, (corresponding to elevation φ=π/2) [12] and 
the radius RFoV of the field of view. The CoD and RFoV are calculated only once, using 
user-input and a simple least squares optimization. Now, the image pixel position (i,j) 
that corresponds to the projection on the image plane (xim, yim) is calculated by a sim-
ple linear transform: 
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 ( ) ( ) ( )
0

, , ,FoV
im im x y

R
j i x y CoD CoD

R
= +     (6) 

Calibration of Fisheye Camera Model 
In order to utilize the fisheye camera model, we need to calibrate the model, i.e.  
determine the values of the unknown , sphp x and sphy  parameters. Initially, the user 

provides the position of Np=18 landmark points ( ){ }, , 1, 2,...,i i
im im pX Y i N=  on any 

video frame. The real world coordinates of these landmark points were also measured 

( ){ }, , ,i i i
real real realx y z with respect to the reference system, (superscripts do not indicate 

powers). The position of the landmark points ( ),i i
im imx y  on the video frame are calcu-

lated using (1). The values of the model parameters are obtained by minimizing the 
error between the expected and the observed frame coordinates of the landmark 
points. This minimization is performed using exhaustive search. If we allow p to vary 
from 0.5 to 1.5 with a step of 0.01 and ,sph sphx y  to vary from in the range of [–R0/4, 

R0/4] with a step of R0/32, the model parameters are obtained in just few minutes us-
ing the Matlab programming environment in an average laptop computer. The result-
ing calibration of the fisheye model is shown in Figure 3, where a virtual grid of 
points is laid on the floor and on the two walls of the imaged room. 

It has to be emphasized that this operation is only performed once after the initial 
installation of the fisheye camera and it does not need to be repeated in real time. 

 

 

Fig. 3. Visualization of the resulting fisheye model calibration. The landmark points defined by 
the user are shown as circles and their rendered position on the frame marked by stars. 

Inverse Model of the Fisheye Camera - Azimuth and Elevation Look-Up Tables 
To use the model of the fisheye camera to refine the video segmentation, we need  
to utilize the elevation θ and azimuth φ of the line of view for each segmented  
pixel. Given the (j,i) coordinates of a pixel of the video frame, the θ and φ angles are 
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calculated as following. Using equation (6), the position of the pixel on the camera 
sensor is calculated: 

 ( ) ( ) ( )( )0, , ,im im x y
FOV

R
x y j i CoD CoD

R
= −  (7) 

The intersection Q of the spherical optical element with line defined by O(0,0,0) and (xim,yim) is 
determined, as  

 
( ) ( ), , , ,x y z im im planeQ Q Q m x y z=

    (8) 

where the parameter m is determined by requiring Q to lie on the spherical optical 
element: 

 ( ) ( )2 2 2 2 2 2 2 2
02 0.im im plane im sph im sph plane sph sph sph sphm x y z x x y y z z m x y z R+ + − + + + + + − =  (9) 

The required θ and φ are obtained by converting the Cartesian ( ), ,x y zQ Q Q  to 

spherical coordinates: 

 

( ) ( )
1 1

2 2
0

cos , sin .z sph y sph

x sph x sph

Q z Q y

R Q x Q x
ϕ θ− −

 
− −   = =   

   − + − 

 (10) 

The above process is executed only once, after the calibration of the fisheye cam-
era model and the resulting values for the θ and φ parameters for each frame pixel are 
stored in two look-up tables, of size equal to a single video frame. The look-up tables 
for the azimuth θ and the elevation φ are shown in Fig. 4(a) and 4(b), respectively. As 
expected, the azimuth obtains values in [-π,π], whereas the elevation obtains values in 
[0,π/2], with the maximum value at the CoD pixel of the frame. 

 

 
(a) (b) 

Fig. 4. Graphical representation of the azimuth (a) and elevation (b) look-up tables 

2.3 Video Acquisition and Robot Localization  

Robot localization is achieved utilizing the video stream acquired by the fisheye  
camera. The first step is segmentation of the robot’s top surface. In order to assist 
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segmentation, we have placed a specific color on the top of the robot. Thus, a pixel 
(i,j) is segmented as top of the robot, according to its color in the RGB color system, 
using the following rule: 

 ( ) ( ) ( ), 1.8 , 1.2 ,R i j G i j B i j> ⋅ > ⋅    (11) 

The segmentation achieved by Eq.(11) is accurate and efficient (see Fig. 7), therefore, 
the use of other color spaces, such as the HSV was not considered necessary.  Eq.(11) 
is specific to the color that was used to mark the top of the robot and can be modified 
if a different color is used. In order to increase the accuracy of the segmentation by 
excluding possible false pixels, as well as to accelerate its execution, we precalculate 
and store in a binary mask all the frame pixels in which the top of the robot is possible 
to be imaged by the specific camera. Since the robot has a constant height hR, its real 
position can be calculated unambiguously in the frame, provided that the pixel (i,j) 
imaging the center of its top surface has been segmented. The azimuth θ and elevation 
φ of the line of view of this pixel is given by the look-up tables. Then the real position 

( ),real realx y  of the robot on the floor is given by 

 ( ) ( ) ( ) ( )max maxcos , sin
tan tan

R R
real ij real ij

ij ij

z h z h
x yθ θ

ϕ ϕ
− −

= =   (12). 
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(a) (b) 

Fig. 5. The geometry for the calculation of the robot’s real location given the pixel A that im-
ages the center of the robot’s flat top surface 

The relevant geometric concept is shown in Fig. 5. Given the geometry of the in-
door space being imaged by the fisheye camera, we may exclude the non accessible 
areas. Thus, the binary mask of the allowed pixels is set to 1 only for the pixels for 
which the corresponding (xreal,yreal) does not lie on inaccessible areas (Fig. 6). Robot 
segmentation according to (11) is performed only on the non-zero pixels of the mask. 
The robot’s real location is calculated using (12) and stored in each frame. 
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Fig. 6. A typical video frame. The pixels where it is possible for the segmented top of the robot 
to appear have been highlighted.  

3 Results 

We present results to indicate the proposed accuracy of robot localization. We ac-
quired ten video sequences with duration between 90 and 120 sec, at 25 frames 
(480x640 pixels) per second (fps). The robot used in this study is a PeopleBot of the 
Adept MobileRobots company. We used the robot built-in sensors to record its loca-
tion, to be utilized as ground truth for validating the results. No built-in robot sensor 
readings were used for the proposed localization algorithm.  

 

Fig. 7. The path of the robot in one of the acquired videos, the segmented top of the robot sur-
face and the determined central point, used for the calculation of real world position 

Figure 7 shows the resulting segmentation of the top of the robot from a number of 
frames of one of the videos, with its center of gravity marked. The path of the robot in 
the video frame is visible. Figure 8(a) shows the path of the robot, estimated by the 
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proposed algorithm (continuous curve). The ground truth has also been included for 
comparison (dotted curve). The starting point is marked by a star and the position of 
the fisheye camera is also shown, since the positional error is expected to vary propor-
tionally to the distance from the camera. As it can be observed, the position estimated 
by the proposed algorithm is very accurate close to the camera but the error starts to 
increase as the robot moves away from the camera. This can be attributed to the dete-
rioration of the spatial resolution of the fish-eye image, as well as to inaccuracies of 
the calibration of the camera model. Notice that the localization error is not accumu-
lated, as in the case of relative measurements (dead reckoning). In Fig. 8(b) the de-
pendence of the error is presented with respect to the distance from the camera. 

 

 
(a) (b) 

Fig. 8. (a) The robot position obtained by the proposed algorithm in a single video, as well as 
the ground truth positions. (b) The average error in robot localization achieved by the proposed 
algorithm, as a function of the robot’s distance from the fisheye camera. 

4 Discussion and Further Work 

An algorithm for the localization of a robot in indoor environment has been presented, 
which is based only on video acquired by a stationary fisheye camera, installed on the 
ceiling of the imaged room. The proposed algorithm has been implemented using 
Matlab and executed on an Intel(R) Core i5-2430 CPU @ 2.40 GHz Laptop with 4 
GB Ram, under Windows 7 Home Premium. The mean execution time of the pro-
posed localization algorithm was approximately 70 msec per frame of dimension 
480x640, with no parallelization or specially optimized source code. In our experi-
ments, the overall procedure including the acquisition of the real time video stream 
through a WiFi connection resulted in processing 7 frames per second, which can 
support real time localization because of the low speed of the robot. This rate can be 
increased using a different development environment.   

Regarding the localization accuracy, our experiments showed that the algorithm is 
able to localize the robot with positional error less than 0.1 meters in distances up to 
4.5 meters from the stationary camera. The localization error increases proportionally 
to the distance of the robot from the camera, due to inaccuracies of the fisheye camera 
model. For this reason we will explore further the proposed camera model, possibly 
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by including more controlling parameters and evolutionary algorithms for its calibra-
tion. Navigation experiments based on the proposed robot localization algorithm will 
also be performed, to assess its usefulness in assisting environments.  
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Abstract. Hyperspectral remote sensing images are consisted of sev-
eral hundreds of contiguous spectral bands that can provide very rich
information and has the potential to differentiate land cover classes with
similar spectral characteristics. LIDAR data gives detailed height infor-
mation and thus can be used complementary with Hyperspectral data. In
this work, a hyperspectral image is combined with LIDAR data and used
for land cover classification. A Principal Component Analysis (PCA) is
applied on the Hyperspectral image to perform feature extraction and
dimension reduction. The first 4 PCA components along with the LIDAR
image were used as inputs to a supervised feedforward neural network.
The neural network was trained in a small part of the dataset (less than
0.4%) and a validation set, using the Bayesian regularization backpropa-
gation algorithm. The experimental results demonstrate efficiency of the
method for hyperspectral and LIDAR land cover classification.

Keywords: Hyperspectral images, LIDAR, land cover classification,
neural networks, principal component analysis.

1 Introduction

Operational monitoring of land cover/ land use changes using remote sensing is
of great importance for environmental Remote sensing due to its repetitive na-
ture and large coverage is a very useful technology to perform such kind of study.
This technology, if properly integrated with automatic processing techniques, al-
lows the analysis of large areas in a fast and accurate way. Several studies have
been carried out in this field, analyzing the potentialities of different remote
sensing sensors such us Passive Multispectral (3-10 spectral bands) or Hyper-
spectral(several 100s spectral bands). The abundance of spectral information in
the hyperspectral image has the potential to differentiate land cover classes with

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 255–261, 2013.
c© IFIP International Federation for Information Processing 2013
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similar spectral characteristics that cannot be distinguished with multispectral
sensors. Active LIDAR remote sensing sensors are increasingly used in the con-
text of classification and constitute a valuable source of information related to
the altitude. Thus hyperspectral and LIDAR data could be used complemen-
tary, as they contain very different information: hyperspectral images provide
a detailed description of the spectral signatures of classes but no information
on the height of ground covers, whereas LIDAR data give detailed information
about the height but no information on the spectral signatures[9]. In this study
LIDAR and hyperspectral images are integrated for the land cover classification.
To show the usefulness and complementarity of LIDAR and hyperspectral image,
a land cover classification was performed using hyperspectral image alone. This
paper is organized into 4 sections. Section 2 presents the methodology used, the
main preprocessing techniques adopted and describes the data set used in our
analysis. Section 3 describes and discusses the experimental results obtained.
Finally, Section 4 draws the conclusion of this paper.

2 Methodology and Data

Hyperspectral data undoubtedly possess a rich amount of information. Never-
theless, redundancy in information among the bands opens an area for research
to explore the optimal selection of bands for analysis. Theoretically, using images
with more bands should increase automatic classification accuracy. However, this
is not always the case. As the dimensionality of the feature space increases sub-
ject to the number of bands, the number of training samples needed for image
classification has to increase too. If training samples are insufficient then param-
eter estimation becomes inaccurate. The classification accuracy first grows and
then declines as the number of spectral bands increases, which is often referred
to as the Hughes phenomenon [1]. In the proposed method, hyperspectral image
data are fused with LIDAR data in order to perform land cover classification.
Principal Component Analysis is applied on the Hyperspectral image to perform
feature extraction and dimension reduction while preserving information. The
first four principal components along with the LIDAR image are used for clas-
sification by training a supervised feed-forward neural network. The following
sections describe in detail the several steps of the method.

2.1 Principal Component Analysis

Classification performance depends on four factors: class separability, training
sample size, dimensionality, and classifier type [2]. Dimensionality reduction can
be achieved in two different ways. The first approach is to select a small subset
of features which could contribute to class separability or classification criteria.
This dimensionality reduction process is referred to as feature selection or band
selection. The other approach is to use all the data from original feature space
and map[10] the effective features and useful information to a lower-dimensional
subspace. This method is referred to as feature extraction. The Principal Compo-
nent Analysis PCA is a well known feature extraction method in which original
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data is transformed into a new set of data which may better capture the essen-
tial information. When variables are highly correlated the information contained
in one variable is largely a duplication of the information contained in another
variable. Instead of throwing away the redundant data principal components
analysis condenses the information in intercorrelated variables into a few vari-
ables, called principal components.PCA analysis have been succesfully used in
Hyperspectral data classification[11].

2.2 Neural Networks

The use of Artificial Neural Networks(ANNs) for complex classification tasks of
high dimensional data sets, such as hyperspectral images, has been widely spread
in the last years. Several studies dealing with pattern recognition/classification
problems of remote sensing data, [3,4] have shown that ANNs, in most cases,
achieve better results in comparison to conventional classifiers.

Their non-linear properties and the fact that they make no assumption about
the distribution of the data, are among the key factors of the NNs classifica-
tion power. Neurons with nonlinear activation functions are arranged in layers
and act like a set of piece-wise nonlinear simulators [5,7]. Neural networks are
able to learn from existing examples adaptively, thus, the classification is made
objective[8].

2.3 Data Description

The data used in this study is obtained from the data fusion contest 2013,
organized by the Data Fusion Technical Committee of the IEEE Geoscience and
Remote Sensing Society (GRSS). The current contest involves two sets of data a
hyperspectral image (Fig. 1) and a LIDAR derived Digital Surface Model (DSM)
(Fig. 2), co-registered and both at the same spatial resolution (2.5 m). The size
of the bands of the hyperspectral image as well as the LIDAR is 349x1905 pixels.
They were acquired over the University of Houston campus and the neighboring
urban area. For the current data set, a total of 144 spectral bands were acquired
in the 380 nm to 1050 nm region of the electromagnetic spectrum. The goal is
to distinguish among the 15 pre-defined classes. The labels as well as a training
set for the classes are also provided (Table 1).

3 Results and Discussion

For the purpose of this study the MATLAB software is used. The Principal
Component Analysis is applied on the hyperspectral image. The first four PCA
components i.e PCA1,PCA2,PCA3,PCA4 which convey the 99.81% of the in-
formation along with the LIDAR opted as our dataset for the processing that
follows. A three layer feed-forward ANN is implemented. The input layer of the
ANN consists of 5 neurons : 4 neurons for PCA1, PCA2, PCA3, PCA4 and one
neuron for the LIDAR image. The hidden layer is composed of 120 neurons and
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Fig. 1. RGB combination of hyperspectral image of the study area

Fig. 2. LIDAR image of the study area

Table 1. Distribution of training sample among investigated classes

Class Index Class Name Training Samples Number

1 Grass Healthy 198
2 Grass Stressed 190
3 Grass Synthetic 192
4 Tree 188
5 Soil 186
6 Water 182
7 Residential 196
8 Commercial 191
9 Road 193
10 Highway 191
11 Railway 191
12 Parking lot 1 192
13 Parking lot 2 184
14 Tennis Court 181
15 Running Track 187

the tan-sigmoid is selected as the layer’s transfer function. The output layer com-
prised of 15 nodes equal to the total number of the classes. The linear function
is opted as the output’s layer transfer function. The ANN is trained by the set
of 2832 samples of the Table 1. The training set is divided randomly into three
sets, namely, the training, validation and test set, respectively. About 70% of the
total samples is used as the training set of the ANN. Another 15% is used for val-
idation while the rest 15% is dedicated to testing purposes. The ANN is trained
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using the Bayesian Regularization back-propagation algorithm [6]. In this case,
the weights and bias values are updated according to Levenberg-Marquardt opti-
mization. This minimizes a combination of squared errors and weights, and then
determines the correct combination so as to produce a network that generalizes
well. After 552 epochs the training procedure is stopped. The test set success
is 94.6% , as it can be seen in detail in the confusion matrix of (Fig. 3). The
performance achieved, is higher than 95% in the majority of the classes. Specif-
ically, in 7 out of 15 classes (grass healthy, grass stressed, grass synthetic, tree,
soil, water, running track), a 100% success is achieved. For 5 classes (commer-
cial, highway, railway, parking lot 1, tennis court) the performance achieved lies
between 95% and 99.5%. The classes ”residential” and ”road” present 85%-90%
rate of success. The lowest value (61.5%) is noticed for class parking lot 2 mostly
due to the high correlation and the low separability between this class and the
parking lot 1 class.

Fig. 3. Test Set Confusion Matrix
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By applying the ANN on the whole dataset, we get the resulting image that
can be seen in Fig. 4, where each class is depicted with a different color. A quan-
titative assessment on the whole image, is not possible since no ground truth
data are provided. However, a qualitative assessment on the whole classified im-
age reveals promising results. It can be noticed that most pixels which belong to
classes where high success rates are achieved, are correctly classified (compared
to the RGB image of Fig. 2). In contrast, poorer results are achieved for pixels
in classes characterized by lower classification rates, such as ”parking lot 2”.

Fig. 4. Resulting Image

4 Conclusion

A fully automated process based on hyperspectral and LIDAR data for effi-
cient land cover classification is presented. The fusion of hyperspectral image
and LIDAR data is shown that can be used complementary, for effective land
cover classification based on ANNs. Even in highly correlated classes such as
grass healthy, grass stressed (unhealthy) and grass synthetic (ANN’s) perfor-
mance is very satisfactory. The methodology presented can also be used in other
classification tasks.
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Abstract. A linear Multi Layer Perceptron (MLP) is proposed as a new
approach to identify the harmonic content of biomedical signals and to
characterize them. This layered neural network uses only linear neurons.
Some synthetic sinusoidal terms are used as inputs and represent a priori
knowledge. A measured signal serves as a reference, then a supervised
learning allows to adapt the weights and to fit its Fourier series. The
amplitudes of the fundamental and high-order harmonics can be directly
deduced from the combination of the weights. The effectiveness of the
approach is evaluated and compared. Results show clearly that the linear
MLP is able to identify in real-time the amplitudes of harmonic terms
from measured signals such as electrocardiogram records under noisy
conditions.

Keywords: frequency analysis, harmonics, MLP, linear learning, ECG.

1 Introduction

Generally, decomposing a complex signal measured through time into simpler
parts in the frequency domain (spectrum) facilitate analysis. So, different signal
processing techniques have been widely used for estimating harmonic amplitudes,
among them Fourier-based transforms like the Fast Fourier Transform (FFT),
wavelet transforms or even time-frequency distributions. The analysis of the
signal can be viewed from two different standpoints: Time domain or frequency
domain. However, they are susceptible to the presence of noise in the distorted
signals. Harmonic detection based on Fourier transformations also requires input
data for one cycle of the current waveform and requires time for the analysis in
next coming cycle.

Artificial Neural Networks (ANNs) offer an alternative way to tackle complex
and ill-defined problems [1]. They can learn from examples, are fault tolerant
and able to deal with nonlinearities and, once trained, can perform generalization
and prediction [2]. However, the design of the neural approach must necessarily
be relevant, i.e., must take into account a priori knowledge [3].

This paper presents a new neural approach for harmonics identification. It is
based on a linear Multi Layer Perceptron (MLP) whose architecture is able to
fit any weighted sums of time-varying signals. The linear MLP is perfectly able

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 262–271, 2013.
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to estimate Fourier series by expressing any periodic signal as a sum of harmonic
terms. The prior knowledge, i.e., the supposed harmonics present in the signal,
allows to design the inputs. Learning consists in finding out optimal weights
according to the difference between the output and the considered signal. The
estimated amplitudes of the harmonic terms are obtained from the weights. This
allows to individually estimate the amplitude of the fundamental and high-order
harmonics in real-time. With its learning capabilities, the neural harmonic esti-
mator is able to handle every type of periodic signal and is suitable under noise
and time-varying conditions. Thus, it can be used to analyze biomedical signals,
even non-stationary signals. This will be illustrated by identifying harmonics of
electrocardiogram (ECG) recordings.

2 Context of This Study

An ECG is a recording of the electrical activity of the heart and is used in
the investigation of heart diseases. For this, the conventional approach generally
consists in detecting the P, Q, R, S and T deflections [4] which can be achieved
by digital analyses of slopes, amplitudes, and widths [5]. Other well-known ap-
proaches use independent components analysis (for example for fetal electrocar-
diogram extraction) or time-frequency methods like the S-transform [6].

Our objective is to develop an approach that is general and therefore able
to process various types biomedical and non-stationary signals. Its principle is
illustrated by Fig. 1. Generic and relevant features are first extracted. They are
the harmonic terms and statistical moments and will be used to categorize the
signals in order to help the diagnosis of abnormal phenomenons and diseases.

The following study focuses on the harmonic terms extraction from ECG. A
harmonic term is a sinusoidal component of a periodic wave or quantity having a
frequency that is an integer multiple of the fundamental frequency. It is therefore
a frequency component of the signal. We want to estimate the main frequency
components of biomedical signals, and specially non-stationary signals. Neural
approaches are therefore used. They have been applied successfully for estimating
the harmonic currents of power system [7, 8].

freq. features

stat. features
diagnosis

statistic
moment
estimator

measured signal

preprocessing
(filtering)

harmonic
estimator

(linear MLP)

classifier

Fig. 1. General principle for characterizing ECG records
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Estimating harmonics can be achieved with an Adaline [9] whose mathemat-
ical model directly assumes the signal to be a sum of harmonic components. As
a result, the weights of the Adaline represent the coefficients of the terms in the
Fourier series [8, 10, 11]. MPL approaches have also been proposed for estimat-
ing harmonics. In [12], a MLP is trained off-line with testing patterns generated
with different random magnitude and phase angle properties that should repre-
sent possible power line distortions as inputs. The outputs are the corresponding
magnitude and phase coefficient of the harmonics. This principle has also been
applied with Radial Basis Functions (RBF) [13] and feed forward and recurrent
networks [14].

In these studies, the neural approaches are not on-line self-adapting. The
approach introduced thereafter is simple and compliant with real-time imple-
mentations.

3 A Linear MLP for Estimating Harmonic Terms

A linear MLP is proposed to fit Fourier series. This neural network takes syn-
thetic sinusoidal signals as its inputs and uses the measured signal as a tar-
get output. The harmonics, as Fourier series parameters, are obtained from the
weights and the biases at the end of the training process.

3.1 Fourier Analysis

According to Fourier, a periodic signal can be estimated by

f(k) = a0 +
∑∞

n=1
an cos(nωk) +

∑∞
n=1

bn sin(nωk) (1)

where a0 is the DC part and n is called the n-th harmonic. Without loss of
generalization, we only consider sampled signals. The time interval between two
successive samples is Ts = 1/fs with a sampling frequency of fs, k is the time.

The sum of the terms an cos(nωk) is the even part and the sum of the terms
bn sin(nωk) is the odd part of the signal. If T (scalar) is the period of the signal,
ω = 2π/T is called the fundamental angular frequency. Thus, the term with
n = 1 represents the fundamental term of the signal and terms with n > 1
represents its harmonics. Each harmonic component is defined by an and bn.
Practically, generated harmonics are superposed to the fundamental term with
an additional noise η(k). Thus, periodic signals can be approximated by a limited
sum (to n = N):

f̂(k) = a0 +
∑N

n=1
an cos(nωk) +

∑N

n=1
bn sin(nωk) + η(k) (2)

The objective is to estimate coefficients a0, an and bn and for this we propose
a linear MLP.
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Fig. 2. The linear MLP with 5 neurons in one hidden layer for harmonic estimation

3.2 The Linear MLP

A linear MLP consists of a feedforward MLP with three layers of neurons. Its
inputs are the values of the sine and cosine terms of all harmonic terms to
be identified. There is only one output neuron in the output layer. A desired
output is used for a supervised learning. This reference is the measured signal
whose harmonic content must be estimated. All neurons of the network are with
a linear activation function, i.e., identity function. The MLP is therefore linear
and nonlinearities are introduced by the input vector. This architecture is shown
by Fig. 2.

f̂(k) is a weighted sum of sinusoidal terms and is therefore a linear relationship
that can be fitted by a linear MLP taking sine and cosine terms with unit
amplitude as its inputs. Thus,

f̂(k) =
[
a0 b1 a1 b2 a2 . . . bN aN

]T
x(k) (3)

with

x(k) =
[
1 sin(ωk) cos(ωk) . . . sin(Nωk) cos(Nωk)

]T (4)

can be estimated by a linear MLP with only one hidden layer with M neurons
and with one output neuron. The linear MLP takes R inputs, R = 2N +1, N is
the number of harmonics.

The output of the i-th hidden neuron ŷi(k) (i = 1, ...M) and the output of
the network are respectively

ŷi(k) = wi,1 sin(ωk) + wi,2 cos(ωk) + ...

+ wi,R−1 sin(Nωk) + wi,R cos(Nωk) + bi, (5)
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ŷ(k) =
∑M

i=1 wo,iŷi(k) + bo, (6)

with wi,j the weight of i-th hidden neuron connected to the j-th input, wo,i the
weight of the output neuron connected to the i-th hidden neuron, bi the bias of
the i-th hidden neuron and bo the bias of the output neuron.

The output ŷ(k) of the linear MLP therefore writes:

ŷ(k) =
(∑M

i=1 wo,iwi,1

)
sin(ωk) +

(∑M
i=1 wo,iwi,2

)
cos(ωk)

+...

+
(∑M

i=1 wo,iwi,R−1

)
sin(Nωk) +

(∑M
i=1 wo,iwi,R

)
cos(Nωk)

+
(∑M

i=1 wo,ibi

)
+ bo.

(7)

The output of the network can be expressed by (8) with x from (4) and with
cweight and cbias introduced thereafter:

ŷ(k) = cweightx(k) + cbias. (8)

Definition 1 (The weight combination). The weight combination of the lin-
ear MLP is a row-vector (with R elements) that is a linear combination of the
hidden weights with the output weights which writes:

cweight =
[
cweight(1) ... cweight(R)

]
= wT

o .Whidden (9)

where wo is the weight vector of the output neuron (with M elements) and
Whidden is a M ×R weight matrix of all neurons of the hidden layer.

Definition 2 (The bias combination). The bias combination of the linear
MLP, cbias, is a linear combination of all biases of hidden neurons with the
weights of output neuron which writes:

cbias = wT
o .bhidden + bo (10)

where bhidden =
[
b1 ... bM

]T
is the bias vector of the hidden layer.

In order to update the weights, the output ŷ(k) of the linear MLP is compared
to the measured signal y(k). After learning [1, 2], the weights cweight and bias
cbias converge to their optimal values, respectively c∗weight and c∗bias. Due to the
linear characteristic of the expression, c∗weight converges to:

c∗weight →
[
a0 b1 a1 b2 a2 . . . bN aN

]T
. (11)

The signal y(k) = s(k) is thus estimated by the linear MLP with optimal val-
ues of c∗weight and c∗bias. Furthermore, the amplitudes of the harmonic terms are
obtained from the weight combination (11). After convergence, the coefficients
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come from the appropriate element of c∗weight, i.e., a0 = c∗weight(1) + c∗bias and
the an and bn from c∗weight(j) for 1 < j < R:

c∗weight(j) =
M∑
i=1

(w∗
o,i.w

∗
i,j). (12)

Linear activation functions have been used for the neurons of the MLP so
that the mathematical expression of the network’s output looks like a sum of
harmonic terms if sinusoidal terms have been provided as the inputs at the same
time. Indeed, the output of the linear MLP has therefore the same expression
than a Fourier series. As a consequence, the neural weights of the MLP have
a physical representation: Combined according to the two previous definitions,
they correspond to the amplitudes of the harmonic components.

4 Results in Estimating Harmonics of Biomedical Signals

The effectiveness of the linear MLP is illustrated in estimating the frequency
content of ECG signals from the MIT-BIH Arrhythmia database [15]. A linear
MLP with initial random weights is chosen. The fundamental frequency of the
signal is on-line extracted from the ECG signal with a zero-crossing technique
based on the derivative of the signal. Results are presented by Fig. 3 a). In this
study, tracking the frequency is also used detect abnormal heart activities. If the
estimated frequency is within in a specific and adaptive range, it means that the
heard activity is normal. This range is represented on Fig. 3 b) by a red area.
It is centered on the mean value of the estimated fundamental frequency. If the
estimated frequency is not included in the range (corresponding to the orange
squares on Fig. 3 b)), than the fundamental frequency is not updated and data
will not be used for the learning of the linear MLP.

Based on the estimated main frequency, sinusoidal signals are generated to
synthesize the input vector x1−20 to take into account harmonics of ranks 1 to
20 at each sampled time k. The desired output of the network is the digital ECG
with a sampling period Ts = 2.8 ms. The Levenberg-Marquardt algorithm [2]
with a learning rate of 0.7 is used to train the network and allows to compute the
values of the coefficients a0, an and bn of (11). The amplitudes of the harmonic
terms are obtained from the weights after convergence.

Results over three periods of time for the record 104 are shown on Fig. 4 with
3 hidden neurons and x1−20 for the input. The estimated signal is represented in
Fig. 4 a) and its frequency content on Fig. 4 b). This figure provides comparisons
to an Adaline (with the same input) and FFT calculated over the range 0-50 Hz.
Harmonics obtained by the neural approaches are multiples of the fundamental
frequency fo = 1.2107 Hz while FFT calculates all frequencies directly. It can
be seen that the estimation of the linear MLP is very close to the one obtained
by the FFT.
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Fig. 4. Performances of a linear MLP with 3 hidden neurons, an Adaline and the FFT
in identifying harmonics of an ECG

The MSE (Mean Square Error) of the estimation is used as a measure of
overall performance. The resulting MSE is less than 1.6 10−3 with the linear
MLP with 3 hidden neurons. The MSE represents 1.4 10−3 with the FFT and
10.2 10−3 with the Adaline. The estimated coefficients obtained with the linear
MLP therefore perfectly represent the harmonic content of the ECG. Results
are similar for other signals from the database. Additional results with an input
vector x1−40 that takes into account harmonics of ranks 1 to 40 and with more
hidden neurons are presented in Tab. 1. The linear MLP approach is the best
compromise in terms of performance and computational costs evaluated by the
number of weights. The computing time required by a linear MLP with 3 hidden
neurons is less than for the FFT.

The robustness against noise has been evaluated by adding noise to the signal.
Even with a signal-to-noise ratio up to 10 dB, the harmonic content of the ECG
is estimated by a linear MLP with 3 hidden neurons with a MSE less than 2 10−3

compared to 4 10−3 for the FFT and to 8 10−3 for the Adaline. The linear MLP
has been applied to the other records of the MIT-BIH database for training and
validation. The MSE calculated after the initial phase of learning is in all cases
less than 2.5 10−3 with 3 hidden neurons.
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Table 1. Performance comparison between the linear MLP, Adaline and conventional
FFT in estimating the harmonic content of an ECG

Harmonic Input Nb of Nb of MSE
estimator vector neuronsweights

FFT 0 to 50 Hz - - 0.0014
linear MLP x1−20 3+1 127 0.0016
linear MLP x1−40 3+1 247 0.0016
linear MLP x1−20 6+1 253 0.0016
linear MLP x1−40 6+1 493 0.0016
Adaline x1−20 1 41 0.0102
Adaline x1−40 1 81 0.0105

The linear MLP is a very generic approach that performs efficient frequency
feature extraction even under noisy conditions. One byproduct of this approach
is that it is capable to generically handle various types of signals. The benefits
of using a hidden layer, i.e., using a linear MLP, is that it allows more degrees
of freedom than a Adaline. For an Adaline, the degrees of freedom represent
the amplitudes of the harmonics. The weight adaption has a direct influence on
their values. The Adaline is therefore more sensitive to outliers and noise. On
the other hand, with more neurons, the amplitudes come from a combination
of weights and are not the weights values. The estimation error is thus shared
out over several neurons by the learning algorithm. This explains why the linear
MLP works better than the Adaline in this particular application where signals
are noisy and non-stationary.

5 Conclusion

This paper presents a linear Multi Layer Perceptron for estimating the frequency
content of signals. Generated sinusoidal signals are taken for the inputs and
a measured signal is used as a reference that is compared to its own output.
The linear MLP uses only neurons with linear activation functions. This allows
the neural structure to express the signal as a sum of harmonic terms, i.e., as
a Fourier series. The learning algorithm determines the optimal values of the
weights. Due to the architecture of the MLP, the amplitudes of the harmonics
can be written as a combination of the weights after learning. The estimation
of the frequency content is illustrated on ECG signals. Results show that the
linear MLP is both efficient and accurate in characterizing sensory signals at a
given time by frequency features. Furthermore, the linear MLP is able to adapt
itself and to compensate for noisy conditions. With its simplicity and facility of
implementation, it consists of a first step in order to handle various biomedical
signals subject to diseases and abnormal rhythms.
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8. Wira, P., Ould Abdeslam, D., Mercklé, J.: Learning and adaptive techniques for
harmonics compensation in power supply networks. In: 14th IEEE Mediterranean
Electrotechnical Conference, Ajaccio, France, pp. 719–725 (2008)

9. Dash, P., Swain, D., Liew, A., Rahman, S.: An adaptive linear combiner for on-
line tracking of power system harmonics. IEEE Trans. on Power Systems 11(4),
1730–1735 (1996)

10. Vázquez, J.R., Salmerón, P., Alcantara, F.: Neural networks application to control
an active power filter. In: 9th European Conference on Power Electronics and
Applications, Graz, Austria (2001)

11. Wira, P., Nguyen, T.M.: Adaptive linear learning for on-line harmonic identifica-
tion: An overview with study cases. In: International Joint Conference on Neural
Networks, IJCNN 2013 (2013)

12. Lin, H.C.: Intelligent neural network based fast power system harmonic detection.
IEEE Trans. on Industrial Electronics 54(1), 43–52 (2007)

13. Chang, G., Chen, C.I., Teng, Y.F.: Radial-basis-function neural network for har-
monic detection. IEEE Trans. on Industrial Electronics 57(6), 2171–2179 (2010)

14. Temurtas, F., Gunturkun, R., Yumusak, N., Temurtas, H.: Harmonic detection
using feed forward and recurrent neural networks for active filters. Electric Power
Systems Research 72(1), 33–40 (2004)

15. Moody, G.B., Mark, R.G.: A database to support development and evaluation of
intelligent intensive care monitoring. Computers in Cardiology, 657–660 (1996)



 

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 272–281, 2013. 
© IFIP International Federation for Information Processing 2013 

Ultrasound Intima-Media Thickness  
and Diameter Measurements of the Common Carotid 

Artery in Patients with Renal Failure Disease 

Christos P. Loizou1,*, Eleni Anastasiou2, Takis Kasparis2, Theodoros Lazarou3,  
Marios Pantziaris4, and Constandinos S. Pattichis5 

1 Department of Computer Science, Intercollege, P.O. Box 51604, CY-3507, Limassol, Cyprus  
panloicy@logosnet.cy.net 

2 Cyprus University of Technology, Departement of Electical,  
Computer Engineering and Informatics, Limassol, Cyprus 

takis.kasparis@cut.ac.cy 
3 Nephrology Clinic, Limassol General Hospital, Limassol, Cyprus 

t.lazarou@cytanet.com.cy 
4 Cyprus Institute of Neurology and Genetics, Nicosia, Cyprus 

pantzari@cing.ac.cy 
5 Departement of Computer Science, University of Cyprus, Nicosia, Cyprus 

pattichi@ucy.ac.cy 

Abstract. Although the intima-media thickness (IMT) of the common carotid 
artery (CCA) is an established indicator of cardiovascular disease (CVD), its 
relationship with renal failure disease (RFD) is not yet established. In this 
study, we use an automated integrated segmentation system based on snakes, 
for segmenting the CCA, perform measurements of the IMT, and measure the 
CCA diameter (D). The study was performed on 20 longitudinal-section 
ultrasound images of healthy individuals and on 22 ultrasound images acquired 
from 11 RFD patients. A neurovascular expert manually delineated the IMT 
and the D in all RFD subjects. All images were intensity normalized and 
despeckled, the IMC and the D, were automatically segmented and measured 
We found increased IMT and D measurements for the RFD patients when 
compared to the normal subjects, but we found no statistical significant 
differences for the mean IMT and mean D measurements between the normal 
and the RFD patients. 

Keywords: Intima-media thickness, carotid diameter, renal failure, ultrasound 
image, carotid artery. 

1 Introduction 

Cardiovascular disease (CVD), is the consequence of increased atherosclerosis, and is 
accepted as the leading cause of morbidity and mortality in patients with end-stage 

                                                           
* Corresponding author. 



 Ultrasound IMT and Diameter Measurements the CCA in Patients with RFD 273 

 

renal failure disease who undergo hemodialysis [1], [2]. Atherosclerosis, which is a 
buildup on the artery walls is the main reason leading to CVD and can result to heart 
attack, and stroke [1], [2]. Carotid intima-media-thickness (IMT) is a measurement of 
the thickness of the innermost two layers of the arterial wall and provides the distance 
between the lumen-intima and the media-adventitia. The IMT can be observed and 
measured as the double line pattern on both walls of the longitudinal images of the 
common carotid artery (CCA) [2] (see also Fig. 1) and it is well accepted as a 
validated surrogate marker for atherosclerosis disease and endothelial dependent 
function [2].  

Carotid IMT measurements have also been widely performed in hemodialysis 
patients with renal failure disease (RFD), and have shown that those patients have 
increased carotid IMT [3], impaired endothelium dependent, but unimpaired 
endothelium independent dilatation  [4], compared to the age- and gender-matched 
normal controls. Furthermore, the traditional risk factors for increased atherosclerosis 
in the general population, such as dyslipidemia, diabetes mellitus, and hypertension, 
are also frequently found in RFD patients, and it was shown that those factors affect 
their vascular walls [5], [6]. Noninvasive B-mode ultrasound imaging is used to 
estimate the IMT of the human CCA [5]. IMT can be measured through segmentation 
of the intima media complex (IMC), which corresponds to the intima and media 
layers (see Fig. 1) of the arterial CCA wall. There are a number of techniques that 
have been proposed for the segmentation of the IMC in ultrasound images of the 
CCA, which are discussed in [7]. In two recent studies performed by our group [8], 
[9], we presented a semi-automatic method for IMC segmentation, based on 
despeckle filtering and snakes segmentation [10], [11]. In [9], we presented an 
extension of the system proposed in [8], where also the intima- and media-layers of 
the CCA could be segmented. 

There have been a relatively small number of studies performed, for investigating 
the effect of increased IMT in the CCA and its relation to the progression of RFD. 
More specifically, in [12], carotid and brachial IMT were evaluated in diabetic and 
non-diabetic RFD patients undergoing hemodialysis. In [13], a correlation between 
the IMT and age in RFD patients was found, while in [14], kidney dysfunction was 
associated with carotid atherosclerosis in patients with mild or moderate chronic 
RFD. Increased IMT values in chronic RFD patients were also reported in [15], while 
in [16] it was shown that hemodialysis pediatric patients had reduced endothelial 
function with a development of carotid arteriopathy.   

In this study, we use an automated integrated segmentation system based on 
snakes, for segmenting the CCA, perform measurements of the IMT and measure the 
CCA diameter (D). Our objective was to estimate differences for the IMT as well as 
for the D between RFD patients and normal subjects. Our study showed that the IMT 
and D are larger in ERD patients when compared with normal individuals. The study 
also showed that, there were no statistical significant differences for the IMT and the 
D measurements between the normal and the RFD patients. The findings of this study 
may be helpful in understanding the development of RFD and its correlation with 
atherosclerosis in hemodialysis patients. 
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The following section presents the materials and methods used in this study, 
whereas in section 3, we present our results. Sections 4 and 5 give the discussion, and 
the concluding remarks respectively.  

2 Materials and Methods 

2.1 Recording of Ultrasound Images 

A total of 42 B-mode longitudinal ultrasound images of the CCA which display the 
vascular wall as a regular pattern (see Fig. 1a) that correlates with anatomical layers 
were recorded (task carried out by co-authors T. Lazarou and M. Pantziaris). The 20 
images were from healthy individuals at a mean±SD age of 48±10.47 years and the 22 
images were acquired from 11 RFD patients (1 woman and 10 men) at a mean±SD 
age of 55±12.25 years (5 patients had CVD symptoms). The images were acquired by 
the ATL HDI-5000 ultrasound scanner (Advanced Technology Laboratories, Seattle, 
USA) [17] with a resolution of 576X768 pixels with 256 gray levels. We use bicubic 
spline interpolation to resize all images to a standard pixel density of 16.66 pixels/mm 
(with a resulting pixel width of 0.06 mm). For the recordings, a linear probe (L74) at a 
recording frequency of 7MHz was used. Assuming a sound velocity propagation of 
1550 m/s and 1 cycle per pulse, we thus have an effective spatial pulse width of 0.22 
mm with an axial system resolution of 0.11 mm [17]. A written informed consent 
from each subject was obtained according to the instructions of the local ethics 
committee.  

2.2 Ultrasound Image Normalization  

Brightness adjustments of ultrasound images were carried out in this study based on 
the method introduced in [18], which improves image compatibility by reducing the 
variability introduced by different gain settings, different operators, different 
equipment, and facilitates ultrasound tissue comparability. Algebraic (linear) scaling 
of the images were manually performed by linearly adjusting the image so that the 
median gray level value of the blood was 0-5, and the median gray level of the 
adventitia (artery wall) was 180-190 [18]. The scale of the gray level of the images 
ranged from 0-255. Thus the brightness of all pixels in the image was readjusted 
according to the linear scale defined by selecting the two reference regions. Further 
details of the proposed normalization method can be found in [8]-[11]. 

2.3 Manual Measurements 

A neurovascular expert (task carried out by co-author M. Pantziaris) delineated 
manually (in a blinded manner, both with respect to identifying the subject and 
delineating the image by using the mouse) the IMC and the D [8], on all longitudinal 
ultrasound images of the CCA after image normalization (see subsection 2.2) and 
speckle reduction filtering (see subsection 2.4). The IMC was measured by selecting 
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20 to 40 consecutive points for the intima and the adventitia layers, while by selecting 
30 to 60 consecutive points for the near and far wall of the CCA respectively. The 
manual delineations were performed using a system implemented in Matlab (Math 
Works, Natick, MA) from our group. The measurements were performed between 1 
and 2 cm proximal to the bifurcation of the CCA on the far wall [18] over a distance 
of 1.5 cm starting at a point 0.5 cm and ending at a point 2.0 cm proximal to the 
carotid bifurcation. The bifurcation of the CCA was used as a guide, and all 
measurements were made from that region. The IMT and the D were then calculated 
as the average of all the measurements. The measuring points and delineations were 
saved for comparison with the snake’s segmentation method. 

2.4 Speckle Reduction Filtering (DsFlsmv)  

In this study the linear scaling filter (despeckle filter linear scaling mean variance-
DsFlsmv) [19], utilizing the mean and the variance of a pixel neighborhood was used 
to filter the CCA ultrasound images from multiplicative noise prior the IMC and D 
segmentation.  The filter may be described by a weighted average calculation using 
sub region statistics to estimate statistical measurements over 5x5 pixel windows 
applied for two iterations [10], [11]. Further implementation details of the DsFlsmv 
despeckle filter may be found in [10]. 

2.5 Automatic IMC and D Snakes Segmentation    

The IMC and the D were automatically segmented after normalization and despeckle 
filtering (see section 2.2 and section 2.4), using an automated segmentation system 
proposed and evaluated in [8] and [9] based on a Matlab® software developed by our 
group. We present in Fig. 1b the automated results of the final snake contours after 
snakes deformation for the IMT at the far wall and the D, which were automatically 
segmented by the proposed segmentation system. An IMT and D initialization 
procedure was carried out for positioning the initial snake contour as close as possible 
to the area of interest, which is described in [8]-[10].  

The Williams & Shah snake segmentation method [20] was used to deform the 
snake and segment the IMC and D borders. The method was proposed and evaluated 
in [8] and [9] for the IMC segmentation, in 100 ultrasound images of the CCA and 
more details about the model can be found there. For the Williams & Shah snake, the 
strength, tension and stiffness parameters were equal to α 0.6, β 0.4, and γ 2 
respectively. The extracted final snake contours (see Fig. 1b), corresponds to the 
adventitia and intima borders of the IMC and the D at the near wall. The distance is 
computed between the two boundaries (at the far wall), at all points along the arterial 
wall segment of interest moving perpendicularly between pixel pairs, and then 
averaged to obtain the mean IMT (IMTmean). The near wall of the lumen was also 
segmented for calculating the mean lumen of D (Dmean). Also the maximum (IMTmax, 
Dmax), minimum (IMTmin, Dmin ), and median (IMTmedian, Dmedian ) IMT and D values, 
were calculated. Figure 1b shows the detected IMTmean, and Dmean on an ultrasound 
image of the CCA.  
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      (a) Manual CCA IMT and D segmentations      (b) Automated CCA IMT and D segmentations 

Fig. 1. a) Manual IMC and D segmentation measurements (IMTmean=0.73 mm, IMTmax=0.85 
mm, IMTmin=0.55 mm, IMTmedian=0.66 mm, Dmean=5.81 mm, Dmax=5.95 mm, Dmin=4.61 mm, 
Dmedian=5.73 mm), and b) automated IMC and D segmentation measurements (IMTmean=0.72 
mm, IMTmax=0.83 mm, IMTmin=0.51 mm, IMTmedian=0.67 mm, Dmean=5.71 mm, Dmax=5.75 
mm, Dmin=4.69 mm, Dmedian=5.75  mm) from an RFD patient at the age of 54. 

   
 

Fig. 2. Box plots for the mean values of the CCA for: (a) IMT, and (b) D. From left to right, 
mean manual IMT and Diameter (IMTn_m, Dm), mean automated IMT and Diameter (IMT_m, 
D) on RFD patients and mean manual IMT and diameter on normal subjects (IMTn_m, Dn) 
respectively. Inter-quartile rage values are shown above the box plots. Straight lines connect the 
nearest observations with 1.5 of the inter-quartile range (IQR) of the lower and upper quartiles. 
Unfilled rectangles indicate possible outliers with values beyond the ends of the 1.5xIQR.   

2.6 Statistical Analysis  

The Wilcoxon rank sum test was used in order to identify if for each set of normal and 
RFD patients measurements as well as for the manual and automated segmentation 
measurements, a significant difference (S) or not (NS) exists between the extracted 
IMC and D measurements, with a confidence level of 95%. For significant 
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differences, we require p<0.05. Furthermore, box plots for the different 
measurements, were plotted. Bland–Altman plots [21], with 95% confidence 
intervals, were also used to further evaluate the IMT measurement agreement between 
the normal subjects and RFD patients. Also, the correlation coefficient, ρ, between the 
normal and RFD IMT and D measurements, which reflects the extent of a linear 
relationship between two data sets.  

3 Results 

We have evaluated 20 ultrasound images of the CCA from healthy subjects at a 
mean±SD age of 48±10.47 years and 22 ultrasound images acquired from 11 RFD 
patients (1 woman and 10 men) at a mean±SD age of 55±12.25 years, out of which 5 
had CVD symptoms.  

Figure 1 illustrates the manual (see Fig.1a) and the automated (see Fig. 1b) IMC 
and D segmentation measurements performed on a normalized despeckled ultrasound 
image of the CCA of an RFD patient at the age of 54.  

Table 1 presents the IMC and D, segmentation measurements for the mean, 
maximum, minimum, and median IMT and D values on all normalized despeckled 
images of the CCA investigated in this study. These were performed on all images 
acquired from normal subjects (IMTn, Dn), as well as on all images acquired from the 
RFD patients, manually by the neurovascular expert (IMTm: 0.69±0.11 mm, Dm: 
5.81±0.65 mm) and automated by the segmentation system (IMT: 0.71±0.13 mm, D: 
5.96±0.72 mm).  

After performing the non-parametric Wilcoxon rank sum test, we found no 
statistical significant differences between the aforementioned IMT and D 
measurement groups. More specifically we found 0.44, 0.87, and 0.66, 
for the IMT between the IMTm vs IMT, IMTm vs IMTn and IMT vs IMTn) and 0.78, 0.61, and 0.89, for the D between the Dm vs D, Dm vs Dn and D 
vs Dn). We also found no statistical significant difference between the manual and the 
automated IMT measurements ( 0.11) of the CCA.  

The correlation coefficient ρ, between the RFD manual and the automated IMT and 
D measurements (- / -) was ρ=0.30 / ρ=0.22 ( 0.15 /  0.91), between the RFD 
manual and normal subjects IMT measurements was ρ=0.67 / ρ=0.56 (0.058 / 0.67), and between the automated RFD and normal subjects IMT and D 
measurements was ρ=0.25 / ρ=0.46 ( 0.41 / 0.22) respectively. 

Figure 2a) presents box plots for the manual (IMTm_m) and the automated 
(IMT_m) mean IMT segmentation measurements for the RFD patients as well as for 
the automated IMT measurements (IMTn_m) from normal subjects. In Fig. 2b) we 
present box plots for the the CCA diameter measurements for the manual RFD 
patients (Dm), for the automated RFD patients (D), and for the manual segmentations 
(Dn) on the normal subjects. The IMT difference between the RFD automated and the 
normal subjects was (0.16±0.032) mm (see also Fig. 3). The difference between the 
manual and the automated IMT measurements for the RFD patients was (0.02±0.01) 
mm. Figure 3 illustrates a Bland–Altman plot between the automated mean IMT for  
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Table 1. Manual and Automated Mean, Maximum, Minimum And Median±(Standard 
Deviation) Measurements For The IMT And the D For 20 Normal and 22 RFD Patients. Values 
Are in mm. The Standard Deviations Are Given In Parentheses. 

 Mean (mm) Maximum (mm) Minimum (mm) Median (mm) 

CCA IMT
IMTn 0.55(0.10) 0.67(0.13) 0.41(0.09) 0.55(0.12) 
IMTm 0.69(0.11) 0.93(0.16) 0.57(0.17) 0.68(0.11) 
IMT 0.71(0.13) 0.90(0.23) 0.53(0.23) 0.69(0.12) 
CCA Diameter  
Dn 5.10(0.58) 5.23(0.61) 4.73(0.64) 5.12(0.56) 
Dm 5.81(0.65) 5.99(0.62) 5.58(0.69) 5.66(0.62) 
D 5.96(0.72) 6.08(0.68) 5.59(0.74) 5.78(0.71) 

IMTn, Dn: Automated IMT and D measurements from normal subjects. IMTm, Dm, IMT, D: 
Manual and automated IMT and D measurements from RFD subjects. 

 

Fig. 3. Regression lines (Bland–Altman plots) between the automated mean IMT for the RFD 
patients (IMT_m) versus the automated mean normal IMT (IMTn_m) of the CCA for all 
subjects. The middle line represents the mean difference, and the upper and lower two outside 
lines representthe limits of agreement between the two measurents, which are the mean of the 
data±2sd for the estimated difference between the two measurements. 

all RFD patients (IMT_m) and the normal mean IMT (IMTn_m) segmentation 
measurements of the CCA for all subjects. As it is shown from Fig. 3, the difference 
of the two measurement methods was (0.16+0.45) mm and (0.16-0.13) mm.    
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4 Discussion 

The results of this study showed that the IMT and D in the CCA of ERD patients are 
larger when compared with the values found for the normal subjects. The study also 
showed that, there are no statistical significant differences for the IMT and D 
measurements between the normal subjects and the RFD patients. We also found no 
statistical significant differences between the manual and the automated segmentation 
measurements for the IMC and the D. A difference was found between the automated 
segmented IMT mean (IMT_m) measurements of the RFD patients and the automated 
segmented mean IMT measurements of the normal subjects (IMTn_m) (see also Fig. 
2a and Table 1). Although the aforementioned difference was estimated, we found no 
statistical significant differences for both the IMT and the carotid diameter, D, 
between those two measurements, as it was shown with the Wilcoxon rank sum test 
performed in this study.  From Table 1, it is also obvious that the mean IMT and D for 
the normal subjects, exhibit both lower values when compared to the values of the 
RFD patients group. This is also the case for all other measurements of the IMT 
(mean, maximum, minimum, and median). Our findings show that kidney dysfunction 
may probably thus be associated with increased carotid IMT and carotid diameter, D. 
The subjects investigated in this study included a high proportion of patients with 
some atherosclerotic risk factors, indicating that kidney dysfunction is an 
atherosclerotic risk factor, especially in patients at high risk for CVD disease. 

Atherosclerosis is the most common cause of RFD disease, resulting in 
hypertension and ischemic nephropathy [2], [5]. A regular follow up was suggested in 
[5], for selected patients with atherosclerotic renal artery stenosis before they develop 
severe hypertension or renal insufficiency. Randomized clinical trials will also be 
necessary to define the role of early renal revascularization in the management of 
these patients. 

In a large study [22], where 1351 male individuals were investigated in order to 
estimate whether chronic RFD was associated with carotid IMT thickening, it was 
shown that chronic RFD may be associated with early carotid atherosclerosis in low-
risk individuals, such as those undergoing general health screening, who have 
hypertension and/or impaired glucose metabolism.  

In [12] the authors evaluated CCA IMT and brachial arteries, flow-mediated 
dilatation (FMD), and nitroglycerin-mediated dilatation (NMD) in diabetic and non-
diabetic hemodialysis patients. In all patients a positive correlation was found with 
carotid and brachial IMT, and a negative one with FMD and NMD. With respect to 
hypertension as well as diabetes, a negative correlation was found with FMD and 
NMD. It was shown that age is the most important factor that significantly affected all 
studied markers of atherosclerosis in hemodialysis patients. According to their results, 
intensive antihypertensive treatment is recommended in hypertensive chronic 
hemodialysis patients. The authors in [13] found a correlation between IMT and age 
in RFD patients and that IMT values were correlated with total cholesterol. It was 
furthermore reported in [14], that kidney dysfunction was associated with increased 
carotid IMT independent of the classical atherosclerotic risk factors but they found no 
association between kidney dysfunction and calcified plaque. Carotid IMT may be a 
predictive marker of CVD disease that reflects early kidney dysfunction, especially in 
high-risk patients. 
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In another study [23], the relation between carotid IMT and hemodialysis patients 
in chronic RFD was investigated, where 78 RFD patients were examined. A 
significant positive correlation was found between IMT and hemodialysis (p=0.045) 
independent of traditional risk factors. It was also shown that hemodialysis patients 
had significantly higher mean IMT (1.136±0.021 mm) compared to that of normal 
(0.959±0.023 mm) patients. Similar findings were also reported in this study. 

There are also some limitations for the present study which arises mostly from the 
small number of subjects included and that the duration of diabetes and RFD were not 
included. The material used in this study was acquired from RFD patients undergoing 
hemodialysis, where the 5 patients with CVD disorders were not studied separately. 
Additionally, the study should be further applied on a larger sample, a task which is 
currently undertaken by our group. Additional variables, such as age, sex, weight, 
blood pressure and others should be taken into account for better evaluating the RFD 
in hemodialysis patients. 

5 Concluding Remarks 

This paper presents a study on the carotid IMT and D measurements of the CCA in 
RFD patients undergoing haemodialysis. It was shown that the degree of 
atherosclerosis is greater in RFD patients when compared to that of normal subjects. 
We anticipate that the above comparison may have some clinical value in 
retrospectively screening of the dysfunction of the CCA through time. It would be 
furthermore interesting in the future to study the atherosclerotic carotid plaque 
changes in the aforementioned group of subjects and estimate whether and how 
kidney dysfunction is associated with the build-up of carotid plaques. It may also be 
possible to identify and differentiate those individuals into high and low risk groups 
according to their CVD risk before the development of plaques. The use of texture 
features will also be utilised in order to provide new feature sets, which can be used 
successfully for the classification of the IMC structures in normal and abnormal 
subjects. Future work will incorporate a new texture image retrieval system that uses 
texture features extracted from the IMC, to retrieve images that could be associated 
with the same level of the risk for developing RFD. Further research is required for 
estimating IMT and diameter differences between normal and RFD individuals in the 
CCA as well as their correlation with texture features extracted from these areas, and 
the progression of RFD. 
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Abstract. There are indications that the texture of certain components of 
atherosclerotic carotid plaques in the common carotid artery (CCA), obtained 
by high resolution ultrasound imaging, may have additional prognostic 
implication for the risk of stroke. The objective of this study was to perform 
texture analysis of the middle component of atherosclerotic carotid plaques in 
230 CCA plaque ultrasound images (115 asymptomatic and 115 symptomatic). 
These were manually delineated by a neurovascular expert after normalization 
and despeckle filtering using the linear despeckle filter (DsFlsmv).  Texture 
features were extracted from the middle plaque component. We found statistical 
significant differences for some of the texture features extracted, between 
asymptomatic and symptomatic subjects. The results showed that it may be 
possible to identify a group of patients at risk of stroke (asymptomatic versus 
symptomatic) based on texture features extracted from the middle component of 
the atherosclerotic carotid plaque in ultrasound images of the CCA.  

Keywords: Atherosclerotic carotid plaque components, texture analysis, 
ultrasound image, carotid artery. 

1 Introduction 

Cardiovascular disease (CVD) is the third leading cause of death and major disability 
in the world and is the consequence of increased atherosclerosis in the walls of the 
common-carotid artery (CCA) [1]. Atherosclerosis is a buildup on the artery walls and 
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is the main reason leading to CVD and can result to heart attack, and stroke [1], [2]. It 
is a disease of the large and medium size arteries, and it is characterized by plaque 
formation (see also Fig. 1a) due to progressive intimal accumulation of lipid, protein, 
and cholesterol esters in the blood vessel wall [1]-[3], which reduces blood flow 
significantly. The risk of stroke increases with the severity of carotid stenosis and is 
reduced after carotid endarterectomy [2], [3]. There have been clinical indications that 
different components of the atherosclerotic carotid plaque of the CCA may contribute 
differently to the development of the risk of stroke. The objective of this study was to 
investigate the middle component of the atherosclerotic carotid plaque between 
asymptomatic and symptomatic subjects at risk of atherosclerosis, based on texture 
features analysis extracted from this area, and provide information that might indicate 
the importance of this structure in the development of stroke or of future neurological 
events. 

There are only few studies reported in the literature, for the segmentation of the 
CCA plaque from ultrasound images [4], where the manual delineation of the plaques 
was used to be the golden standard [2], [3]. Recently a full automated system for the 
full segmentation of the CCA in ultrasound images based on snakes was proposed [5], 
as well as a system for the video segmentation of the CCA plaque [6]. There is only 
one study found in the literature [7], where the association between the presence of 
juxtaluminal hypoechoic areas and clinical symptoms was investigated. Furthermore, 
a relatively small number of plaque and classification studies based on B-mode 
ultrasonic imaging have been proposed and used in several cross-sectional and 
longitudinal natural history studies [8]-[10], attempting to correlate ultrasonic plaque 
features with the development of neurological events. More specifically, in [8] an 
automated segmentation method was proposed by our group based on image 
normalization, despeckle filtering and initial plaque contour estimation for 
segmenting the atherosclerotic carotid plaque from ultrasound images of the CCA. In 
[9], texture features were extracted from asymptomatic and symptomatic subjects at 
risk of atherosclerosis and features were found which may classify these groups of 
subjects. Finally, in [10] morphological features extracted from plaques areas were 
used for classifying plaques in asymptomatic and symptomatic.   

In this study, we use the manual segmentations from a neurovascular expert,  
for investigating the middle component of the atherosclerotic carotid plaque in 
ultrasound images of the CCA (see also Fig. 1) in 115 asymptomatic and 115 
symptomatic subjects and, perform texture analysis of this structure. Our objective in 
this study was to estimate significant differences between the aforementioned groups 
of patients, which may help in the correct evaluation of the risk of stroke. The study 
showed that there are texture features that may be used to classify the two different 
groups of subjects as well as to follow up the progression of the atherosclerosis 
disease. The findings of this study may additionally be helpful in understanding the 
development of stroke in asymptomatic and/or asymptomatic subjects at risk of 
atherosclerosis.  
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2 Materials and Methods 

2.1 Recording of Ultrasound CCA Plaque Images 

A total of 230 (115 asymptomatic and 115 symptomatic) B-mode longitudinal 
ultrasound images of the CCA bifurcation were acquired by the ATL HDI-3000 
ultrasound scanner (Advanced Technology Laboratories, Seattle, USA) [11], 
equipped with a high linear array transducer (4-7 MHz),  and were recorded digitally  
on a magneto optical drive, with a resolution of 768x576 pixels with 256 gray levels. 
Asymptomatic images were recorded from patients at risk of atherosclerosis in the 
absence of clinical symptoms. Symptomatic images were recorded from patients at 
risk of atherosclerosis, who already have developed clinical symptoms, such as a 
stroke or a transient ischemic attack (TIA). Digital images were resolution normalized 
 

  

(a) Original asymptomatic and symptomatic plaques of the CCA 

 

(b) Normalized asymptomatic and symptomatic plaques of the CCA 

 

(c) Normalized despeckled asymptomatic and symptomatic plaques of the CCA 

   

(d) Separation of the three plaque components 

Fig. 1. a) Manually segmenetd ultrasound CCA plaque images of an asymptomatic (left colum) 
and a symptomatic subject (right column), b)  Intensity normalised plaque images from a), c) 
Normalised and despeckled carotid plaque images with the filter DsFlsmv, d) Automatted 
segmentions of the three different plaque components. 
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at 16.66 pixels/mm (see ultrasound image normalization section). This was carried out 
due to the small variations in the number of pixels per mm of image depth (i.e. for 
deeply situated carotid arteries, image depth was increased and therefore digital image 
spatial resolution would have decreased) and in order to maintain uniformity in the 
digital image spatial resolution [8], [10]. The images were recorded at the Institute of 
Neurology and Genetics, Nicosia, Cyprus.  

2.2 Ultrasound Image Normalization  

Brightness adjustments of ultrasound images were carried out in this study based on 
the method introduced in [12], which improves image compatibility by reducing the 
variability introduced by different gain settings, different operators, different 
equipment, and facilitates ultrasound tissue comparability. Algebraic (linear) scaling 
of the images were manually performed by linearly adjusting the image so that the 
median gray level value of the blood was 0-5, and the median gray level of the 
adventitia (artery wall) was 180-190 [12]. The scale of the gray level of the images 
ranged from 0-255. Thus the brightness of all pixels in the image was readjusted 
according to the linear scale defined by selecting the two reference regions. Further 
details of the proposed normalization method can be found in [4]-[10]. 

2.3 Manual Segmentation and Separation of Plaques 

A neurovascular expert (coauthor Marios Pantziaris) manually delineated (using the 
mouse) the 230 CCA plaque ultrasound images (115 symptomatic + 115 
asymptomatic). The plaques were used for normalization, speckle reduction filtering, 
and texture features extraction. The manual delineations were performed using a 
system implemented in Matlab (Math Works, Natick, MA) from our group. The 
delineations were performed between 1 and 2 cm proximal to the bifurcation of the 
CCA at the far wall [12] over a distance of 1.5 cm starting at a point 0.5 cm and 
ending at a point 2.0 cm proximal to the carotid bifurcation. The bifurcation of the 
CCA was used as a guide, and all measurements were made from that region. The 
plaque contours were saved in order to be used for the texture analysis (see subsection 
2.5). All sets of manual segmentation measurements were performed by the expert in 
a blinded manner, both with respect to identifying the subject and delineating the 
image. The 230 CCA plaques were then automatically separated in three different 
equidistant components. The horizontal major axis of the segmented plaque was 
estimated and perpendicular lines (starting from the left component of the plaque) 
were selected, at the 33%, and 66% of the plaque horizontal major axis (see also Fig. 
1d), and thus separating the CCA plaques into three different components of equal 
major axis length sizes. The middle component of the plaque was then used for 
texture features analysis. 

2.4 Speckle Reduction Filtering (DsFlsmv)  

In this study the linear scaling filter (despeckle filter linear scaling mean variance-
DsFlsmv) [13], utilizing the mean and the variance of a pixel neighborhood was used 
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in order to filter the CCA ultrasound plaque images from multiplicative noise prior 
the texture features extraction.  The filter may be described by a weighted average 
calculation using sub region statistics to estimate statistical measurements over 5x5 
pixel windows applied for two iterations on each image. The DsFlsmv filter was 
applied on 440 CCA ultrasound images in [14], compared with 10 other different 
despeckle filters, and showed the best performance. 

Table 1. Texture Features (mean±IQR) Extracted from the Asymptomatic (N=115) and the 
Symptomatic (N=115) CCA Plaques for the Original and the Despeckled Images (- / -). Inter-
quartile range values are given in parentheses (±IQR) 

Texture  
Features 

Asymptomatic  (N=115) Symptomatic (N=115) Wilcoxon test1 

Statistical Features
Median 58.7(39.1) / 49.5(50.1) 39.7(34.9) / 28(40.7) 0.007 / 0.005 

Spatial Gray Level Dependence matrix (SGLDM)
Contrast 23(13) / 29(3) 51(61) / 78(40) 0.02 / 0.02 
IDM 0.33(0.22) / 0.28(0.18) 0.48(0.31) / 0.41(0.29) 0.01 / 0.001 
SA 117(77.8) / 132(81) 79.5(70.3) / 96.5(71.7) 0.006 / 0.001 

Gray level Difference Statistics (GLDS)
Entropy 5.7(2.1) / 7.2(1.7) 4.4(2.54) / 5.9(2.68) 0.002 / 0.006 
ASM 0.005(0.001) / 0.003(0.002) 0.01(0.01) / 0.005(0.003) 0.005 / 0.007 

Statistical Feature Matrix (SFM)
Coarseness 16.4 (5.2) / 36.8(23.1) 7.2(5.2) / 21.4(16.4) 0.001 / 0.03 

Complexity 
29180(16832) / 
99876(47230) 

25463(23123) /  
07838(67293) 

0.001 / 
 0.004 

Laws Texture Energy Measures

Energy LL  
177502(55567)/ 
185517(59639) 

148720(94936) / 
157578(97482)

0.013 / 
0.005 

Fractal Dimension (FD)
Radial Sum 3723(1752) / 5140(1723) 2831(1656) / 4367(1579) 0.002 / 0.0001 
ASM 3120(1402) / 3930(1645) 2435(1533) / 3288(1394) 0.001 / 0.002 

Grey Level Run Length (GLRL)
SRE 0.17(0.01) / 0.15(0.01) 0.16(0.01) / 0.14(0.009) 0.0001 / 0.002 
LRE 38.2(2.03) / 38.6(1.9) 38.3(1.82) / 38.8(1.67) 0.003 / 0.006 

IDM: Inverse difference moment, SA: Sum average, ASM: Angular second moment, SRE: 
Short run emphasis, LRE: Long-run emphasis. 1Test Carried out at p<0.05 between the 
asymptomatic and the symptomatic despeckled CCA plaques. 

2.5 Texture Analysis     

Texture provides useful information for the characterization of plaque images in the 
CCA [9]. In order to estimate textural characteristics extracted from the different 
plaque components, a total of 71 different texture features were extracted, where only 
the most significant are shown in this work. The following texture feature sets were 
used:  (i) First Order Statistics (FOS) [9], [15]: a) mean, b) variance, c) median, d)  
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Fig. 2. Box plots for selected plaque texture features extracted from the middle component of 
the asymptomatic and symptomatic CCA plaques from all patients for the normalised 
despeckled images. We show the texture features: a) mean and sum average (SAV) for 
asymptomatic (_A) and symptomatic (_S) subjects as well as for original and despeclked (_d) 
images. In each plot we display the median, lower, and upper quartiles and confidence interval 
around the median. Straight lines connect the nearest observations within 1.5 of the IQR of the 
lower and upper quartiles. Unfilled triangles indicate possible outliers with values beyond the 
ends of the 1.5 x IQR. IQR values are shown above each boxplot. 

skewness, e) kurtosis, f) energy, and g) entropy. (ii) Spatial Gray Level Dependence 
Matrices (SGLDM) as proposed by Haralick et al. [15]: a) angular second moment, b) 
contrast, c) correlation, d) sum of squares variance (SOSV), e) inverse difference 
moment (IDM), f) sum average, g)  sum variance, h) sum entropy, i) entropy, j) 
difference variance, k) difference entropy, and l) information measures of correlation. 
For a chosen distance d (in this work d=1 was used) and for angles θ = 00, 450, 900, 
and 1350, we computed four values for each of the above texture measures. (iii) Gray 
Level Difference Statistics (GLDS) [16]: a) homogeneity, b) contrast, c) energy, d) 
entropy, and e) mean. The above features were calculated for displacements δ=(0, 1), 
(1, 1), (1, 0), (1, -1), where , and their mean values were taken. (iv) 

Neighborhood Gray Tone Difference Matrix (NGTDM) [17]: a) coarseness, b) 
contrast, c) busyness, d) complexity, and e) strength. (v) Statistical Feature Matrix 
(SFM) [18]: a) coarseness, b) contrast, c) periodicity, and d) roughness. (vi) Laws 
Texture Energy Measures (LTEM) [18]: LL-texture energy from LL kernel, EE-
texture energy from EE-kernel, SS-texture energy from SS-kernel, LE-average texture 
energy from LE and EL kernels, ES-average texture energy from ES and SE kernels, 
and LS-average texture energy from LS and SL kernels. (vii) Fractal Dimension 

),( yx ΔΔ≡δ
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Texture Analysis (FDTA) [19]:  The Hurst coefficients for dimensions 4, 3 and 2 
were computed. (viii) Fourier Power Spectrum (FPS) [19]: a) radial sum, and b) 
angular sum. (ix) Gray-level run length (GLRL) [10]: a) Short run emphasis, b) long 
run emphasis, c) gray level distribution, d) run length distribution), e) run percentage), 
and f)-j) mean values of the GLRL group for a)-e).  

2.6 Statistical Analysis  

The Wilcoxon rank sum test was used in order to identify if for each set of texture 
features extracted from the middle component of the CCA plaques, a significant 
difference (S) or not (NS) exists, with a confidence level of 95%. For significant 
differences, we require p<0.05. Furthermore, box plots for the different texture 
features, were plotted. Bland–Altman plots [20], with 95% confidence intervals, were 
also used to further evaluate the differences between texture features extracted from 
the asymptomatic and symptomatic CCA plaques. Also, the correlation coefficient, ρ, 
between the aforementioned textures features were investigated, which reflects the 
extent of a linear relationship between two data sets.  

3 Results 

Figure 1 illustrates a manually segmented asymptomatic (see left column of Fig. 1) 
and a symptomatic (see right column of Fig. 1) plaque from an ultrasound image of 
the CCA. We also present the normalized image (see Fig. 1b), normalized despeckled 
images, (see Fig. 1c) and the three different plaque components (see Fig. 1d), 
respectively. 

Table 1 presents selected texture features (mean±IQR) extracted from the middle 
component of the plaques, that showed significant differences between the 
asymptomatic and symptomatic CCA plaques for the original and despeckled images 
(- / -). The IQR values for each feature are given in parentheses (±IQR).  The non-
parametric Wilcoxon rank-sum test was performed between the asymptomatic and 
symptomatic despeckled CCA plaques and the p-values are given in the last column 
of Table 1, showing statistical significant differences between the two different 
groups. 

In Fig. 2 we present box plots for selected plaque texture features that showed 
significant differences between asymptomatic and symptomatic subjects, extracted 
from the middle component of the CCA plaques from all subjects for the original and 
the despeckled images with filter DsFlsmv. We show the texture features: a) mean 
and sum average (SAV) for asymptomatic (_A) and symptomatic (_S) subjects as 
well as for the original and the despeclked (_d) images.  

The correlation coefficient, ρ, between the texture feature Mean_A and Mean_S for 
the original images was ρ=0.034 (p=0.74), and between the Mean_Ad and Mean_Sd 
for the despeckled images was ρ=0.0037 (p=0.94). The correlation coefficient, ρ, 
between the texture feature SAV_A and SAV_S for the original images was ρ=0.04 
(p=0.65), and between the SAV_Ad and SAV_Sd for the despeckled images was 
ρ=0.007 (p=0.94). 
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the asymptomatic and the symptomatic subjects for the most of the 71 different texture 
features investigated in the present study.  

There are no other studies reported in the literature where the middle component, 
or other parts, of the atherosclerotic carotid plaque in ultrasound images of the CCA 
was investigated for evaluating the risk of stroke in asymptomatic and/or symptomatic 
subjects at risk of atherosclerosis. There is only one cross-sectional clinical study [7], 
consisting of patients with asymptomatic and symptomatic plaques found in the 
literature, where the association between the presence of juxtaluminal hypoechoic 
plaque areas without a visible echogenic cap and symptoms was found. The results in 
[7], confirmed earlier clinical observations and indicate for the first time an 8 mm2 
cut-off point for the visible echohenic cap. This cut-off point needs to be validated by 
other studies and different ultrasonic equipment and then applied to prospective 
studies of asymptomatic patients. In [9] texture features were extracted from 
asymptomatic and symptomatic subjects at risk of atherosclerosis, where features 
were found which may classify these two different groups of subjects. In [10], 
morphological features extracted from atherosclerotic carotid plaques were found, 
that can be used for classifying plaques in asymptomatic and symptomatic.   

For the initiation of this study we mainly followed unpublished results and clinical 
observations proposing, that different components of the atherosclerotic carotid 
plaque, may contribute differently to the development of the risk of stroke. We have 
concentrated our current investigation in the middle component of the plaque, which 
according to unpublished results may contribute stronger to the development of a 
neurological episode in asymptomatic or symptomatic subjects at risk of stroke. To 
overcome much of the subjectivity for plaque characterization, image normalization 
has been proposed using linear scaling and two reference points: blood and adventitia 
[12]. Various studies have validated this method for image normalization with 
measurement of reproducibility of the overall plaque echodensity using the gray-scale 
median [4]-[12] and two subsequent studies have demonstrated that the risk of stroke 
increases with decreased plaque gray scale median. 

A limitation of our study is the lack of precise information on the duration between 
the onset of symptoms and the time of the ultrasound examination in individual 
symptomatic patients. It is therefore possible that plaque image appearance may have 
changed during this interval as a result of medical intervention.  Additionally, the 
study should be further applied on a larger sample of subjects, a task which is 
currently undertaken by our group.  

In a future study, additional variables, such as age, sex, weight, blood pressure and 
others should be taken into account for better evaluating the risk of stroke in the 
aforementioned group of patients. Furthermore, a classifier may be employed in order 
to provide a classification score that could provide a better insight of the best features 
to select for asymptomatic and symptomatic subjects.  
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Abstract. The complete segmentation of the common carotid artery (CCA) 
bifurcation in ultrasound images is important for the evaluation of 
atherosclerosis disease and the quantification of the risk of stroke. This requires 
the extraction of the intima-media complex (IMC), the delineation of the lumen 
the atherosclerotic carotid plaque and measurement of the artery stenosis. The 
current research proposes an automated segmentation system for the complete 
segmentation of the CCA bifurcation in ultrasound images, which is based on 
snakes. The algorithm was evaluated on 20 longitudinal ultrasound images of 
the CCA bifurcation with manual segmentations available from a neurovascular 
expert. The manual mean±SD measurements were for the IMT: (0.96±0.22) 
mm, lumen diameter: (5.59±0.84) mm and ICA origin stenosis (48.1±11.52) %, 
while the automated measurements were for the IMT: (0.93±0.22) mm, lumen 
diameter: (5.77±0.99) mm and ICA stenosis (51.05±14.51) % respectively. We 
found no significant differences between all manual and the automated 
segmentation measurements.  

Keywords: Intima-media thickness, lumen diameter, atherosclerotic plaque, 
carotid segmentation, ultrasound image, carotid artery. 

1 Introduction 

Atherosclerosis of the carotid artery is a pathological process mainly affecting the 
common carotid artery (CCA) bifurcation and is one of the major clinical 
manifestations leading to cardiovascular disease (CVD). It causes thickening of the 
artery walls, which affects blood flow, and may develop atherosclerotic carotid 
plaques, which causes stenosis in the artery lumen, thus affecting the normal blood 
flow [1]. Atherosclerosis can result to heart attack, and stroke [1].  

                                                           
* Corresponding author. 
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Carotid intima-media-thickness (IMT) is a measurement of the thickness of the 
innermost two layers of the arterial walls and provides the distance between the 
lumen-intima and the media-adventitia. The IMT can be observed and measured as 
the double line pattern on both walls of the longitudinal images of the CCA [2], [3] 
(see also Fig. 1) and it is well accepted as a validated surrogate marker for 
atherosclerotic  disease [1]. Furthermore, the arterial stenosis is a significant marker 
of atherosclerosis and can be evaluated through the segmentation of atherosclerotic 
carotid plaques [4]. 

There are a number of segmentation methods proposed in the literature for the 
segmentation of the IMT, [2], [3], carotid diameter [4], [5], and the atherosclerotic 
carotid plaque [6], from ultrasound images of the CCA bifurcation, but there are no 
other studies reported where a complete segmentation of the CCA artery bifurcation 
has been attempted. More specifically, in [2] a review of different automated or semi-
automated techniques for the segmentation of the IMT was reported, while in [3] a 
snakes based system for the segmentation of IMT in ultrasound images of the CCA 
was proposed. In [7], the system proposed in [3] was further extended for segmenting 
the intima layer and the media layer in ultrasound images of the CCA were 
additionally speckle reduction [8], [9] was applied in the image as a preprocessing 
step. Different carotid artery diameter indices were proposed in [4] and [5] where the 
lumen diameter was segmented and measured. Finally, in [6] a snakes based 
segmentation system was proposed for the segmentation of the atherosclerotic carotid 
plaque from ultrasound images of the CCA. The system requires the blood flow 
image, from which an initial contour estimation for the carotid plaque borders is 
estimated, which is then used as an input to the snake’s segmentation algorithm.  

All above integrated systems were proposed either for the segmentation of the 
IMC, lumen diameter or atherosclerotic plaque and there is no other system proposed 
earlier in the literature for integrating all above segmentation techniques in one 
software application. It is therefore desirable for the clinical expert to be able to use 
an integrated segmentation system, in which all the above aforementioned techniques  
could  be integrated together in order to evaluate in a more precise and objective way 
the risk of stroke in asymptomatic  and symptomatic subjects at risk of stroke .  

In this study, our objective was to develop and evaluate an automated integrated 
segmentation system based on snakes, for segmenting the IMC, the atherosclerotic 
carotid plaque and the lumen diameter in longitudinal ultrasound images of the CCA 
bifurcation.  

The segmentation system proposed in this study was evaluated on 20 ultrasound 
images acquired from symptomatic subjects and were compared with the manual 
delineations made by a neurovascular expert. We found no statistical significant 
differences between the manual and the automated segmentation measurements. The 
findings of this study indicate that the proposed system may also be effectively 
applied in the clinical praxis. 

The following section presents the materials and methods used in this study, 
whereas in section 3, we present our results. Sections 4 and 5 give the discussion, and 
the concluding remarks respectively.  
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2 Materials and Methods 

2.1  Recording of Ultrasound Images 

A total of 20 B-mode longitudinal ultrasound images of the CCA bifurcation, with 
atherosclerotic plaques, were recorded (task carried out by co-author M. Pantziaris). 
The images display the vascular wall as a regular pattern (see Fig. 1a) that correlates 
with anatomical layers. The images were collected from symptomatic subjects, which 
have already developed clinical symptoms, such as a stroke or a transient ischemic 
attack at a mean±SD age of 48±10.47 years. The images were acquired by the ATL 
HDI-5000 ultrasound scanner (Advanced Technology Laboratories, Seattle, USA) 
[10] with a resolution of 768x576 pixels with 256 gray levels. We use bicubic spline 
interpolation to resize all images to a standard pixel density of 16.66 pixels/mm (with 
a resulting pixel width of 0.06 mm). For the recordings, a linear probe (L 7-4) at a 
recording frequency of 4-7 MHz was used. Assuming a sound velocity propagation of 
1550 m/s and 1 cycle per pulse, we thus have an effective spatial pulse width of 0.22 
mm with an axial system resolution of 0.11 mm [10]. Consent from each subject was 
obtained according to the instructions of the local ethics committee.  

2.2 Ultrasound Image Normalization  

Brightness adjustments of ultrasound images were carried out in this study based on 
the method introduced in [11], which improves image compatibility by reducing the 
variability introduced by different gain settings, different operators, different 
equipment, and facilitates ultrasound tissue comparability. Algebraic (linear) scaling 
of the images were manually performed by linearly adjusting the image so that the 
median gray level value of the blood was 0-5, and the median gray level of the 
adventitia (artery wall) was 180-190 [11]. The scale of the gray level of the images 
ranged from 0-255. Thus the brightness of all pixels in the image was readjusted 
according to the linear scale defined by selecting the two reference regions. Further 
details of the proposed normalization method can be found in [6]-[9]. 

2.3 Manual Measurements 

A neurovascular expert (task carried out by co-author M. Pantziaris) manually 
delineated (in a blinded manner, both with respect to identifying the subject and 
delineating the image by using the mouse) the IMC, the atherosclerotic plaque and the 
lumen diameter [3], on all longitudinal ultrasound images of the CCA bifurcation 
after image normalization (see subsection 2.2) and speckle reduction filtering (see 
subsection 2.4). The IMT was measured by selecting 10 to 20 consecutive points for 
the intima and the adventitia layers, while by selecting 20 to 30 consecutive points for 
the near and far wall of the CCA respectively. The atherosclerotic plaque was 
measured by selecting 20-30 consecutive points forming a closed contour, while the 
lumen was measured by selecting the adventitia at the near wall of the CCA and the  
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(a) Manual CCA full segmentation (b) Automated CCA full segmentation 

Fig. 1. a) Manual full CCA segmentation (IMTmean=0.73 mm, IMTmax=0.85 mm, IMTmin=0.55 
mm, IMTmedian=0.66 mm, Dmean=5.51 mm, Dmax=6.80 mm, Dmin=3.31 mm, Dmedian=5.78 mm), 
and b) automated full CCA segmentation (IMTmean=0.72 mm, IMTmax=0.83 mm, IMTmin=0.51 
mm, IMTmedian=0.67 mm, Dmean=5.65 mm, Dmax=6.92 mm, Dmin=3.45 mm, Dmedian=5.75  mm) 
from a symptomatic subject at risk of stroke the age of 53. 

  
(a)                                                                  (b) 

Fig. 2. Box plots for the mean, maximum, minimum and median segmentation measurements 
of the CCA for the: (a) IMT, and (b) Lumen diameter (D). From left to right, we present the 
mean manual and automated IMT (IMT_m, IMT), and D (D_m, D) for all 20 patients 
investigated. Inter-quartile rage values are shown above the box plots. Straight lines connect the 
nearest observations with 1.5 of the inter-quartile range (IQR) of the lower and upper quartiles. 
Unfilled rectangles indicate possible outliers with values beyond the ends of the 1.5xIQR. 
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origin of the ICA. The manual delineations were performed using a system 
implemented in Matlab (Math Works, Natick, MA) from our group. The 
measurements were performed on the far wall between 2 cm proximal to the 
bifurcation of the CCA [11] ending at a point 2.0 cm distal to the bifurcation of the 
CCA [12]. The IMT, the atherosclerotic plaque geometrical measures, and the lumen 
diameter, were then calculated as the average of all the measurements. The measuring 
points and delineations were saved for comparison with the snake’s segmentation 
method. 

2.4 Speckle Reduction Filtering (DsFlsmv)  

In this study the linear scaling filter (despeckle filter linear scaling mean variance-
DsFlsmv) [13], utilizing the mean and the variance of a pixel neighborhood was used 
to filter the CCA ultrasound images from multiplicative noise prior the full 
segmentation of the CCA.  The filter may be described by a weighted average 
calculation using sub region statistics to estimate statistical measurements over 5x5 
pixel windows applied for two iterations [8], [9]. Further implementation details of 
the DsFlsmv despeckle filter may be found in [8]. 

2.5 Automatic IMC, Lumen and Plaque Snakes Segmentation    

The IMC, lumen and plaque of the CCA were automatically segmented after image 
normalization and despeckle filtering (see section 2.2 and section 2.4), using an 
automated snake’s segmentation system proposed and evaluated for the segmentation 
of the IMC in [3] and the plaque in [6]. The stenosis of the artery was then estimated 
using the Carotid Stenosis Index (CSI) [4], [12] as follows:  

  (1) 

with N, the lumen diameter in maximum stenosis location, and D the lumen diameter 
of distal CCA.   

We present in Fig. 1b the automated results of the final snake contours after 
snake’s deformation for the IMT, the carotid lumen diameter, D, and the 
atherosclerotic carotid plaque at the far wall of the CCA. These were automatically 
segmented by the proposed segmentation system. An IMT, D, and plaque 
initialization procedure was carried out for positioning the initial snake contour as 
close as possible to the areas of interest, which is described in [3], [6], [7].  

The Williams & Shah snake segmentation method [14], was used to deform the 
snake and segment the IMC, D, and plaque borders. For the Williams & Shah snake, 
the strength, tension and stiffness parameters were equal to α 0.6, β 0.4, and γ 2 respectively. The extracted final snake contours (see Fig. 1b), corresponds to 
the adventitia and intima borders of the IMC, the carotid diameter, D, as well as the 
borders of the atherosclerotic carotid plaque at the far wall of the CCA. The distance 
for the IMT is computed between the two boundaries (at the far wall), at all points 
along the arterial wall segment of interest moving perpendicularly between pixel 

100*)1(
D

N
CSI −=
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pairs, and then averaged to obtain the mean IMT (IMTmean). The plaque is segmented 
at the far wall of the CCA. The near wall of the lumen was also segmented for 
calculating the mean lumen of D (Dmean). Also the maximum (IMTmax, Dmax), 
minimum (IMTmin, Dmin ), and median (IMTmedian, Dmedian ) IMT and D values, were 
calculated. Figure 1b illustrates the segmented IMTmean, and Dmean on an ultrasound 
image of the CCA.  

Table 1. Manual and Automated Mean, Maximum, Minimum And Median±(Standard 
Deviation) Measurements For The IMT, D, and the ICA Stenosis Performed on 20 Subjects. 
Values Are in [mm]. The Standard Deviations Are Given In Parentheses. 

 Mean [mm] Maximum [mm] Minimum [mm] Median [mm] 

Manual Measurements 
IMT 0.96(0.22) 1.14(0.37) 0.87(0.32) 0.95(0.33) 
D 5.59(0.84) 7.43(0.89) 3.81(0.99) 5.45(0.91) 
Stenosis 48.1(11.52)% 
Automated Measurements  
IMT 0.93(0.25) 1.05(0.21) 0.81(0.25) 0.92(0.26) 
D 5.77(0.99) 7.86(1.21) 3.75(0.66) 6.15(1.06) 
Stenosis  51.05(14.51)

IMT, D: Automated IMT and D measurements from all subjects.  

Table 2. ROC Analysis on TPF, TNF, FPF, FNF, Overlap Index, Sp, P and F=1-E For The 
Atherosclerotic Carotid Plaque Snakes Segmentation Method on 20 Ultrasound Images of the 
CCA Bifurcation 

System 
Detects 

Expert 
Detects no 

plaque 

Expert 
Detects 
plaque 

KI 
Overlap  
Index 

Sp P F 

No TNF=98.1% FNF=3.6%
86% 79.3% 0.98 0.945 0.917 

Plaque FPF=3.2% TPF=95.2%
TPF, TNF, FPF, FNF: True-positive fraction, true-negative fraction, false-positive fraction, 
false-negative fraction, KI: Similarity kappa index, Sp: Specificity, P: Precision, F: 
Effectiveness measure  

Table 3. Geometric Measurements for the Manual and the Automated Segmentation 
Mean±(Standard Deviation) Measurements for the CCA Bifurcation  Plaque for All the 20 
Ultrasound Images of the CCA. The Standard Deviations Are Given In Parentheses. 

Geometric Measures Manual [mm] Automated [mm] 

Perimeter 50(20.66) 48.88(20.57)
Area 527.51(302) 520.79(30.44)
Diameter x-axis 22.5(9.80) 21.66(9.62)
Diameter y-axis 4.31(1.58) 4.19(1.57)
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2.6 Statistical Analysis  

The Wilcoxon rank sum test was used in order to identify if for each set of manual 
and automated segmentation measurements, a significant difference (S) or not (NS) 
exists between the extracted IMT, D, and plaque segmentation measurements, with a 
confidence level of 95%. For significant differences, we require p<0.05. Furthermore, 
box plots for the different measurements, were plotted. Also, the correlation 
coefficient, ρ, between the manual and the automated measurements, which reflects 
the extent of a linear relationship between two data sets, was calculated. Furthermore, 
we estimated the true-positive fraction (TPF), true-negative fraction (TNF), false-
positive fraction (FPF) and false-negative fraction (FNF) between the manual and the 
automated plaque segmentation measurements. We also calculated the similarity 
kappa index, KI, the overlap index between the manual and the automated 
segmentations, as well as the specificity, Sp, precision, P, and the effectiveness 
measure, F [15].    

3 Results 

We have evaluated in this study 20 ultrasound images of the CCA bifurcation from 
symptomatic subjects at risk of stroke at a mean±SD age of 48±10.47 years. Figure 1 
illustrates the manual (see Fig.1a) and the automated (see Fig. 1b) IMC, plaque and D 
segmentation measurements performed on a normalized despeckled ultrasound image 
of the CCA from a symptomatic subject at the age of 53.  

Figure 2 presents box plots for the mean, maximum, minimum and medina 
segmentation measurements of the CCA for the IMT (see Fig. 2a), and the lumen 
diameter, D (see Fig. 2b). From left to right, we present the mean manual and 
automated IMT (IMT_m, IMT), and D (D_m, D), segmentation measurements for all 
20 patients investigated in this study. We observe that manual and automated 
segmentation measurements are very close. After performing the non-parametric 
Wilcoxon rank sum test, we found no statistical significant differences between the 
manual and the automated segmentation measurements for the IMT and the D. More 
specifically, we’ve found 0.41, 0.86, 0.21 and 0.52 for the mean, 
maximum, minimum and median IMT manual and automated segmentation 
measurements measurements, respectively. For the CCA diameter, D, we’ve found 0.50, 0.52, 0.96 and 0.50 for the mean, maximum, minimum and 
median D measurements, respectively.  We finally estimated maximum ICA lumen 
stenosis according to (1), with (48.1±11.52)% and (51.05±14.51)%  of stenosis for the 
manual and the automated segmentations, respectively.  

Table 1 presents the manual and automated mean, maximum, minimum and 
mean±(Standard deviation) measurements for the IMT, D and ICA lumen stenosis 
performed on the 20 subjects investigated in this study. 

In Table 2, we show the TPF, TNF, FPF, FNF, KI, overlap index, Sp, P, and F for 
the proposed snakes segmentation method, performed on all the 20 ultrasound images 
of the CCA bifurcation. We’ve found a TPF of 95.2% and an overlap index of 79.3% 
between the manual and the automated segmentation methods.  
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Finally in Table 3, we illustrate the geometric measurements for the CCA 
bifurcation plaque for both the manual and the automated segmentation 
mean±(Standard Deviation) for all the 20 images investigated.  

The correlation coefficient ρ, between the mean manual and the mean automated 
IMT and D measurements were ρ=0.13 ( 0.56) for the IMT and ρ=0.63 (0.001) for the D, respectively.  

4 Discussion 

We proposed in this study a new snake’s based segmentation system that is able to 
segment all three different structures of interest in an ultrasound image of the CCA, 
bifurcation, namely the IMC, the lumen diameter, and the atherosclerotic carotid 
plaque. All three different structures are important for the clinician in order to 
correctly evaluate the degree of the severity of the atherosclerosis disease in an 
asymptomatic or symptomatic individual at risk of stroke. It should be noted that this 
is the first automated segmentation system proposed in the literature for complete 
segmentation of ultrasound images of the CCA bifurcation.  

The results of this study showed that there are no significant differences between 
the manual and the automated segmentation measurements for the IMT, lumen 
diameter, and the atherosclerotic carotid plaque features. The differences found 
between the manual and the automated segmentation measurements (see also Table 1) 
are in general small, as also reported in other studies for the IMT [2], [3], [16], the 
lumen diameter [4], [5], and the atherosclerotic carotid plaque [6]. Furthermore, the 
automated segmentation measurements for the IMT and the diameter, D, in this study 
are very close to the manual measures (see Table 1) as also reported in other studies 
[2]-[5]. In Table 1 we found relatively high IMT values (IMTmean=0.96mm) and this 
may be attributed to the fact that the patient group was from symptomatic subjects at 
risk of atherosclerosis with an age of 48±10.47 years [2], [16]. It has been reported in 
the literature [2], [3], [11], [16] that normal IMT values lies between 0.6 mm and 0.8 
mm and that symptomatic subjects at risk of atherosclerosis exhibit higher IMT 
values [16]. The lumen diameter, D, as well as the CSI found in this study is 
consistent with the normal values of the lumen diameter and stenosis found in the 
literature [4], [5] and it is consider to lie within the normal range of values. 

From Table 2, we may also observe that the agreement between the manual and the 
automated plaque segmentation is very high and that the system agrees with the 
expert in 95% of the cases (TPF=95%) for non-detecting a plaque and 98.1% of the 
cases (TNF=98.1%) for detecting a plague. We can thus conclude that the automated 
measurements performed in this study are as much reliable and accurate as the manual 
measurements performed by the neurovascular expert and therefore the system may 
be used in the clinical praxis with confidence.  

Atherosclerosis is the most common cause of stroke [5], [16].  A regular follow up 
is suggested for selected patients with atherosclerotic artery stenosis as well as 
randomized clinical trials will also be necessary to define the role and the progression 
of atherosclerosis in the management of these patients [5], [11], [16], [17]. 
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The vulnerable arterial plaque may cause atherothrombotic events, myocardial 
infarction and stroke, which are responsible for approximately 35% of the total mortality 
in the western population, and are the leading causes of morbidity world-wide [17]. The 
first indication of CVD disease is a thickening of the intimal and medial layers of the 
CCA wall. It involves lipid accumulation and the migration and proliferation of many 
cells in the sub-intimal and medial layers, which results in the formation of plaques [16]. 
It is the rupture of such plaques that causes myocardial infarcts, cerebrovascular events, 
peripheral vascular disease and kidney infarcts. The impact of the IMT and the 
atherosclerotic plaques, on the incidence of CVD events in the Rotterdam study [17] 
using B-mode ultrasound, indicates that the risk of myocardial infarction increases by 
43% per standard deviation increase (0.163 mm) in the common carotid IMT. The main 
conclusions resulting from this study were supported by other independent investigations 
which reveal that an IMT higher than 0.9-1.0 mm [4]-[7] indicates potential 
atherosclerotic disease, which translates into an increased risk of a CVD event. Hence, 
the robust segmentation and measurement of the IMT as well as the atherosclerotic 
carotid plaque by B-mode ultrasound has a considerable impact in the early diagnosis of 
atherosclerosis, prognosis evaluation and prediction, and in the monitoring of response to 
lifestyle changes and to prescribed pharmacological treatments. 

However, there are also some limitations for the present study, which arises mostly 
from the small number of subjects included and that the duration of the follow up of 
these patients. The study should be therefore, further applied on a larger sample of 
subjects, a task which is currently undertaken by our group. Additional variables, such 
as age, sex, weight, blood pressure and other atherosclerotic risk factors should be 
taken into account for better evaluating the atherosclerotic process and disease and the 
risk of stroke in this group of patients. 

5 Concluding Remarks 

In this paper we present a new snakes based segmentation system for the complete 
segmentation of the CCA bifurcation in ultrasound images. It should be noted that this 
is the first semi-automated integrated segmentation system proposed in the literature 
for the complete segmentation of the CCA. We anticipate in the future to apply the 
proposed system in a larger group of subjects and to extract texture characteristics 
from the segmented areas (IMC and carotid plague). These texture characteristics can 
then be used to classify and or separate subjects with increased IMC structures, as it 
was shown in [18], in different risk groups. Additionally, features extracted from the 
atherosclerotic carotid plaque, may be used for the separation between asymptomatic 
and symptomatic subjects. However, a larger scale study is required for evaluating the 
system before its application in the real praxis. 
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Abstract. A medical database of 589 women thought to have osteoporosis has 
been analyzed. A hybrid algorithm consisting of Artificial Neural Networks and 
Genetic Algorithms was used for the assessment of osteoporosis. Osteoporosis 
is a common disease, especially in women, and a timely and accurate diagnosis 
is important for avoiding fractures. In this paper, the 33 initial osteoporosis risk 
factors are reduced to only 2 risk factors by the proposed hybrid algorithm. That 
leads to faster data analysis procedures and more accurate diagnostic results. 
The proposed method may be used as a screening tool that assists surgeons in 
making an osteoporosis diagnosis.  

Keywords: osteoporosis, risk factor, artificial neural networks, genetic 
algorithm. 

1 Introduction 

Physicians use medical protocols in order to diagnose diseases. Medical diagnosis is 
the accurate decision of upon the nature of a patient’s disease, the prediction of its 
likely evolution and the chances of recovery, based on a set of clinical and 
laboratorial data. When dealing with clinical data provided by a medical protocol that 
takes account of a large number of clinical features, one has to consider methods for 
feature selection. These methods could tentatively decrease the number of clinical 
features that are used for clinical assessment of the patients [1, 2]. Four are the main 
benefits of a successful feature selection: detection of clinical data redundancy, 
smaller clinical data sets, faster data analysis procedures, more accurate diagnostic 
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results. As far as the first benefit, clinical features that do not play any significant role 
in patients’ assessment could be detected as redundant and therefore could be ignored, 
or omitted thereafter. As a result, we step to the second benefit: the elimination of 
redundant clinical features that are not considered for the clinical assessment of the 
patients could lead to smaller clinical protocols that could incorporate fewer clinical 
parameters. Consequently, since the number of the clinical parameters that are 
considered is decreased, the time for data analysis and assessment is decreased in an 
analogous fashion. That is the third benefit we obtain. Finally, a robust and efficient 
feature extraction procedure, not only minimizes the size of the data set that is 
considered for analysis, but at the same time leads to more accurate diagnostic results, 
since it helps practitioners to take account of the diagnostic parameters that are 
essential for patients’ assessment and prevent any confusion that could be caused 
from redundant data. At its best, a feature extraction method could lead to an 
optimum, by providing an optimal combination of the smallest set of clinical data 
that, when analyzed, could give the highest diagnostic results. 

In the present paper, the method that was developed and applied for the detection 
of the optimal set of clinical osteoporosis data is a hybrid algorithm that incorporated 
two main algorithmic tools provided by the field of Computational Intelligence: 
Artificial Neural Networks (ANN) and Genetic Algorithms (GA) [3]. The main idea 
behind the proposed hybrid algorithm is based on two steps: First, to apply ANN for 
the osteoporosis data classification. This could provide an estimation of the 
classification error of the ANN when the whole clinical data set, with all of the 
clinical parameters that it incorporates, is considered as input for the ANN. Second, to 
apply a GA that could perform a heuristic search, in order to investigate for the 
optimally minimized clinical data set, that could be used as an input to the ANN, 
leading to even higher performance and even smaller classification error. Specifically, 
the GA is designed to accomplish a three-fold task: to find the optimally minimum set 
of clinical parameters that could be used as input to the ANN, to find the optimal 
ANN architecture by investigation for the minimum number of neurons in the input 
and the hidden layers of the ANN, and finally, to investigate for the combination of 
the input data set and ANN architecture that provides the optimal classification error, 
that is the minimum classification error possible. 

When the GA investigation procedure comes to a successful end, the input 
parameters that are not included in the optimal (smallest) subset of the essential input 
parameters of the ANN, are considered as redundant and therefore can be omitted and 
eliminated during ANN training and testing. 

The paper is structured as follows: In the next section the osteoporosis disease, as 
well as the risk factors that affect osteoporotic fractures are presented. In section 3 the 
used data and method are described. Section 4 details the results, while in section 5 a 
comparison with the other screening tools is made. Finally, section 6 gives our 
conclusions. 

2 Osteoporosis 

Osteoporosis is defined as a systemic skeletal disease characterized by low bone mass 
and microarchitectural deterioration of bone tissue, with a consequent increase in 
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bone fragility and susceptibility to fracture [4]. Fractures related to osteoporosis 
usually affect the hip, spine, distal forearm and proximal humerus and account for a 
relatively high percentage of the total number of fractures [5, 6]. These fractures are 
associated with a high societal and personal cost and some of these fractures –hip and 
vertebra fractures- are also associated with increased mortality, morbidity or 
permanent disability [5 – 7].  

2.1 Diagnosis of Osteoporosis 

Osteoporosis is characterized by low Bone Mineral Density (BMD); this is the 
amount of bone mass per unit volume (volumetric density), or per unit area (areal 
density). BMD is measured by different techniques like Dual-Energy X-ray 
Absorptiometry (DEXA), Quantitative UltraSound (QUS), Quantitative Computed 
Tomography (QCT) [8 – 10]. DEXA of the proximal femur and lumbar spine (central 
DEXA) is the most widely used bone densitometric technique [8, 11] since there are 
many prospective studies that have documented a strong gradient of risk for fracture 
prediction [7].  

According to the European Society for Clinical and Economic Aspects of 
Osteoporosis and Osteoarthritis, the objectives of bone mineral measurements are to 
provide diagnostic criteria, prognostic information on the probability of future 
fractures, and a baseline on which to monitor the natural history of the treated or 
untreated patient [7].  

2.2 Risk Factors for Low BMD 

The identification of the high-risk subset of patients (women) is of great importance 
for the prevention of osteoporotic fractures, but routine BMD measurement of all 
women is not feasible for most populations [7].  

Several osteoporosis risk assessment instruments have been proposed to identify 
women who are likely to have osteoporosis and should therefore undergo bone 
densitometry [12 – 20]. Nevertheless at present there is no universally accepted policy 
for population screening in Europe to identify patients with osteoporosis or those at 
high risk of fracture.  

3 Patients and Methods 

This is a prospective study including 589 women that underwent a measurement of 
bone mineral density (BMD) with Dual-Energy X-ray Absorptiometry (DEXA) of the 
lumber spine. Patients receiving treatment for osteoporosis were excluded. Also, race 
is not included as a parameter, since all the women were Caucasian. The data set 
consisted of 33 parameters, which are presented in Table 1. 

One more parameter, the estimated T-score was used for the classification of each 
subject. The T-score data were preprocessed and expressed to integer values ranging 
from 0 (absence of osteoporosis) to 3 (severe osteoporosis). 
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For the specific problem described above, two steps were considered: At the first step, 
the data set was divided in two parts: 80% of the data were used for ANN training and 
the rest 20% was used for ANN testing. A large number of computer experiments were 
performed in this step in order to investigate the effectiveness of some ANN parameters 
on the obtained performance in terms of the classification error. The main aim of this step 
was to conclude the internal architecture of the ANN in terms of the number of hidden 
layers, the number of neural nodes per hidden layer and the type of the transfer function 
of neurons. The obtained classification error that was provided by this procedure was 
kept for the purpose of comparison with the corresponding results that were obtained by 
the GA pruned ANN in the second step of the method. 

Table 1. Parameters of the data set 

Α/Α Osteoporosis risk factor
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 

Occupation 
Allergies 
Age 
Body weight 
Height 
Menarche  
Menopause 
Number of pregnancies 
Smoking 
Alcohol consumption   
Coffee intake 
History of fracture 
Spinal fracture 
Carpal fracture 
Sports  
Parents with osteoporosis  
Loss of height more than 3 cm 
Kyphosis 
Amenorrhea (pause of menstruation) for more than 12 months  
Rheumatoid arthritis 
Dairy consumption 
History of diarrhea  
Cortisone intake 
Thyroxin intake  
Estrogen therapy 
Anorexia nervosa 
Hyper parathyroidism   
Insulin depended diabetes  
Ovariectomy 
Paget disease 
Steroids intake  
Diuretics intake  
Chemotherapy  
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In the second step a GA was invoked for the selection of input parameters and 
investigation of the internal architecture of the ANN. The GA was utilized to search 
for the optimal subset of the input parameters that should be used for training and 
testing the pruned ANN. The individuals of the GA population consisted of binary 
strings of length equal to the number of parameters of the original data set plus six 
more bits that represented the binary expression of the number of neurons in the 
hidden layer. Since we considered a total of N = 33 clinical parameters for the 
evaluation of the patients, the GA individuals’ chromosome consisted of 33 + 6 = 39 
genes, with each gene to be represented by a binary digit (bit). For the first 33 genes 
of the chromosome, the allele 0 denotes that the corresponding clinical parameter is 
not included in the subset of the parameters that will be used for ANN training and 
testing and therefore is omitted. On the opposite, the allele 1 for the first 33 genes of 
the chromosome denotes that the corresponding parameter will be considered for 
ANN training and testing. The total number of the considered parameters was denoted 
by I. The last 6 genes of the chromosome were considered as the binary representation 
of the number H of neurons in the hidden layer. Starting counting from 1, the 6-bit 
binary strings could represent up to a number of 64 neurons in the hidden layer. Since 
binary representation is adopted for the chromosome of the individuals of the GA, all 
the well known genetic operators for selection, crossover and binary mutation could 
be applied on the GA population. 

By the 33 input parameters, there were performed 10 individual computer 
experiments. For each experiment, the training and the testing set were constructed 
randomly (80% and 20% of the cases respectively). The mean value of these 10 
experiments denoted by <MSEt> was kept for comparison with the obtained results of 
the GA pruned ANN.. This mean value is denoted as <MSEt>.On the other hand, the 
application of the GA concluded to pruned ANN with performance that was related to 
the MSE that in this case is denoted as MSEp. For the evaluation of the individuals of 
the GA the fitness function that was used consisted of three terms, referring to the 
performance, the size of the input subset and the size of the hidden layer, that is, 
MSEp over <MSEt>, I over N and H over 64, respectively. Thus, the fitness function 
can be written as: 

64
p

t

MSE I H
f

MSE N
= + +

< >
 

 (1)

As it is obvious in Eq. (1), the GA searches for the optimal combination of 
performance, input parameter data set size and number of hidden neurons. This is 
done by trying to minimise the fitness function of Eq. (1) by using the Matlab GA tool 
For each individual of the GA, an ANN is constructed, with the number I of input 
nodes that is indicated by the individual’s chromosome first 33 genes and the number 
of neurons H that is denoted by the decimal representation of the last 6 genes of the 
chromosome. The input data subset is also constructed by considering the alleles 1 of 
the first 33 genes of the chromosome. Subsequently, the constructed ANNs are 
trained using the 80% of the cases and tested using the rest 20% of the cases, and the 
generated MSE is recorded. 
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4 Results 

The proposed methodology was applied on the osteoporosis clinical data of 589 
patients that were described in Section 3. In the first step of our methodology, ten 
individual computer experiments were performed with ANN that were trained and 
tested by the full clinical data set, that is, ANN with 33 input nodes in the input layer 
that correspond to the 33 clinical parameters of the medical protocol used to collect 
the data and 12 nodes in the hidden layer. This step resulted to a mean value of the 
MSE of these ten individual experiments which is <MSEt> = 3.75·10-4. The results 
that were obtained by the computer experiments of the application of the GA are 
presented in Table 2, whereas a typical evolution of the fitness function in those 
experiments is shown in Fig. 1. Each row on Table 2 presents the obtained results of a 
specific computer experiment. The first column of Table 2 refers to the experiment 
number, the second column refers to the generation number, the third column refers to 
the MSEp of the fittest individual (pruned ANN) of that generation, the fourth column 
refers to the number of input nodes I of the ANN of the fittest individual, the fifth 
column refers to the features used by that ANN (as numbered in Table 1), and finally, 
the sixth column refers to the number H of neurons in the hidden layer of the ANN of 
the fittest individual. 

Table 2. Results of GA search and ANN pruning 

#Exp. #Gen. MSEp I Features H 
1 1 1.63·10-4 15 1   3   7   8  10  11  13  15  17  20  23  24  

28  30  32 
2 

1 17 1.43·10-4 5 2   6   7  10  25 2 
1 29 1.37·10-4 3 3   7  10 1 
1 49 1.37·10-6 2 7  10 1 
2 1 1.85·10-6 12 3   7   8  10  14  15  16  18  23  25  28  32 6 
2 19 1.65·10-6 2 7  10 1 

 
The first four rows in Table 2 refer to experiment Nr. 1, presenting four instances of 
the GA evolution at four different generations. For each generation it is shown the 
performance of the best individual. Thus, the GA starts with 15 inputs in generation 
Nr. 1, to settle to just 2 inputs in generation Nr. 49. It is noteworthy that the number 
of hidden nodes (H) is relatively small, ranging from 2 for the 1st generation, to 1 for 
the 29th and 49th generation. The last two rows of Table 2 refer to the results of a 
second computer experiment. In that experiment the GA starts with 12 inputs at 
generation Nr. 1, to settle down to 2 inputs at generation Nr. 19. The results presented 
in the third column of Table 2 indicate that assuming the performance of the pruned 
ANN is also improved, in terms of the MSE, since MSEp is decreased down to the 
36.5% of the original <MSEt> of the non-pruned ANN. According to the results 
presented in fourth column, the smallest number of inputs is just 2, which is only the 
6% of the total number of diagnostic features, (which is N = 33). Even by using these 
small data subsets as input, and only one neuron in the hidden layer (as it is shown in 
the last column of Table 2), the pruned ANN maintain improved performance in 
terms of the MSE that they achieve, which is roughly the 1/3 of the <MSEt>. 
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Fig. 1. GA evolution of mean and best individual fitness for 50 generations 

5 Discussion 

A common feature that the vast majority of the obtained results share is that they 
reveal a high order of redundancy in the original osteoporosis data set. The results 
presented in Table 2 indicated that just 2 to 3 input parameters, out of a total of 33, 
that is a portion that varies from 6% down to 9% of the original data set, are essential 
in order of high performance to be achieved. In other words, the ANNs that were used 
for the classification of the osteoporosis data were pruned to less than 90%. At the 
same time, the performance of these ANNs was highly improved, in terms of the 
MSE that is achieved, which for the pruned ANN is decreased almost to the 1/3 of the 
corresponding one that was achieved by the non-pruned ANN.  

The two parameters that were common in all experiments is menopause (7) and 
alcohol intake (10), followed by a third one, the age (3). The osteoporosis risk 
assessment instruments mentioned earlier have been used to identify women that 
should undergo bone densitometry [12 - 17]. Apart from one instrument that uses only 
one parameter (body weight) [12] all other instruments include age and body weight, 
and some also include hormone replacement therapy [13 – 15]. History of fracture is 
included in two [13, 15] while one of them includes also history of rheumatoid 
arthritis and race [15]. 

In all but one osteoporosis risk assessment instruments, age is one of the most 
significant parameter. In our study, menopause, alcohol intake and age are the most 
common parameters. Menopause is related to age; actually it is related to a certain age 
group. Alcohol intake is not an important parameter in any of these instruments. It is 
surprising that alcohol intake is an important factor in our study since in 
Mediterranean countries alcohol intake is not common in women; unless alcohol 
intake is related to other dietary habits. One could expect that other parameters (like 
weight, previous fracture) to be more significant. 
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6 Conclusion 

Simpler ANN architecture with decreased number of neural nodes and synaptic 
connections may result in less complicated and less time-consuming training and 
testing procedures and at the same time to performance improvement. Nowadays 
increased computer power and the contemporary development of ANN training 
algorithms, provide the essential means for fast and accurate implementation of ANN 
techniques to solve problems of various types, in different scientific fields, 
(classification, prediction, system identification, to name a few). Despite the fact that 
ANN training and testing even for complicated problems and large data sets is 
accomplished with low computational cost, it is legitimate, if not desirable, to 
investigate for even faster, more reliable and more accurate ANN training and testing 
methods. The present work was focused on the detection of any kind of redundancy in 
the data sets that are used as inputs during ANN training and testing. Redundancy and 
overlapping in data sets that are used for ANN training, when exists, definitely 
increase computational cost for ANN training, while at the same time, may mislead, 
or suppress the training procedure. This could generate problems in terms of ANN 
ability to accomplish successfully and with the desired accuracy the task that it was 
designed for. 

From the clinical point of view, the results of our study are novel. Apart from 
menopause, age (well known parameters that are related to bone mineral density) and 
alcohol intake; we would expect some other parameters to be more common in our 
experiments. We will continue the study with more cases, in an effort to extract the 
most significant risk factors that affect the osteoporosis. 
 
Acknowledgements. This work was supported by the European Regional 
Development Fund and the Cyprus Government through the Cyprus Research 
Promotion Foundation “DESMI 2009-2010”, research contract 
TPE/ORIZO/0609(BIE)/24 (“Development of New Venn Prediction Methods for 
Osteoporosis Risk Assessment”). 

References 

1. Papatheocharous, E., Papadopoulos, H., Andreou, A.S.: Feature Selection Techniques for 
Software Cost Modelling and Estimation: A Comparative Approach. Engineering 
Intelligent Systems 18(3-4), 233–246 (2010) 

2. Papatheocharous, E., Papadopoulos, H., Andreou, A.S.: Software Effort Estimation with 
Ridge Regression and Evolutionary Attribute Selection. In: Proceedings of the 3rd 
Workshop on Artificial Intelligence Techniques in Software Engineering, AISEW 2010, 
CoRR abs/1012.5754 (2010) 

3. Michalewicz, Z.: Genetic Algorithms + Data Structures = Evolution Programs. Springer 
(1996) 

4. Consensus Development Conference: Diagnosis, prophylaxis and treatment of 
osteoporosis. Am. J. Med. 94, 646–650 (1993) 



310 G.C. Anastassopoulos et al. 

5. Cooper, C., Atkinson, E.J., Jacobsen, S.J., O’Fallon, W.M., Melton, L.J.: A population 
based study of survival after osteoporotic fractures. Am. J. Epidemiol. 137, 1001–1005 
(1993) 

6. Johnell, O., Kanis, J.A.: An estimate of the worldwide prevalence and disability associated 
with osteoporotic fractures. Osteoporos Int. 17, 1726–1733 (2006) 

7. Kanis, J.A., Burlet, N., Cooper, C., Delmas, P.D., Reginster, J.Y., Borgstrom, F., Rizzoli, 
R.: European Society for Clinical and Economic Aspects of Osteoporosis and 
Osteoarthritis (ESCEO). European Guidance for the Diagnosis and Management of 
Osteoporosis in Postmenopausal Women. Osteoporos Int. 19(4), 399–428 (2008) 

8. World Health Organization: Assessment of fracture risk and its application to screening for 
postmenopausal osteoporosis. Technical Report Series 843. WHO, Geneva (1994) 

9. Blake, G.M., Fogelman, I.: Role of dual-energy X-ray absorptiometry in the diagnosis and 
treatment of osteoporosis. J. Clin. Densitom. 10, 102–110 (2007) 

10. Engelke, K., Gluer, C.C.: Quality and performance measures in bone densitometry. I. 
Errors and diagnosis. Osteoporos Int. 17, 1283–1292 (2006) 

11. Marshall, D., Johnell, O., Wedel, H.: Meta-analysis of how well measures of bone mineral 
density predict occurrence of osteoporotic fractures. Br. Med. J. 312, 1254–1259 (1996) 

12. Michaëlsson, K., Bergström, R., Mallmin, H., Holmberg, L., Wolk, A., Ljunghall, S.: 
Screening for osteopenia and osteoporosis: selection by body composition. Osteoporos 
Int. 6(2), 120–126 (1996) 

13. Lydick, E., Cook, K., Turpin, J., Melton, M., Stine, R., Byrnes, C.: Development and 
validation of a simple questionnaire to facilitate identification of women likely to have low 
bone density. Am. J. Manag. Care. 4(1), 37–48 (1998) 

14. Cadarette, S.M., Jaglal, S.B., Kreiger, N., McIsaac, W.J., Darlington, G.A., Tu, J.V.: 
Development and validation of the Osteoporosis Risk Assessment Instrument to facilitate 
selection of women for bone densitometry. CMAJ 162(9), 1289–1294 (2000) 

15. Sedrine, W.B., Chevallier, T., Zegels, B., Kvasz, A., Micheletti, M.C., Gelas, B., 
Reginster, J.Y.: Development and assessment of the Osteoporosis Index of Risk (OSIRIS) 
to facilitate selection of women for bone densitometry. Gynecol. Endocrinol. 16(3),  
245–250 (2002) 

16. Koh, L.K., Sedrine, W.B., Torralba, T.P., Kung, A., Fujiwara, S., Chan, S.P., Huang, Q.R., 
Rajatanavin, R., Tsai, K.S., Park, H.M., Reginster, J.Y.: Osteoporosis Self-Assessment 
Tool for Asians (OSTA) Research Group. A Simple Tool to Identify Asian Women at 
Increased Risk of Osteoporosis. Osteoporos Int. 12(8), 699–705 (2001) 

17. Geusens, P., Hochberg, M.C., van der Voort, D.J., Pols, H., van der Klift, M., Siris, E., 
Melton, M.E., Turpin, J., Byrnes, C., Ross, P.: Performance of risk indices for identifying 
low bone density in postmenopausal women. Mayo. Clin. Proc. 77(7), 629–637 (2002) 

18. Weinstein, L., Ullery, B.: Identification of at-risk women for osteoporosis screening. Am. 
J. Obstet. Gynecol. 183(3), 547–549 (2000) 

19. McLeod, K.M., Johnson, C.S.: Identifying Women with Low Bone Mass: A Systematic 
Review of Screening Tools. Geriatric Nursing 30(3), 164–173 (2009) 

20. Anastassopoulos, G., Mantzaris, D., Iliadis, L., Kazakos, K., Papadopoulos, H.: 
Osteoporosis Risk Factor Estimation Using Artificial Neural Networks. Engineering 
Intelligent Systems 18(3/4), 205–211 (2010) 



 

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 311–317, 2013. 
© IFIP International Federation for Information Processing 2013 

Gene Prioritization for Inference of Robust Composite 
Diagnostic Signatures in the Case of Melanoma 

Ioannis Valavanis1, Kostantinos Moutselos2, Ilias Maglogiannis3,  
and Aristotelis Chatziioannou1,* 

1 Institute of Biology, Medicinal Chemistry & Biotechnology,  
National Hellenic Research Foundation, Athens, Greece 

2 Department of Biomedical Informatics, University of Central Greece, Lamia, Greece  
3 University of Piraeus, Dept. of Digital Systems, Piraeus, Greece 

{ivalavan,achatzi}@eie.gr, 
kmouts@ucg.gr, imaglo@unipi.gr  

Abstract. An integrated dataset originating from multi-modal datasets can be 
used to target underlying causal biological actions that through a systems level 
process trigger the development of a disease. In this study, we use an integrated 
dataset related to cutaneous melanoma that comes from two separate sets 
(microarray and imaging) and the application of data imputation methods. Our 
goal is to associate low-level biological information, i.e. gene expression, to 
imaging features, that characterize disease at a macroscopic level. Using an 
average Spearman correlation measurement of a gene to a total of 31 imaging 
features, a set of 1701 genes were sorted based on their impact to imaging 
features. Top correlated genes, comprising a candidate set of gene biomarkers, 
were used to train an artificial feed forward neural network. Classification 
performance metrics reported here showed the proof of concept for our gene 
selection methodology which is to be further validated.  

Keywords: multi-modal, microarray, gene, imaging feature, data imputation, 
correlation, artificial neural network. 

1 Introduction 

The use of biomedical data from different sources, so called multi-modal datasets, is 
of known importance in the context of personalized medicine and future electronic 
health record management. Different data linked together can help towards a holistic 
approach. Especially, in cancer research data from clinical studies (age, sex, size or 
grade of tumor size) can be integrated with gene expression data from microarray 
experiments [1].  

Integration can take place at different levels, e.g. across sub-systems 
(musculoskeletal, cardiovascular, etc.), or across temporal and dimensional scales 
(body, organ, tissue, cell) [2]. In the context of Virtual Physiological Human (VPH), 
an integrated framework should promote the interconnection of predictive models 
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pervading different scales, with different methods, characterized by different 
granularity. An integrated framework could produce system level information and 
enable formulation and testing of hypotheses, facilitating a holistic approach [3-4]. 
The framework should make it possible to interconnect predictive models defined at 
different scales, with different methods, and with different levels of detail, into 
systemic networks that provide a concretization of those systemic hypotheses [2,5].  

An integrated framework studying multi-modal datasets can target underlying 
causal biological actions that through a systems level disease manifestation are 
translated to macroscopic disease related phenotypes. Motivated by this, in this study 
we aim to associate low-level biological information, i.e. gene expression, to imaging 
features using two different datasets related to cutaneous melanoma. The datasets 
used here come from two different sets of subjects that are described either by 
molecular features (gene expression) or imaging features. These sets have been 
previously used by authors in [3] to produce an integrated data set by applying data 
imputation methods to handle missing values in each of the sets. We actually re-use 
the produced dataset and our aim here is to find a robust gene signature that in whole 
influences the set of imaging features in the derived integrated dataset. We thus use 
spearman correlation measurements to derive the gene subsets that mostly affect the 
imaging features. The selected molecular features are then used to construct and 
evaluate artificial neural network classifiers that are trained to distinguish cutaneous 
melanoma cases from controls.  Results show that the statistical selection of gene 
features using the multi-modal features’ correlation can provide a robust signature 
that generalizes well when inputted to the classifiers.  

2 Dataset 

Two different datasets, one corresponding to microarray data and one to imaging data, 
were used. Since both sets are related to cutaneous melanoma, a brief introduction is 
firstly done in this section to the disease and then the two sets are described. Finally, 
the integrated dataset and how it has been produced is described.   

2.1 Cutaneous Melanoma  

Cutaneous Melanoma (CM) is considered a complex multigenic and multifactorial 
disease that involves both environmental and genetic factors. CM tumorigenesis is 
often explained as a progressive transformation of normal melanocytes to nevi that 
subsequently develop into primary cutaneous melanomas. The molecular pathways 
involved have been although little studied [6] and despite that genomic markers or 
gene signatures have been defined for various cancers (such as breast cancer), there 
has been no similar progress for malignant melanoma. Genomic studies that have 
been performed on CM exploit different microarray technological platforms applied 
in highly heterogeneous patient sets. These differences hurdle significantly 
comparisons, yielding cohorts of reduced total size and diversity.  

Regarding the clinical diagnosis of melanoma, several approaches for analysis and 
diagnosis of lesions exist that use images for the analysis and diagnosis of lesions. 
The Menzies scale, the Seven-point scale, the Total Dermoscopy Score based on the 
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ABCD rule, and the ABCDE rule (Asymmetry, Border, Color, Diameter, Evolution) 
are some examples of these.  As human interpretation of image content is fraught with 
contextual ambiguities, advanced computerized techniques can assist doctors in the 
diagnostic process [7]. 

2.2 Microarray Data 

The microarray dataset was taken from the Gene Expression Omnibus (GEO) [8], 
GDS1375. RNA isolated from 45 primary melanoma, 18 benign skin nevi, and 7 
normal skin tissue specimens was used for gene expression analysis, using the 
Affymetrix Hu133A microarray chip containing 22,000 probe sets. Signal intensities 
were globally scaled so that the average intensity equals 600. The gene expression 
values across all categories were log transformed, and the mean values of all genes in 
the normal skin were calculated. Subsequently, the mean gene vector concerning the 
normal skin categories was subtracted from all replicate vectors of the other two 
categories (due to log-transformation the by normal skin category was replaced with a 
subtraction). The initial signal intensities provided thus ratios of differential 
expression, calculated by dividing the signal intensities of each category by the 
respective gene value of the normal category.  The differentially expressed gene 
values of the melanoma versus skin, and nevi versus skin, were then analyzed. An 
FDR for multiple testing adjustment, p-value 0.001 and a 2-fold change thresholds 
were applied and thus 1701 genes were statistically preselected.  

2.3 Imaging Data 

The dataset derived from skin lesion images contained 972 instances of nevus skin 
lesions and 69 melanoma cases. The following three types of features were analyzed: 
Border Features which cover the A and B parts of the ABCD-rule of dermatology, 
Color Features which correspond to the C rules, and Textural Features which are 
based on D rules [9]. A total of 31 features were produced (one feature was removed 
due to having zero variation across the samples). The relevant pre-processing for all 
features is described in [9].  

2.4 Integrated Set 

Microarray and imaging data sets were unified into one dataset using missing value 
imputation, as already described in [3]. The dataset prior to missing value imputation 
corresponded to a sparse matrix containing 1104 samples (benign or malignant 
samples, either from microarray data or imaging data) and a total of 1732 features 
(differential gene expression or imaging features). Prior to missing value imputation, 
examples originating from microarray dataset included missing values for imaging 
features, and examples originating from imaging dataset included missing values for 
gene expression measurements. A uniform missing value imputation methodology 
was used and a final integrated dataset (including no missing values) was produced. 
The procedure was followed twice, and two integrated datasets (Set 1 and Set 2) were 
created. One dataset (Set 1) was used for a triple scope: i) the selection of genes based 
on their correlation to imaging features ii) training an artificial neural network 
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classifier to distinguish disease status (benigh vs. malignant) when inputted by 
selected genes or alternatively by all imaging features (see Section 4) and iii) testing 
the classifier using 3-fold cross validation. Set 2 was used as an independent testing 
set for testing the classifier.      

3 Methods 

Using the pool of 1701 statistically pre-selected genes, we identified here the genes 
that are mostly correlated with the imaging features in whole. For correlation 
measurements, Spearman correlation was used (-1 implies negative correlation, 1 
implies positive correlation). For a gene i, its correlation to an imaging feature j was 
calculated and marked as Corri,j (1≤i≤1701, 1≤j≤31, -1≤ Corri,j ≤1). The average 
values of absolute correlation measurements of gene i to all N=31 imaging features 
was used as a total correlation measurement (Total_Corri ) of gene i to imaging 
features (eq. 1). All genes were sorted in descending order according to total 
correlation and the most correlated genes were used as input to a feed-forward 
artificial neural network (ANN) that was trained and evaluated in distinguishing 
malignant from benign samples. Serially, the most correlated gene was used as input, 
than the two most correlated ones and the three most correlated ones. Top 5 and top 
10 genes were also used as input, while the total set of imaging features was also used 
as input to the ANN for comparison reasons. 

 

 
N

Corrabs

CorrTotal Nj
ji

i


=== 31..1

, )(

_              (1) 

The ANN used here was trained using the back-propagation algorithm for 1000 
epochs with a learning rate equal to 0.3 and momentum equal to 0.2. The hidden layer 
used sigmoid activation function and contained ((num of features+num of classes)/2 + 
1) nodes. ANN was trained using Set 1 and classifier’s performance in terms of total 
accuracy (number of samples correctly classified), and class sensitivity (number of 
true positives in a class that were correctly classified in this class) was measured 
using this set and 3-cross validation.  The ANN was also trained using the whole Set 1 
and was then used to classify samples in Set 2 and performance metrics were 
calculated as well. The classification and testing protocol was implemented within the 
stand-alone Rapidminer platform [10-11]. 

4 Results and Discussion 

Table 1 presents the performance metrics (total accuracy, benign class sensitivity, 
malignant class sensitivity) measured when differential gene expression of various 
subsets of genes from the pool of 1701 were fed to ANN. Specifically, ANN was fed 
by the top 1, top 2, top 3, top 5 and top 10 genes according to total correlation  
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measurements to imaging features as described above (Table 1, Rows 2-6). 
Performance of ANN when inputted by the worst gene according to total correlation 
measurement, the gene featured the median total correlation measurement (sorted as 
top 50% in the sorted gene list) and the total of imaging features are reported as well 
for comparison reasons (Table 1, Rows 7-9) . 

Results show that top genes can provide very good performance metrics and when 
serially adding top genes performance gets better. Eventually,  almost all samples can 
be classified correctly when top 10 genes are used and this happens also for Set 2 that 
was not used in training process (see further discussion below). In general, a little 
worse performance is obtained when ANN is evaluated in Set 2, while sensitivity 
measurements for malignant class are worse than the corresponding ones for benign 
class. This has to do with the much greater abundance of benign samples in the 
integrated dataset. The performance obtained when genes less correlated to imaging 
features are fed to ANN are much lower, showing the proof of concept for selecting 
gene features by taking into account their impact to imaging features. Results in Table 
1 show also that the performance metrics obtained here by the top genes in terms of 
their correlation to imaging features are much higher than the ones obtained when 
imaging features are fed to the ANN. This shows that selected genes, actually being 
involved in the biological actions beneath melanoma phenotype, could comprise a 
molecular signature and a potential set of molecular biomarkers/predictors for the 
disease. This feature set describing low-level biomedical information seems to 
perform better than the set of macroscopic imaging features, but of course this is to be 
cross-validated by further tests.      

It is to be noted that the high ANN performances observed here are possibly a 
result of the data imputation scheme in conjunction to the formation of the specific 
dataset. This has to do with the fact that similar patterns of features may exist within 
Set 1 and Set 2 or across these two sets, since missing data imputation has taken place 
to a great extent as regards the signal population of the integrated dataset (features 
and disease phenotype). This could not be avoided since the integrated dataset has 
originated from two separate datasets (microarray and imaging), while a multi-modal 
dataset based on a single set of subjects forming an epidemiological cohort yet 
remains elusive to the best of our knowledge. However, further cross-validation tests 
and the application of more missing value imputation methods represent tangible 
goals for future work.  
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Abstract. A great number of Artificial Intelligence applications are based on 
features extracted from signals or images.  Feature extraction often requires 
differentiation of discrete signals and/or images in one or more dimensions. In 
this work we provide two Theorems for the construction of finite length (finite 
impulse response -FIR) masks for signal and image differentiation of any order, 
using central differences of any required length. Moreover, we present a very 
efficient algorithm for implementing the compact (implicit) differentiation of 
discrete signals and images, as infinite impulse response (IIR) filters. The diffe-
rentiator operators are assessed in terms of their spectral properties, as well as 
in terms of the performance of corner detection in gray scale images, achieving 
higher sensitivity than standard operators. These features are considered very 
important for computer vision systems. The computational complexity for the 
centered and the explicit derivatives is also provided.  

Keywords: Signal analysis, computer vision, image feature extraction, signal 
discrete derivatives, centered image derivatives, compact (implicit) image  
derivatives. 

1 Introduction 

Analysis and feature extraction of discrete signals and images is often an integral part 
of any signal or image based artificial intelligence system. Local features in signals 
and images are very frequently extracted using information about the derivatives of 
the single or multidimensional signal. For instance, image edge enhancement is based 
on derivatives and allows better segmentation and pattern recognition results for com-
puter vision systems. The Harris corner detection [1] is a simple and reliable image 
feature point detector that uses the image gradient information. A number of quite 
popular feature extraction methods [2-4] utilize the image Hessian matrix, which is 
computed for each image pixel using first and second order partial image derivatives. 
The Scale Invariant Feature Transform (SIFT) of an image [5] approximates the re-
quired image Laplacian operator with difference of Gaussians (DoG). 

The derivatives of any given sequence of numbers may be approximated by convo-
lution of one-dimensional masks using centered finite differences [6]. Most image 
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processing textbooks provide a set of small size two-dimensional masks, such as the 
Robert’s or Sobel masks which are convolved with the image to provide its two par-
tial derivatives (with respect to rows or columns). The use of the Laplacian, as well as 
the Laplacian of Gaussian operator (LoG) operator is very common for second order 
derivatives. However, as the size of the convolving mask increases, the more accurate 
the numerical approximation becomes. 

The contribution of this work concerns the provision of an algorithm for calculat-
ing the masks to be used for approximating the derivatives of any order applied on a 
discrete signal/image. The size of the convolving mask may be arbitrarily chosen. We 
also consider the use of compact or implicit derivatives, as described in the work of 
Lele [7]. The advantage of implicit derivatives is that they achieve better spectral 
properties the centered differences, while they require less support points. Although 
compact derivatives have been applied to areas of numerical analysis, their applica-
tion in image processing has been only recently investigated [8]. In this work we pro-
pose an implementation scheme based on an IIR prefiltering step as described in Un-
ser et al [9, section IIA]. The proposed scheme is computationally more efficient than 
the standard matrix formulation, as it will be discussed in detail.  

2 Proposed Methodology 

In this section, we present the theorems for generating the finite impulse response 
(FIR) filters for signal derivatives of odd and even order. These filters are essentially 
symmetric finite differences; therefore we will use the terms, central, centered of FIR 
interchangeably. We will also present the Equations for generating the 1st and 2nd 
order compact derivatives. A very fast numerical implementation of central deriva-
tives is also presented. 

2.1 Central Derivatives  

Consider the nxn matrices On , nE  defined by  
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For i = 1,...,n; k = 1,..., n-1 we denote by DOi,k and DEi,k the determinant of order n-1, 
which follows by deleting the ith row, by replacing the kth column with the nth column 
and then deleting the nth column of On and En respectively. Further, we denote by 
DOi,n and DEi,n the negative of the determinant of order n-1, obtained by deleting the 
ith row and nth column of On and En respectively. 
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Example. For n=5, we present the 5x5 matrix O5 according to (1) and the exemplar 
matrices DO2,4 and DO2,5 :  
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We can now present the theorems for approximating the odd and even-order deriv-
ative of any given sequence. 

Theorem 1. Given a real sequence f(x), its n-point derivative f(2i-1)(x) of any odd order 
(2i-1) with i=1,....,n-1, is given by 
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 (2) 

Theorem 2. Given a real sequence f(x), its n-point derivative f(2i)(x) of any even order 
(2i) with i=1,....,n-1, is given by: 
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 (3) 

Assuming that f(x) is sampled with a constant sampling frequency, we may set 
h=1. Now, equations (2) and (5) can be written as linear convolution:  

 ( ) ( ) ( )( )2 1i
oddf x f M x− = ∗   (4) 

 ( ) ( ) ( )( )2i
evenf x f M x= ∗  (5) 

where Meven (k) and Modd(k) for k=-n,...,n are defined as  
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  (7) 

The one-dimensional masks for the first and second order derivatives, created by Eq-
uations (6) and (7) using up to 11 points (n=5), are provided in Table 1, in rational 
form. The 3x3 Sobel operator can be generated by the following linear convolution, 
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by exploiting its separability property, using the first mask of Table 1, as 

[ ] [ ]1 2 0 1 2 1 2 1
T− ∗ . The well-known Laplacian operator can be generated by 

the following linear convolution: [ ] [ ]1 2 1 1 2 1
T− ∗ − , using the 3-point 2nd 

order derivative mask from Table 1. 

Table 1. The resulting masks Meven and Modd for first and second order differentiation 

order of 
deriv. 

n Num. of 
points in 

Mask 

Mask 

1 1 3 [ ]1 2,0, 1 2−  

1 2 5 [-1,8,0,-8,1]/12
1 3 7 [1,-9,45,0,-45,9,-1]/60 
1 4 9 [ ]1 280,4 105, 1 4,0,1 4, 4 105,1 280− − −  

1 5 11 [4, -5, +30, -120, +430, 0, -430, +120, -30, 5, -4]/504 
2 1 3 [1,-2,1] 
2 2 5 [-1/12, 4/3, -2.5, 4/3, -1/12] 
2 3 7 [1/90, -3/20, 1.5, -49/18, 1.5, -3/20, 1/90] 
2 4 9 [-1/560, 8/315, -1/5, 8/5, 205/144, 8/5, -1/5, 8/315, -1/560] 

2.2 Compact (Implicit) Derivatives 

Let us denote by fn=f(n) the values of a discrete signal with n integer and by f ′  the 

values of the signal’s derivative of the first order. According to Eq. (2.1) in the work 
of Lele [7], the following holds:  

 3 32 1 1 2
2 2 1 1 1 1 2 2 , , ,0, , ,

6 4 2 2 4 6i i i i i

c cc c c c
q f q f f q f q f f− − + +

 ′ ′ ′ ′ ′+ + + + = − − − ∗ 
 

  (8) 

where q1, q2 and c1, c2, c3 are coefficients, whose value defines the order of accuracy 
of the 1st derivative approximation and the symbol ∗ stands for linear convolution. 
The order of accuracy for derivative approximation is not to be confused with the 

order of the derivative itself. The second order derivative if ′′   can also be described 

in a manner similar to (8), according to (2.2) in [7], for the one-dimensional case:  

3 3 32 1 2 1 1 2
2 2 1 1 1 1 2 2 , , , 2 , , ,

9 4 2 9 4 2 2 4 9i i i i i

c c cc c c c c c
q f q f f q f q f f− − + +

  ′′ ′′ ′′ ′′ ′′+ + + + = − + + ∗  
    

(9)

According to Equations (8), (9), the values of f ′  and if ′′  are not obtained expli-

citly with a simple convolution (as in the case of centered difference (4), (5)), thus the 
term implicit. More specifically, the right part of (8) and (9) is a linear convolution 
with a symmetric kernel of up to 7 points, whereas the left hand side involves inverse 
convolution with a symmetric kernel Mask1 of up to 5 points, where Mask1[k]=(q2, q1, 
1, q1, q2), k=-2,-1,….,2.   
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The 6th, 8th and 10th order of accuracy of the 1st derivative can be obtained by set-
ting the q1, q2 and c1, c2, c3 parameters in (8) according to (2.1.12) and (2.1.14) in 
Lele’s work [7]. Similarly, the 4th, 6th, 8th and 10th order of accuracy of the 2nd de-
rivative can be obtained by setting the  q1, q2 and c1, c2, c3 parameters in (9) accord-
ing to (2.2.7) - (2.1.11) in [7]. All the necessary parameters in (8) and (9) are provided 
in Table 2. 

Table 2. The values of the parameters of Eq.(8) and Eq.(9) for the 1st and 2nd order derivative 

Parameters  1st order Derivative (8) 
with order of accuracy  

2nd order Derivative (9) 
with order of accuracy 

 6 8 10 4 6 8 10 
q1 1/3 4/9 1/2 0 2/11 344/1179 334/899 
q2 0 1/36 1/20 0 0 23/2358 43/1798 
c1 14/9 40/27 17/12 4/3 12/11 320/393 1065/1798 
c2 1/9 25/54 101/105 -1/3 3/11 310/393 1038/899 
c3 0 0 1/100 0 0 1/213 79/1798 

 

In matrix form, the problem obtaining the required values f ′  and if ′′  from (8) 

and (9) respectively, is reformulated as solving a linear system of simultaneous equa-
tions, whose matrix is symmetric pentadiagonal. Thus, it can be solved efficiently 
using Gauss elimination with complexity O(10N) [10]. The contribution of this work 
concerning implicit derivatives, is the implementation based on the Infinite impulse 
response (IIR) prefiltering algorithm described in the work of Unser et al [9, section 
IIA]. This algorithm was proposed as a very efficient implementation of the b-spline 
interpolation in signals and images and as it will be shown, it achieves complexity of 
O(8N). According to this approach, the left hand side of (8) and (9) may be written as 
filtering with the following transfer function,  

 ( ) 2 1 2
2 1 1 2

1

1
H z

q z q z q z q z− −=
+ + + +

 (10) 

The roots of the denominator in (11) are real pairs of reciprocals: 1 1
1 1 2 2, , ,ρ ρ ρ ρ− −  

with 1 2, 1ρ ρ < . In this case, the algorithm (2.5) in [9] may be applied directly, 

according to which, the calculation of the unknown f ′  and if ′′  is performed as a 

cascade of a first order causal and an anti-causal linear filter with infinite impulse 
response (IIR). Let us denote by x(k) the signal/image values (which is considered as 
input) and by y+(k) and y(k) the output of the causal and the anti-causal part of (10), 
respectively (see Fig. 1). The linear difference equations that implements the H(z) is 
shown in two steps (forward and inverse): 

 
( ) ( ) ( )

( ) ( ) ( )( )
1 , 2,3,...,

1 , 1,...,1

i

i

y k x k y k k K

y k y k y k k K

ρ

ρ

+ +

+

= + − =

= + − = −
 (11) 
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The necessary initial conditions for (11) are: 

 ( ) ( ) ( ) ( ) ( )( )
0

1

2
1

1 , 2
1

K
k i

i
k i

z
y z x k y K y K x K

z
−+ +

=
= = − −

−  (12) 

where K0 a small positive integer [9]. Equations (11) and (12) are repeated for i=1,2, 
which correspond to the two roots 1 2,ρ ρ  of the denominator of (10).  

 

Causal filter
Anti-causal 

filter
x (k) y(s)

y+ (k)

 

Fig. 1. The implementation of the implicit derivative as an IIR filter, decomposed into a cas-
cade of a causal (forward) and an anticausal (inverse) filters  

The application of image partial derivatives takes place in a straightforward man-
ner, applying the one-dimensional derivative approximation along image lines and 

subsequently along columns.  For instance, in order to calculate the quantity 
3

2

I

x y

∂
∂ ∂

 

(image 2nd partial derivative along rows and 1st partial derivative along columns), we 
apply the one-dimensional calculation of first order derivative along each image line 
and subsequently the result is used as input column-wise into the 1-D approximation 
of the second order derivative. 

 

 

(a) (b) 

Fig. 2. Magnitude of Frequency response of the 1st and 2nd order central derivatives and com-
pact derivatives (the order of accuracy for the later is also provided) 
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Fig. 3. The gradient along columns and lines of the well-known cameraman image, using the 
implicit (order of accuracy=8) and the centered (7-point) filters 

3 Experimental Results 

The frequency response of the central derivatives with 3 (Sobel), 5, 7, 9 and 11 points 
(equivalently n=2, 3, 4 and 5 in (4)) is show in Fig. 2(a). In the same Figure, the frequen-
cy response of the compact derivative with order of accuracy equal to 6, 8 and 10 (equi-
valently 5, 5 and 7-point stencil) is also shown. It is clear that the central difference (FIR) 
derivatives follow closer the ideal differentiator as the number of points in the finite 
length mask increases. The compact derivatives exhibit better spectral properties than the 
central ones. The same results are shown for the 2nd order derivative in Fig. 2b. It can 
also be observed that the compact (IIR) derivative filter follows more accurately the fre-
quency response of the ideal differentiator of the first and second order, compared to the 
centered (FIR) filters. The FIR convolution masks as well as the IIR derivative filters 
were evaluated for the tasks of edge detection and corner points extraction using the Har-
ris detector [1]. Initial results, assessed visually, were obtained using various images from 
[http://www.imageprocessingplace.com/DIP-3E/dip3e_book_images_downloads.htm] 
and from routine clinical computer tomography (CT) studies.  
 

 

 
 
Fig. 4. The results of corner detection in a typical gray scale photograph and in a transverse CT 
of the abdomen, using the implicit derivative mask with order of accuracy=10 (1st raw), the 7-
point FIR derivative mask generated by the proposed algorithm (2nd raw) and the 7-point deriv-
ative proposed in [12] (3rd raw) 
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Fig. 4. (Continued.) 

In Fig. 3 the first order differentiator filters (first row: implicit with 8th order of ac-
curacy, second row: 7-point centered) are applied for gradient calculation for the well-
known cameraman image. Figure 4 shows the result of the application of the Harris 
corner detection [1], on two different gray scale images: a photograph of a building 
(routinely used for algorithm evaluation) and a typical clinical transverse slice of a CT 
abdomen study. The Harris corner detection is a simple and popular method for dis-
covering salient points in images. Salient points are very useful for performing image-
based robot localization, image spatial registration, scene recognition etc. The Harris 
corner detection is based on the image Hessian matrix, whose 1st and 2nd order deriva-
tives are calculated using the implicit derivative mask with order of accuracy=8 (1st 
raw), the 7-point FIR derivative mask generated by the proposed algorithm (2nd raw) 
and the 7-point derivative proposed in [12] (3rd raw). The source code provided in 
[11] is used for the Harris detector. As it can be observed, the detector using the IIR-
based implicit derivative is significantly more sensitive to detecting corners in images 
than the 7-point FIR differentiator generated by (7), whereas the detector based on the 
7-point differentiator [12] is the least sensitive. 
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4 Discussion and Conclusions 

As shown in the previous section (Fig. 4), the sensitivity of the corner detector is in-
creased when using the IIR differentiation filter, compared with the centered differ-
ences (FIR) filter. The number of arithmetic operations per sample for the centered 
derivative filters of even and odd order is 2(n+1) and 2n+1 respectively, where n is 
defined as in Theorem 1 and 2 (the symmetry of the masks has been taken into con-
sideration). The computational complexity of the implicit derivatives is decomposed 
into the cost of the left hand side (implicit part) and the right hand side (explicit linear 
convolution) of (8) and (9). The former is 2 arithmetic operations for the forward and 
2 for the inverse filtering for each root of the denominator (pole) in (10) with magni-
tude less than 1, for each image pixel (for each image dimension). By observing the 
number of poles of (10) as a function of the accuracy order, Table 3 can be con-
structed. Thus, the arithmetic complexity of O(8N) achieved by the proposed IIR 
algorithm is superior to the O(10N) achieved by the Gaussian elimination of the  
penta-diagonal matrix, with N denoting the number of pixels.  

Furthermore, the 1st order compact (implicit) derivative filter with 6th order of ac-
curacy with computational complexity of O(9N), exhibits significantly better spectral 
properties than the 11-point FIR differentiator with O(11N), as depicted in Fig. 2(a). 
The 2nd order implicit differentiator with order of accuracy equal to 6 with O(10N) 
exhibits marginally better spectral properties, compared to 11-point centered filter 
with O(12N). Finally, it has to be reminded that the IIR differentiation filters cannot 
be used in real-time signal processing, due to their non-causal component. 

Table 3. Number of arithmetic operations for implicit derivatives, as a function of N 

 1st order Derivative 
with order of accuracy 

2nd order Derivative with 
order of accuracy 

 6 8 10 4 6 8 10 
Left side of (8) and (9) 4N 8N 8N 0 4N 8N 8N 

Right side of (8) 5N 5N 7N N/A 
Right side of (9)  N/A 6N 6N 8N 8N 

Total 9N 13N 15N 6N 10N 16N 16N 

Appendix 

We will present the proof for the odd-order derivatives. The proof for the even-order 
is in total analogy. 

Proof of Theorem 1 

Using the Taylor's Theorem with an integral form of remainder we get 

( )
( ) ( ) ( )

2

2
1 !

jjn

n
j

t f x
f x t R t
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+ = +  
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We apply the previous relation 2n times for t=kh, k=±1, ±2, ...,±n. Then for any 
real constants c1, ..., cn we get 

( ) ( )( )
( ) ( )

( ) ( ) ( )( )
2 12 1

2 1
2 2

1 1 1 1

1 1

2 2 1 ! 2

jjn n n n
j

k k k n n
k j k k

h f x
c f x kh f x kh c k c R kh R kh

j

−−
−

= = = =

+ − − = + − −
−     

If we choose cn=-1 and find ck for k=1,2,...,n-1 by solving the following system of 

linear equations, 2 1 2 1

1

, 1, 2,..., ,
n

i j
k

k

c k n j n i j− −

=

= = ≠ , we obtain the required result. 
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Abstract. Breast Cancer is a disease that is prevalent in many countries. Com-
puter-Aided detection (CAD) systems have been developed to assist radiolo-
gists in detecting breast cancer. This paper discusses an algorithm for architec-
tural distortion (AD) detection with a better sensitivity than the current CAD 
systems. 

19 images containing ADs were preprocessed with a median filter and Gabor 
filters to extract texture information. AD probability maps were generated using 
a maximum amplitude map and histogram analysis on the orientation map of 
the Gabor filter response.  AD maps were analyzed to select ROIs as potential 
AD sites. 

AD map analysis yielded a sensitivity of 79% (15 out of 19 cases of AD 
were detected) with a false positive per image (FPI) of 18. Future work involves 
the development of a second stage in the algorithm to reduce the FPI value and 
application of the algorithm to a different set of database images. 

Keywords: Breast Cancer, Architectural Distortion, Gabor Filters. 

1 Introduction 

Breast cancer is a disease that is prevalent in many countries. In the United States of 
America, breast cancer is the most common type of cancer, side from skin cancer. The 
American Cancer Society estimates that there will be 234, 580 new cases of breast 
cancer (232,340 female, 2,240 male) and that 40,030 people (39,620 female, 410 
male) will die from breast cancer in 2013 [1]. In the United Kingdom, it is estimated 
that there were 49,961 new cases (49,564 female, 397 male) of breast cancer, and 11, 
633 deaths (11,556 female, 77 male) related to breast cancer in 2010 [2].  In some 
countries, the statistics for breast cancer is unreliable. 

The current gold standard for detecting breast cancer is screening mammography, 
which is X-ray imaging of the breast. Mammography can often detects breast cancer 
at an early stage, when treatment is more effective and a cure is more likely, especial-
ly for women over 50 years. This reduces the mortality rate of the disease. Numerous 
studies have shown that early detection with mammography saves lives and increases 
treatment options [1, 3-4]. In mammography, two types of X-ray images are usually 
obtained: the Mediolateral Oblique (MLO) view, which is a sideways view of the 
breast, and the Craniocaudal view (CC), which is a top to bottom view of the breast. 
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Radiologists search each image for signs of lesions and abnormalities that may 
represent breast cancer. Typically, they search for masses, calcifications and architec-
tural distortions. Breast lesions are described and reported according to the Breast 
Imaging Reporting and Data System (BIRADS ™), which is a terminology developed 
by the American College of Radiology (ACR), for the description of mammographic 
lesions [5]. A mass is defined as a space-occupying lesion seen in at least two differ-
ent projections. Calcifications are calcium deposits in the breasts that show up as 
white, bright spots in mammograms. Architectural distortions (AD) are abnormal 
breast lesions in which the breast parenchyma is distorted with no visible mass. The 
distortion includes spiculations radiating from a point, and focal retraction or distor-
tion of the edge of the parenchyma [5]. 

Breast cancer detection using mammograms is far from perfect. It is estimated that 
radiologists fail to detect about 10-30% of breast cancers [6-8]. Computer-Aided De-
tection (CAD) systems has been developed to enable radiologists detect lesions that 
may be indicative of cancer.  These systems serve as support to the radiologist and 
are not used by themselves as a breast cancer detection tool.  Commercial CAD sys-
tems accurately identified 90% cases of masses and microcalcifications [9, 10]. How-
ever, the sensitivity for AD is low.  The R2 Image Checker system successfully iden-
tified 49% cases containing ADs with 0.7 false positives per image. The CADx 
Second Look system [9] successfully detected 33% cases of ADs with 1.27 false posi-
tives per image [11]. 

There is need to improve the detection of ADs in CAD systems. The goal of this 
work is to develop an algorithm that can detect ADs with higher sensitivity than the 
currently existing CAD systems. Details of the algorithm are presented in the methods 
section. The results of the algorithm are shown in the results section. Analysis of the 
performance of the algorithm is provided in the discussion section. Future improve-
ments to the algorithm are highlighted in the conclusion section. 

2 Materials and Methods 

2.1 Materials 

All of the images used in this study were obtained from the Mammographic Image 
Analysis Society (MIAS) Digital Mammogram Database [12]. All the images were 
digitized at 50 micron pixel edge. The sizes of all images were 1024 by 1024 pixels. 
There were a total of 19 images containing ADs. The pixel coordinates of the AD 
sites, the pathology of the AD, and the nature of the background breast tissue are also 
provided. Image views were both MLO and CC views of the breast. These 19 images 
were used in this pilot study. Figure 1 shows a MIAS image with a circle marking the 
site of the AD. The ground truth provided by the database was used in determining 
the effectiveness of the algorithm.  
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                    (a)                   (b)                   (c) 

Fig. 1. (a) Original MIAS image (b) Ground truth: Original image with a boundary containing 
AD overlaid. (b) Enlarged ground truth image. 

2.2 Methods 

Most of the reported automated detection of AD in literature consists of several steps. 
There may be some preprocessing to remove noise from the mammograms and to 
select the breast region within the mammogram. The next stage involves the extrac-
tion of the texture orientation (line structures oriented at different angles within the 
image). The texture orientation is then analyzed to produce regions of interest (ROI) 
which are potential AD sites. Estimation of the characteristic features of ADs are then 
used to narrow down the number of potential AD sites, thereby reducing the number 
of false positives in automated detection. The methodology employed in this work 
consists of four major steps: preprocessing, Gabor filtering to extract texture informa-
tion, generation of AD maps, and finally, analysis of AD maps to select ROIs. The 
flow chart for the algorithm is given in Figure 2. 

2.2.1 Image Preprocessing 
The images were filtered with a median filter to reduce the noise in the image. No 
region growing methods were employed to segment the breast region from the back-
ground. 

 
 
 
 
 
 

 
 

Fig. 2. Flow Chart for AD probability map algorithm 
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2.2.2 Gabor Filtering 
There are many different techniques employed to extract the texture orientation from 
an image. The method used in this study is the Gabor Filters. The Gabor filter is a 
sinusoidally modulated Gaussian function. Mathematically, a 2D Gabor function g, is 
the product of a 2D Gaussian and a complex exponential function. The general ex-
pression is given by: 

 

gθ,λ,σ1,σ2 (x, y) = exp −1/2{x y}M {x y}T exp{jπ (x cosθ + y sinθ) (1) 
                         λ   
 

where M = diag(,σ1
-2,σ2 

−2). The parameter θ represents the orientation, λ is the wave-
length, and σ1 and σ2 represent scale at orthogonal directions. When the Gaussian part 
is symmetric, we obtain the isotropic Gabor function: 

 

    gθ,λ,σ(x, y) = exp{−x2 + y2/2σ2 ) exp { jπ (x cosθ + y sinθ)  (2) 
             λ 


A bank of Gabor filters was applied to the images. The angle of orientation in the 
bank of filters was varied from θ ϵ [−π/2;π/2], the frequency of sinusoidal function 
was set to f = 0.022, and the variance S was set to 0.05. These parameters were chosen 
experimentally. A total of 19 Gabor filters were applied to the images. 

2.2.3 AD Map Generation 
Two maps were created from the output of the Gabor filtration: a maximum amplitude 
map A(x, y) and a dominant orientation map O(x,y). The maximum amplitude for 
each point (x,y) in the responses to the Gabor filters was extracted to form the ampli-
tude map A(x,y). The angle of orientation of the maximum amplitude was considered 
to be the dominant angle and was used in creating the orientation map O(x,y).  Both 
maps are used to create the final Architectural Distortion map AD(x,y). 

To create the AD map, histogram analysis was performed on O(x,y). Both the am-
plitude and the orientation map were divided into blocks of 16 by 16 pixels. The max-
imum amplitude for each block was obtained from A(x,y). Histogram analysis was 
performed on each block of O(x,y).  It is expected that blocks containing ADs should 
show several dominant peaks (corresponding to dominant orientation angles), while 
blocks of normal tissue should only have one dominant peak. Therefore, in the histo-
gram analysis an experimentally determined threshold T1 was set to determine if a 
peak is dominant or not. If a peak was within a certain percentage of the maximum 
orientation angle, it was classified as a dominant orientation angle. 

The AD map was created by multiplying the maximum grayscale amplitude in 
block with the number of dominant angles and then dividing by a characteristic num-
ber N. The characteristic number was established experimentally. Mathematically, 

ADi = Dni * Amax     (3) 
     N 

 

Where i is the index number of the block, Dn is the number of dominant angles in 
block i, Amax is the maximum grayscale amplitude in block i, and N is the characteris-
tic number. AD is a value that quantifies the probability of the presence of AD in 
block i [13].  



332 O. Ejofodomi et al. 

2.2.4 AD Map Analysis 
In the final stage, the AD maps were analyzed. The blocks with the highest AD values 
were selected as regions of interest (ROI). The image containing ROIs was then  
compared with the ground truth mammogram. A true positive (TP) was recorded when a 
ROI was within the region identified as AD by the ground truth. A false positive (FP) 
was recorded when a ROI was not within the region identified as AD by the ground truth. 

3 Result 

Our data consisted of the 19 images identified with AD in the MIAS database.  
Table 1 shows the number of true positives (TP) and false positives (FP) identified in 
each image. Images in which ADs were unidentified have 0 TPs. In one case (Image 
18) the AD has been marked twice (2 TPs). We achieved a sensitivity of 78.9% (15 
cases of AD were detected) with a false positive per image (FPI) of 18.4 (see Table 
2).  10 out of 19 ADs were classified as malignant, while 9 was classified as benign 
AD in the ground truth data. Of the 10 malignant ADs, the AD Map analysis correctly 
identified 80% (8 out of 10) malignant ADs, and 78% (7 out of 9) of benign ADs. The 
total number of ROIs obtained was 291, of which 16 ROIs positively identified AD. 
The results of the AD Map analysis algorithm are compared with two commercial 
CAD systems in Table 2. The sensitivity for the AD Map analysis algorithm is much 
higher than that of the commercial CAD systems. However, the FPI is also relatively 
high. Most AD detection algorithms employ two stages: Identification of ROIs in the 
first stage and reduction of the number of FPs in the second stage [13, 14]. The AD 
map analysis algorithm is currently a one stage detection algorithm. A second stage 
would need to be included to reduce the FPI to a more reasonable number.  

Table 1. True Positives (TP) and False Positives (FP) identified in Images  

Image No. No. of True Positives (TP) No. of False positives (FP) 
1 1 41
2 1 5
3 1 5
4 1 10
5 1 17
6 0 >> 41
7 1 10
8 1 17
9 1 40
10 1 40
11 1 33
12 1 13
13 1 19
14 0 >> 41
15 0 >> 41
16 1 11
17 0 >>41
18 2 7
19 1 7
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Table 2. Comparison of AD Map Analysis Algorithm to Commercial CAD systems 

 AD Map Analysis Image Checker 
R2 

CADx Second 
Look 

Sensitivity (%) 79 38 21 
No of Images 19 45 45 
FPI 18 0.7 1.27 
% of malignant ADs 
detected 

80% - - 

% of benign ADs 
detected 

70% - - 

Total No of ROIs  291 - - 
Total No of ROIs with 
AD 

16 - - 

 

     
             (a)                         (b)                           (c)       

 
           (d)                  (e)               (f)                (g) 

Fig. 3. AD Detection Algorithm. (a) Original MIAS image (b) Preprocessed Image (c) Maxi-
mum Amplitude Map A(x,y) (d) Orientation Map O(x,y) (e) AD map (f) ROIs with highest AD 
values (g) AD detection results overlaid over original image. 

Figure 3 shows the outputs of the algorithm for one of the 19 cases. The original 
image from the MIAS database is shown in Figure 3a. The median filtered image is 
shown in Figure 3b.The maximum amplitude map A(x,y) obtained after Gabor filter-
ing is shown in Figure 3c. The histogram of the orientation map O(x,y) is shown in  
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Figure 3d. The generated AD map is shown in Figure 3e. The selected ROI from the 
AD map analysis is shown in Figure 3f. Finally, the selected ROIs overlaid over the 
original image is shown in Figure 3f. The ground truth is also labeled in Figure 3f. In 
this particular case, one of the ROIs is located within the region identified as AD by 
the ground truth. 

4 Discussion 

The sensitivity of the Gabor filtered probability map algorithm is far greater than that 
of the two commercial CAD systems shown in Table 2. The high number of FPI can 
be attributed to several factors. First as was duly noted, no segmentation to separate 
the breast region was performed on the images in the preprocessing step. Non-
identification of the breast boundary (skin-air) caused the algorithm to flag ROIs out-
side of the breast region. This influenced the number of FPI in each image.  The 
boundary between breast and film showed up consistently as a bright vertical line in 
the AD maps (see Figure 3e). This had to be excluded in the AD map analysis. Se-
condly, the pectoral muscle in the MLO view shows up as a bright white region. Since 
the algorithm relies on the fact that AD sites possess maximum grayscale values, the 
pectoral muscle region is often flagged as a ROI even when AD is not present. Third-
ly, images in the MIAS database contain labels identifying the image as either an 
MLO view or CC view (see Figure 1a). These labels were imprinted on the films at 
different locations and so the algorithm did not remove them in the preprocessing 
step. These also contributed to the high FPI.   

There are several things that can be done to improve the AD probability map algo-
rithm. Most importantly, a second stage needs to be incorporated into the algorithm to 
reduce the number of FPI. This can be accomplished by filtering and thresholding in 
the Radon Domain, feature extraction and classification of ROIs [12, 13]. The number 
of filters in the Gabor banks can be increased to include more orientation angles.  
A breast segmentation algorithm can also be implemented in the preprocessing stage 
to extract the breast region from the surrounding to reduce the FPI due to the labels 
and the breast-film boundary. Finally, it should be noted that the algorithm has been 
applied to a single dataset from the MIAS database. The results could vary if applied 
to a different set of images. 

5 Conclusion 

We have developed an algorithm to detect ADs in mammograms. The Gabor filtered 
probability map algorithm has a sensitivity of 79% and an FPI of 18, more than two 
times that of commercial CAD systems. Future work involves the development of a 
second stage in the algorithm to reduce the FPI value and application of the algorithm 
to a different set of database images. 
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Information Technologies in Biomedicine. AISC, vol. 69, pp. 73–84. Springer, Heidelberg 
(2010) 



 

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 336–347, 2013. 
© IFIP International Federation for Information Processing 2013 

Breast Cancer Detection in Mammogram Medical Images 
with Data Mining Techniques 

Konstantinos Kontos and Manolis Maragoudakis 

University of the Aegean,  
Department of Information and Communication Systems Engineering, 

Samos, Greece 
{icsdm11027,mmarag}@aegean.gr 

Abstract. A domain of interest for data mining applications is the study of 
biomedical data which, in combination with the field of image processing,  
provide thorough analysis in order to discover hidden patterns or behavior.  
Towards this direction, the present paper deals with the detection of breast  
cancer within digital mammography images. Identification of breast cancer 
poses several challenges to traditional data mining applications, particularly due 
to the high dimensionality and class imbalance of training data. In the current 
approach, genetic algorithms are utilized in an attempt to reduce the feature set 
to the informative ones and class imbalance issues were also dealt by incorpo-
rating a hybrid boosting and genetic sub-sampling approach. As regards to  
the feature extraction approach, the idea of trainable segmentation is borrowed, 
using Decision Trees as the base learner. Results show that the best precision 
and recall rates are achieved by using a combination of Adaboost and k-Nearest 
Neighbor. 

Keywords: Image Processing, Trainable Segmentation, Data Mining, Genetic 
Algorithms. 

1 Introduction 

The term breast cancer refers to the development of malignant tumor in the breast. It is 
one of the most common cancers worldwide and accounts for 22.9% of all cancers 
(excluding non-melanoma skin cancers) in women. Caused by uncontrolled prolifera-
tion of pathological cells, breast cancer results in the formation of malignant tumor [1]. 
Pathological cells have the potential of spreading to adjacent tissues in hostile conse-
quences for the entire organization. Conversely, the incidence of the disease in males is 
real but very small. Unfortunately, little are known about the causes of breast cancer, 
despite the fact that researchers have identified several risk factors, such as age, heredi-
ty, disorders of menstruation, alcohol consumption, obesity, smoking, contraceptive 
pills, history of cancer, exposure to radiation and sedentary life. A very important me-
thod of detecting breast cancer is mammography. The goal of mammography is the 
early detection of breast cancer, typically through detection of characteristic masses 
and/or microcalcifications. It can be done either by the classical method of radiography 
or digital mammography. In any case, the doctor's opinion is necessary, based on the 
findings, so if the results of mammography indicate a tumor further tests must be done. 
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Based on the outcome of this method, this paper proposes a classification system for 
identifying segments of cancer cells from mammography images in order to assist 
professional radiologists and gynecologists in their diagnosis. Emphasis has been given 
to the feature extraction process, in which we borrow the idea of [2] and apply a train-
able image segmentation process. Since breast cancer cases are much rarer than healthy 
ones, it is evident that the classification problem will face a large imbalance between 
the two classes. In the discussed domain, the percentage of the positive class (i.e. tu-
mor) is only 2.6%, therefore, traditional classification approaches are very likely to fail 
towards producing a robust model, able to generalize well for future, unseen cases.  

Apart from the class imbalance problem, there is also a large number of input fea-
tures, obtained from the feature extraction phase. Since not all of them are actually 
informative for the class separation process, a feature selection approach is followed, 
using Genetic Algorithms and a performance metric as fitness function. Boosting is 
also used together with a deterministic filter in order to eliminate noisy and redundant 
instances from the majority class. Experimental results support our claim that feature 
selection and sub-sampling using Genetic Algorithms and boosting are able to result 
in a robust and accurate breast cancer identification system, providing classification 
outcomes in terms of precision and recall that are within the current State-of-the-Art.  

The structure of the article is as follows: in Section 2, previous work is described in 
order to obtain a general perspective of the task at hand. In Section 3, the pre-
processing phase is analyzed, with emphasis given to the segmentation and feature 
extraction steps. In Section 4, a theoretical background of Genetic Algorithms, Ada-
boost and k-NN is provided. In Section 5, the detailed description of the proposed 
approach is contained, along with the experimental results. Finally, in section 6, the 
conclusions are presented, followed by the acknowledgements. 

2 Previous Work 

Throughout recent years, there have been several studies the field of data mining in 
oncology: 

• The work of [3] presented a model that was designed to automatically detect breast 
cancer through a Bayesian network. In this article, the number of dataset instances 
(taken from Wisconsin breast cancer database)1 was decreased, in order to improve 
results. For the reduction of the dataset, the technique of feature ranking was ap-
plied, thus, features that were not important were eliminated. The correct classifi-
cation rate that achieved by using Bayesian networks was 98.15%. Although the 
performance is quite good, the system has some evident weaknesses. At first, the 
large amount of preprocessing steps along with the inherent slow learning rate of 
Bayesian networks result in a fairly slow process. Moreover, the dataset is not au-
tomatically extracted from mammogram photos but used the Wisconsin breast can-
cer database. This fact can cause variations in system performance, if the attributes 
of mammogram photos that has to be tested, are quite different from the Wisconsin 
dataset. In other words, this technique cannot be used in photos with different 
attributes from the database of Wisconsin. 

                                                           
1 http://orange.biolab.si/doc/datasets/breast-cancer-wisconsin-cont.htm 
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• The article presented by Rani [4] dealt with the creation of a system that automati-
cally detects breast cancer with neural networks, executed in a parallel manner. The 
experimental results showed that the best accuracy of the model is 92% in a multi-
layer neural network, with 300 training samples and 50 test samples. As we shall 
see in later paragraphs, this outcome is far lower than that of our proposed work. 

• The paper of Pin Wei and Ming Der [5], presented three different algorithms for 
detecting breast cancer and essentially highlights the fact that the genetic algorithm 
can provide better results than other techniques. The accuracy of the proposed al-
gorithms was achieved by the method of 10-fold cross validation. The first algo-
rithm is a variation of decision trees. The average correct classification rate is 
94.35%. Regarding the neural network algorithm, its performance is slightly higher 
than that of decision trees, in the range of 95.02%. In contrast to these two algo-
rithms, the genetic algorithm that applied in the present paper provides not only 
better results but also a thorough analysis of class-imbalance and feature selection 
process. Additionally, another drawback of this approach is that dataset is not au-
tomatically extracted from mammogram photos but used the Wisconsin breast can-
cer database, as in the paper of [3]. As denoted above, this fact can cause variations 
in system performance, if the attributes of mammogram photos that has to be 
tested, are quite different from the Wisconsin dataset. 

A general deduction from the above studies is that performance should not be meas-
ured as the total number of correct predictions. While in many classification tasks this 
may seem reasonable, for the task at hand, where examples of the healthy class over-
whelm the examples of the cancer class, this performance metric is not informative 
since one can obtain good performance simply by favoring the majority class. 

3 Data Pre-processing 

In order to perform identification of breast cancer, a set of 45 mammography images 
was kindly provided by a private diagnostic center, upon having manually annotated 
malignant tumors by a specialist. Images were cleaned in order to remove handwritten 
codes that were found within (e.g. type of the chest, image code, etc.). Since these 
types of annotations varied in size and position, an automated filtering approach was 
adopted, which operated as follows: initially, a Gaussian blur filter was applied to 
ensure that spurious high-frequency information does not appear again and smooth 
the image. The Statistical Region Merging (SMR) algorithm [6] was then used to 
extract segments within the image. After several experiment with various bin sizes, a 
small set of the resulted segments was labeled as those that contained the handwritten 
annotations and a decision tree learner (using Information Gain as splitting criterion) 
was used in order to classify the rest of the segments for all of the remaining training 
images. Segments that were labeled as containing the handwritten annotations were 
eliminated (masked as black to be more precise) and the remaining segments were 
merged together so that a clean image was produced. Fig. 1 depicts a sample of an 
original and a cleaned image. It is noteworthy to mention that the SMR algorithm 
together with the Decision Tree classifier achieved 100% accuracy, meaning that in 
all of the input images, the area with the annotations was successfully identified and 
eliminated without any human interference. In the next sub-sections, a detailed analy-
sis of the image segmentation and feature extraction methodologies is provided. 
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Fig. 1. An example of the cleaning process, using statistical region merging for segmentation 
and decision trees for identifying segments that contained manual annotations 

3.1 Image Segmentation 

As described in the introductory section, upon cleaning of the images, a segmentation 
step was carried out, by using trainable segmentation with low-level features, an ap-
proach initially inspired by [2].  

 
Fig. 2. The main context of trainable segmentation 
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The exact procedure contains the following steps: 

• Histograms of all images were equalized in order to diminish variation in intensity 
between layers. 

• Points from both classes (healthy and tumor) were selected, giving importance to 
doubtful areas where healthy tissue is resembling problematic cases and vice-versa 
(Fig. 3).  

 

Fig. 3. Selection of training points. Green points denote healthy and red points denote tumor tissues. 

• Extract features from each selected by applying several transformations in a multi-
layered fashion (see Fig. 2). The majority of the aforementioned filters use the val-
ue of each local pixel and also the values of surrounding pixels in order to be com-
puted. Thus, by using a variety of transformations, it is possible to extract a more 
complex perspective about each image area. In our case, we applied Gaussian blur 
filters with σ varying from 2 to 16, image convolution transform using the north 
shadow kernel, a Gabor filter using a radius of 4 and wavelength equal to 8, a Rank 
filter with type set to mean and radius to 4 and finally a noise reduction filter. All 
of the considered transforms were obtained from the ImageMining extension2 of 
RapidMiner®3 and their exact description is beyond the scope of this article. For a 
detailed explanation of them, please refer to [2]. 

• Train the segmentation algorithm using Decision Trees with Gain Ratio as splitting 
criterion. 

                                                           
2 http://splab.cz/en/research/data-mining/articles 
3 http://www.rapid-i.com 
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3.2 Feature Extraction 

The completion of the former phase resulted in creating segments from each training 
image. Segments were manually evaluated using a hand-labeled set of ground-truth 
segmentations. The measure of comparison was the Rand index, which is commonly 
used in statistics Segment-level features were considered based on color and shape. 
The following table tabulates the parameters obtained from each Region of Interest 
(ROI). Furthermore, an additional set of 64 features was also extracted by calculating 
the histogram of each segment. Therefore, the total number of extracted features was 
64+18=82. The final datasets, upon segmentation and feature extraction contained 
about 35.000 examples, 920 of them (an analogy of 2.6%) belonging to the tumor 
class and the rest belonging to the healthy class, with 82 attributes. It is clear that the 
presented dataset poses significant challenges to traditional classification algorithms, 
due to the class imbalance issues and also due to the large (however not huge) number 
of input attributes. The proposed methodology uses Genetic algorithms to deal with 
feature selection. 

Table 1. Segment-Based Features 

 

Name Comments 

Mean The average gray value in the image.  

Kurtosis The fourth order moment about the mean. 

Skewness The third order moment about the mean. 

Standard deviation Standard deviation of the gray values used to gener-
ate the mean gray value. 

Min/max gray value  

Area Area of ROI in pixels. 

Area fraction The percentage of non-zero pixels. 

Center of mass the brightness-weighted average of the x and y coor-
dinates of all pixels in the image. 

Centroid of ROI  

Major/Minor Axis Length of major/minor axis of fitted ellipse. 

Angle Angle in degrees of fitted ellipse. 

Perimeter The length of the outside boundary of the selection. 

Feret /Projected Area 
diameter 

 

Circularity 4pi(area/perimeter^2). 

Eccentricity  
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4 Theoretical Background 

4.1 Genetic Algorithms 

The basic idea behind Genetic Algorithms (GA) is the imitation of the mechanisms of 
nature. The basic idea behind Genetic Algorithms (GA) is the imitation of the me-
chanisms of nature. Take, for example, hares and how they reproduce and evolve 
from generation to generation. Suppose we begin to observe a certain population of 
hares. Naturally, some of them will be faster and glibber than others. These faster and 
smarter hares are less likely to be the meal of a fox and so by the time they manage to 
survive, will deal with reproduction of their kind. Of course, there will be a small 
number of slow and less glib hares, who will manage to survive just because they 
were lucky. All these hares that have managed to survive, will begin production of the 
next generation, a generation that combines all the features of its members, combined 
in various ways to each other. So, slow hares will mixed with some fast, some fast 
with other fast, and some glib hares with less glib and so on. The hare of the next 
generation will be, on average, faster and smarter than their ancestors since from the 
previous generation survived more quick and clever hares. Fortunately, for the preser-
vation of the natural balance, foxes replaced in the same replication process, other-
wise the hares will become too fast and smart to be caught. By analogy with living 
creatures, referred to persons or genotype in a population. Very often these persons 
also called chromosomes. This can lead to some wrong conclusions if a parallel with 
the natural organisms, where each cell of any specific type containing a specified 
number of chromosomes (human cells, for example containing 46 chromosomes). In 
GA almost always refer to individuals with a single chromosome. The chromosomes 
that are composed of different elements called genes and are arranged in linear se-
quence. Each gene affects the inheritance of one or more characteristics. Genes affect-
ing specific features of the individual person and in specific positions of a chromo-
some called places (loci). Each feature of the individual (such as the hair color) has 
the ability to display in various forms, depending on the situation in which the corres-
ponding gene that affects. These different situations that can get the gene, called al-
leles (attribute values). Each genotype (which in most cases is only one chromosome) 
represents a possible solution to a problem. The translated content of a given chromo-
some is called phenotype and specified by the user, depending on their needs and 
requirements. A development process applied on a population of chromosomes 
represents an extensive search in a space of possible solutions. A prerequisite for the 
successful outcome of such balancing is groping two processes are obviously contra-
dictory, exploitation and conservation of the best solutions and the best possible ex-
ploration of the whole space. 

A GA searches in many directions by maintaining a population of potential solu-
tions and by supporting recording and exchanging information between these orienta-
tions. The population undergoes a simulated genetic evolution. In each generation, 
relatively "good" solutions reproduce, while relatively "bad" removed. The separation 
and evaluation of different solutions achieved by means of a fitness function), which 
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plays the role of the environment in which the population evolves [7]. A GA for a 
given problem should be composed of the following steps: 

1. Generate an initial population consisting of population_size individuals. Each 
attribute is switched on with probability p_initialize. 

2. For all individuals in the population  

─ Perform mutation, i.e. set used attributes to unused with probability p_mutation 
and vice versa. 

─ Choose two individuals from the population and perform crossover with proba-
bility p_crossover. The type of crossover can be selected by crossover_type. 

3. Perform selection, map all individuals to sections on a roulette wheel whose size is 
proportional to the individual's fitness and draw population size individuals at ran-
dom according to their probability. 

4. As long as the fitness improves, go to step 2. 

4.2 Adaboost 

Boosting [8], is a Machine Learning iterative process that can adaptively change  
the distribution of selected training examples, focusing on those that are particularly 
difficult to be classified. As mentioned before, for the task at hand, examples of the 
positive class are much less than the negative and thus, traditional learners fail to 
classify them correctly. That is exactly where boosting contributes, i.e. to change the 
weights (increase) of instances that are difficult to be correctly labeled and then favor 
the selection of them on the next iteration using these weights. The most representa-
tive implementation of this process is the Adaboost [9] algorithm. Adaboost creates 
training sets by sampling with replacement, according to a weighting factor W. In-
itially, all instances are equally weighted. In each iteration, a base classifier (also 
called a weak learner) is used for training and testing, and the error rate is calculated 
for each testing instance. Those that are correctly classified lower their weights and 
those that are not increase their weight, so that in the next round, they are more prob-
able to be selected. The final outcome of Adaboost is a majority voting over all weak 
learners trained before. The exact process is mentioned below: 

1. Initialize all weight equally (w=1/N, where N is the number of instances) 
2. Let T be the number of iterations. 
3. For i=1 to T do: 

(a) Create a training set Di by sampling (with replacement) from all available ex-
amples, according to w. 

(b) Train a base classifier Ci on Di.  
(c) Apply Ci to all examples in the original dataset D. 

(d) Calculate the error, ∑  (where  equals to 1 if the prediction is correct and 0 otherwise). 

(e) If εi>0.5 then 
(i) Reset all weights for all Examples. 
(ii) Go back to step 3a. 
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(f) End if 

(g) ln  

(h) Update we

(i) End for 

• Output the prediction as:

4.3 k-Nearest Neighbor
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used. Often, the classification accuracy of "k"-NN can be improved significantly if the 
distance metric is learned with specialized algorithms such as Large Margin Nearest 
Neighbor [12] or Neighborhood Component Analysis [13]. 

5 Methodology and Experimental Results 

As mentioned above, the class imbalance problem was dealt using Adaboost and k-
NN with k=3 as a weak learner. Since Adaboost is sensitive to noisy data, a filtering 
approach was applied though a 2D visual inspection of the training points that re-
sulted in the elimination of more than 15% of the majority class instances. A set of 10 
iterations for Adaboost proved to balance between both complexity and accuracy. In 
order to deal with the feature selection problem, a genetic approach was used to find 
the best subset of input features. The representation of genes was straightforward, in 
the sense that a bit of 0 in the j-th position symbolized the absence of the j-th input 
feature and vice-versa. The f-measure [14] metric was chosen as fitness function, 
since accuracy may always favor the majority class and is not a clear depicter of the 
classification significance. A population size of 15 was used and selection was per-
formed by Boltzman tournament [15]. The maximum number of generations was set 
to 50. Probability of mutation was set to 1/100 and probability of crossover (uniform) 
was set to 0.5. Experiments were carried out using the 10-fold cross validation me-
thod. In the following tables, the performance was measured in terms of precision P 

and recall R (or Sensitivity) for both classes. Precision is given by: , while 

recall equals to: . The first experiment aims at denoting the usefulness of 

the boosting process, which confronts imbalance data effectively. Therefore, in the 
following table, results obtained from a set of basic classifiers, namely, Decision 
Trees, k-NN using k=3 and Naïve Bayes are tabulated.  

Table 2. Precision and Recall metrics for the base classifiers 

 Decision Trees k-NN Naïve Bayes 

 Precision Recall Precision Recall Precision Recall 

Healthy Class 97.68% 98.05% 98.75% 98.4% 99.3% 91.67% 

Tumor Class 71.79% 69.23% 74.87% 78.6% 45.61% 91.97% 

 
As seen by the results, recall and precision for the tumor class are quite low, which 

is not adequate for a robust tumor identification/decision support system. By using the 
proposed boosting strategy, even without the inclusion of the feature selection mod-
ule, results are far better. In order to depict the contribution of the feature selection 
genetic approach, results with and without this module are tabulated in Tables 3 and 4 
respectively:  
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Table 3. Performance of the system using Adaboost and k-NN, without feature selection 

Total Accuracy: 97,32% Precision Recall 

Healthy Class 98.73% 98.38% 

Tumor Class 79.55% 83.28% 

Table 4. Performance of the system using Adaboost and k-NN, with Genetic feature selection 

Total Accuracy: 99,24% Precision Recall 

Healthy Class 99.69% 97.28% 

Tumor Class 99.53% 88.29% 

 
As seen from the above tables, performance is significantly improved in both pre-

cision and recall for the positive class (tumor). The genetic algorithm feature selection 
subsystem results in an increase of 20% in precision and 5% in recall for the minority 
class. The total accuracy reaches 99.24% which is, according to our knowledge, is 
within the current state of the art in the field and slightly better. Nevertheless, results 
need to be compared to a common set of training and testing mammograms in order to 
fully support the previous claim. 

6 Conclusion and Future Work 

One of the best methods of detecting breast cancer is mammography but in some 
cases, radiologists cannot clearly detect tumors despite their experience. Based on the 
utility of this method, this paper proposes a system for detecting cancer that could 
assist medical staff and improve the accuracy of identification of tumor tissues. In the 
current approach, two main problems were faced. The former deals with class imbal-
ance within the training set, which in our case reached a tiny 2.6% of the rare class 
distribution compared to the majority class. The latter deals with a plethora of ex-
tracted input features and the need for a selection scheme over them. Towards the first 
direction, a boosting approach was utilized, along with manual removal of noisy ex-
amples with k-NN learner. For the second issue, a Genetic feature selection method 
was incorporated which led to a significant improvement in precision and recall me-
trics for the minority class, while maintaining high performance scores for the majori-
ty class as well. An accuracy of 99.24% was reached, in a dataset of 45 mammograms 
that generated approximately 11.500 instances. Results were obtained using a 10-fold 
cross validation methodology. In the future, we intend to use a larger mammographic 
database (with more than 100 mammograms) and to extract more features from the 
images. More specifically, features that can be extracted from the images such as 
dilate (increases the size of bright objects) etc., could be of particular interest and 
relevant for classification. The influence and the performance of these new attributes 
will be thoroughly studied. An additional future research direction is the study  
of parameter selection for the K-NN algorithm as well as the choice of the distance 
metric. 
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Abstract. This paper discusses a transductive version of conformal pre-
dictors. This version is computationally inefficient for big test sets, but
it turns out that apparently crude “Bonferroni predictors” are about as
good in their information efficiency and vastly superior in computational
efficiency.
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1 Introduction

The most standard learning problems are inductive: given a training set of
labelled objects, the task is to come up with a predictor with a reasonable
performance on unknown test objects. In typical transductive problems ([7],
Chapter VI, Sections 10–13, [6], Chapter 8) we are given both a training set of
labelled objects and a test set of unlabelled objects; the task is to come up with
a predictor, which may depend on both sets, with a reasonable performance on
the test set. Conformal predictors ([9], Chapter 2) are not transductive in this
sense, although they do have a transductive flavour (see, e.g., [9], pp. 6–7).

The goal of this paper is to introduce a fully transductive version of confor-
mal predictors. The basic definitions are given in Section 2. Section 3 introduces
Bonferroni predictors, a simple and computationally efficient modification of
conformal predictors adapted to the transductive framework. Sections 4 and 5
contain simple theoretical results about transductive conformal predictors and
Bonferroni predictors. Section 6 reports on experimental results. Finally, Sec-
tion 7 concludes.

The expression “transductive conformal predictors” has been used before (see,
e.g., [3]) to refer to what is called “conformal predictors” in [9] and this paper.
This agrees with our terminology, since conformal predictors are a special case
of our transductive conformal predictors corresponding to a test set of size 1.

2 Transductive Conformal Predictors

Let z1 = (x1, y1), . . . , zl = (xl, yl) be a training set and xl+1, . . . , xl+k be a test
set. The test set consists of objects xj ∈ X and the training set consists of

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 348–360, 2013.
c© IFIP International Federation for Information Processing 2013
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labelled objects, or examples, zi = (xi, yi) ∈ Z := X ×Y. The object space X,
label space Y, and example space Z := X ×Y are fixed throughout the paper;
they are assumed to be measurable spaces.

Transductive conformal predictors are determined by their transductive non-
conformity measures, which are defined as follows. A transductive nonconformity
measure is a measurable function A : Z∗ × Z∗ → R such that A(ζ1, ζ2) does not
depend on the ordering of ζ1. (For the specific transductive nonconformity mea-
sures used in this paper A(ζ1, ζ2) will not depend on the ordering of ζ2 either.)
The intuition is that A(ζ1, ζ2) (the transductive nonconformity score) measures
the lack of conformity of the “test set” ζ2 to the “training set” ζ1.

The transductive conformal predictor (TCP) corresponding to A finds the
prediction region for the test set xl+1, . . . , xl+k at a significance level ε ∈ (0, 1)
as follows:

– For each possible set of labels (υ1, . . . , υk) ∈ Yk:

• set yj := υj−l and zj := (xj , yj) for j = l + 1, . . . , l+ k;
• compute the transductive nonconformity scores

αS := A(z{1,...,l+k}\S , zS),

where S ranges over all (l + k)!/l! ordered subsets (s1, . . . , sk) of
{1, . . . , l + k} of size k, zS stands for the sequence (zs1 , . . . , zsk) (when
S = (s1, . . . , sk)), and z{1,...,l+k}\S stands for zB, B being any ordering
of {1, . . . , l + k} \ S′ and S′ being the set of all elements of S (it does
not matter which ordering is chosen, by the definition of a transductive
nonconformity measure);

• compute the p-value

p(υ1, . . . , υk) :=

∣∣{S |αS ≥ α(l+1,...,l+k)}
∣∣

(l + k)!/k!
, (1)

where S ranges, as before, over all (l+k)!/l! ordered subsets of {1, . . . , l+
k} of size k, and |. . .| stands for the size of a set.

– Output the prediction region

Γ ε(z1, . . . , zl, xl+1, . . . , xl+k) :=
{
(υ1, . . . , υk) ∈ Yk |p(υ1, . . . , υk) > ε

}
.
(2)

Smoothed TCPs are defined in the same way except that (1) is replaced by

p(υ1, . . . , υk) :=

∣∣{S |αS > α(l+1,...,l+k)}
∣∣+ θ

∣∣{S |αS = α(l+1,...,l+k)}
∣∣

(l + k)!/k!
,

where θ are random variables distributed uniformly on [0, 1] (no independence
between different sets of postulated labels υ1, . . . , υk is required, but later on
when we consider the online prediction protocol we will assume that θ are inde-
pendent between different trials).
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A nonconformity measure can now be defined as the restriction of a trans-
ductive nonconformity measure to the domain Z∗ × Z (we identify a 1-element
sequence with its only element). Nonconformity measures are well studied and
there are many useful examples of them (see, e.g., [9]).

An interesting class of transductive nonconformity measures can be obtained
from nonconformity measures. Let R be the set of real numbers. A simple non-
conformity aggregator is a function M : R∗ → R that is symmetric and increas-
ing in each argument. (The requirement that M be symmetric, i.e., M(ζ) not
depend on the ordering of ζ, is not necessary but convenient for the following
discussion. The requirement that M be increasing in each argument is not nec-
essary either but very natural.) With each nonconformity measure A and simple
nonconformity aggregator M we can associate the transductive nonconformity
measure

AM ((z1, . . . , zl), (zl+1, . . . , zl+k)) := M(αl+1, . . . , αl+k) ,

where

αj := A((z1, . . . , zl, zl+1, . . . , zj−1, zj+1, . . . , zl+k), zj),

j = l + 1, . . . , l + k . (3)

Our experiments in Section 6 use the Nearest Neighbour nonconformity measure

A
(
((x1, y1), . . . , (xl, yl)), (x, y)

)
:=

mini=1,...,l:yi=y d(x, xi)

mini=1,...,l:yi �=y d(x, xi)
, (4)

where d is a distance, and the max nonconformity aggregator

M(α1, . . . , αk) := max(α1, . . . , αk) . (5)

Remark 1. Alternatively, we could set αj := A((z1, . . . , zl), zj) in (3) (cf. (12)
below), but this would adversely affect the already low computational efficiency
of TCPs in our experiments in Section 6.

Rank-Based Transductive Conformal Predictors

The notion of a simple nonconformity aggregator can be generalized as follows.
A nonconformity aggregator is a function M : R∗×R∗ → R such that M(ζ1, ζ2)
depends neither on the ordering of ζ1 nor on the ordering on ζ2. (The most nat-
ural class of nonconformity aggregators is where M(ζ1, ζ2) is decreasing in every
element of ζ1 and increasing in every element of ζ2, but it is too narrow for our
purposes.) With each nonconformity measure A and nonconformity aggregator
M we associate the transductive nonconformity measure

AM ((z1, . . . , zl), (zl+1, . . . , zl+k)) := M
(
(α1, . . . , αl), (αl+1, . . . , αl+k)

)
where

αi := A((z1, . . . , zi−1, zi+1, . . . , zl, zl+1, . . . , zl+k), zi), i = 1, . . . , l, (6)
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and αl+1, . . . , αl+k are defined by (3). We identify each simple nonconformity
aggregator M with the nonconformity aggregator

M †((α1, . . . , αl), (αl+1, . . . , αl+k)) := M(αl+1, . . . , αl+k) .

For transductive nonconformity measures obtained from nonconformity mea-
sures and nonconformity aggregators, the p-value (1) as function of the noncon-
formity scores αi of individual examples reduces to the well-known notion of a
one-sided permutation test (see, e.g., [1], Section 1.7.E). In classical nonparamet-
ric statistics, the most popular permutation tests are rank tests, and we will give
corresponding definitions in our current context. Let N := {1, 2, . . .}. A (simple)
rank aggregator is a function M : N∗ → N that is symmetric and increasing in
each argument. The corresponding nonconformity aggregator is

M ′((α1, . . . , αl), (αl+1, . . . , αl+k)
)
:= M(Rl+1, . . . , Rl+k) , (7)

where R1, . . . , Rl+k are the ranks of α1, . . . , αl+k, respectively, in the multiset
�α1, . . . , αl+k�. Formally, Ri is defined as

Ri := |{j = 1, . . . , l+ k |αj < αi}|+ 1 .

If there are no ties (i.e., equal elements in �α1, . . . , αl+k�), this is the usual notion
of a rank; in the presence of ties, our definition is somewhat non-standard giving
each tie the smallest of the ranks that it spans. (And this definition causes
a counterintuitive behaviour of the definition (7), where M ′ is not necessarily
increasing in αj , j ∈ {l + 1, . . . , l + k}, even in the case where M is the max
nonconformity aggregator (5).)

The most popular rank aggregator in classical nonparametric statistics is the
ranksum aggregator

M(R1, . . . , Rk) := R1 + · · ·+Rk , (8)

which is used in the Wilcoxon ranksum test (see [11] or [1], Section 1.2). Using
the ranksum aggregator, however, produces very poor results (see Appendix B
of [10] and the right panel of Figure 4) when the efficiency of TCPs is measured
by the number of multiple predictions that they produce, as in this paper (see
Section 6 below).

Notice that the nonconformity aggregator (5) is equivalent (in the sense
of leading to the same TCP) to the rank aggregator M ′(R1, . . . , Rk) :=
max(R1, . . . , Rk). The corresponding TCP will be called the rankmax TCP
(and the TCP corresponding to (8) will be called the ranksum TCP).

It is easy to give an explicit representation of the rankmax TCP. Remember
that the size of the training set is l and the size of the test set is k and suppose
that the value of the rankmax test statistic max(Rl+1, . . . , Rl+k) is t. The prob-
ability that a random subset {s1, . . . , sk} of {1, . . . , l + k} of size k will lead to
a value of the test statistic max(Rs1 , . . . , Rsk) of at least t can be found as 1
minus the probability that a random subset of {1, . . . , l+ k} of size k is covered
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by a fixed subset of {1, . . . , l + k} of size t − 1 (namely, by the set of indices i
with Ri < t). In other words, the p-value is

1−
(
t−1
k

)(
l+k
k

) = 1− (t− 1)! l!

(t− 1− k)! (l + k)!
(9)

(which is understood to be 1 when t ≤ k).

3 Bonferroni Predictors

Unfortunately, transductive conformal predictors are computationally inefficient,
especially if we want to predict many test objects at once: we have to go over all
|Y|k combinations of labels for the test set. (Even if A(ζ1, ζ2) does not depend on
the ordering of ζ2, there are no computational savings unless the test set contains
many identical objects.) We next introduce a family of region predictors based
on the idea of the Bonferroni adjustment of p-values. In brief, a Bonferroni
predictor computes a p-value for each test object separately and then combines
the k p-values into one p-value using the Bonferroni formula

p := min(kp1, . . . , kpk, 1) . (10)

The full description of the Bonferroni predictor (BP) corresponding to a non-
conformity measure A is as follows:

– For each object xj , j ∈ {l + 1, . . . , l + k}, in the test set and each possible
label υ ∈ Y:
• set yj := υ and zj := (xj , yj);
• compute the nonconformity scores

αi := A((z1, . . . , zi−1, zi+1, . . . , zl, zj), zi), i = 1, . . . , l, (11)

αj := A((z1, . . . , zl), zj) ; (12)

• compute the p-value

pj−l(υ) :=
|{i = 1, . . . , l |αi ≥ αj}|+ 1

l + 1
. (13)

– Output the prediction region

Γ ε(z1, . . . , zl, xl+1, . . . , xl+k) :=

l+k∏
j=l+1

{υ |pj−l(υ) > ε/k} , (14)

where ε ∈ (0, 1) is the significance level.

Notice that the prediction region (14) output by the BP can be rewritten in the
form (2) if we define

p(υ1, . . . , υk) := min(kp1(υ1), . . . , kpk(υk), 1) (15)

(cf. (10)).
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It is difficult to compare the rankmax TCP and the corresponding BP the-
oretically, but the following intermediate notion facilitates a comparison. The
semi-Bonferroni predictor (SBP) is defined as follows:

– For each possible set of labels (υ1, . . . , υk) ∈ Yk for the test set:
• set yj := υj−l and zj := (xj , yj) for j = l + 1, . . . , l+ k;
• compute nonconformity scores αi, i = 1, . . . , l + k, by

αi := A((z1, . . . , zi−1, zi+1, . . . , zl+k), zi), i = 1, . . . , l + k (16)

(cf. (6) and (3); the main difference of (16) from (6) and (3) is that (16)
involves the true training examples and test objects whereas (6) and (3)
involve arbitrary subsets of size l and k of the union of the training set
and the test set with postulated labels);

• compute the p-value (13) for each j = l + 1, . . . , l + k and merge these
p-values using (15).

– Output the prediction region (2).

Notice that the SBP becomes identical to the BP when (16) is replaced by
(11) and (12) for j = l+ 1, . . . , l+ k.

The following lemma shows that SBPs are usually weaker than the corre-
sponding rankmax TCPs. (However, in Remark 2 and Section 6 we will see that
the difference can be surprisingly small.)

Lemma 1. Suppose all nonconformity scores (16) are different. The p-value (9)
produced by a rankmax TCP does not exceed the p-value (15) produced by the
corresponding SBP.

Proof. Let t be the value of the rankmax test statistic, as defined at the end of
Section 2. We are required to prove

1−
(
t−1
k

)(
l+k
k

) ≤ k
l + k − t+ 1

l + 1
. (17)

Indeed, the left-hand side of (17) is identical to (9), and the ratio on the right-
hand side of (17) is the smallest of the p-values (13) over j (cf. (15)). The
statement that the ratio on the right-hand side of (17) is the smallest of the p-
values (13) depends on (16) being all different (in fact, it is sufficient to assume
that the maximum in the definition of the rankmax test statistic t is attained on
only one test object). Notice, however, that the right-hand side of (17) is always
an upper bound on the SBP p-value; this fact will be used in our discussions
below.

We will prove a slightly stronger inequality that (17) replacing the denomi-
nator l + 1 by l + k. In principle, t can take any value in {1, . . . , l + k}, but we
can assume, without loss of generality, that t ∈ {k + 1, . . . , l + k}: if t ≤ k, the
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left-hand side of (17) is 1 by definition and the right-hand side is at least 1 (even
when l + 1 is replaced by l+ k). Rewriting (17) (with l + k in place of l+ 1) as

1− (t− 1)(t− 2) · · · (t− k)

k!
(
l+k
k

) ≤ k
l + k − t+ 1

l + k
, (18)

we can assume that t ∈ [k + 1, l+ k]. Since the fraction on the left-hand side of
(18) is a convex function of t (the second derivative is obviously nonnegative)
and for t := k + l (18) holds (it becomes k/(l + k) ≤ k/(l + k)), it suffices to
prove that the derivative in t of the left-hand side of (18) at the point l + k is
equal to or exceeds the derivative of the right-hand side:

−
(Γ (t)/Γ (t− k))′t=l+k

k!
(
l+k
k

) ≥ k
−1
l+ k

,

where Γ is the gamma function, Γ (n) = (n− 1)! for n ∈ N. By the definition of
the digamma function ψ, the last inequality can be rewritten as

Γ (l + k)

Γ (l)

(
ψ(l + k)− ψ(l)

)
≤ k

l + k
k!

(
l + k

k

)
,

which simplifies to

ψ(l + k)− ψ(l) ≤ k

l
.

The well-known expression for ψ at the integer values of its argument (see, e.g.,
http://dlmf.nist.gov/5.4.14) allows us to rewrite the last inequality as

1

l
+

1

l + 1
+ · · ·+ 1

l + k − 1
≤ k

l
,

which is obviously true. ��

Remark 2. The proof of Lemma 1 shows that the inequality (17) is strict when-
ever k > 1 (for k = 1 the two p-values coincide). Three factors contribute to
its being strict: the SBP p-value is larger than the rankmax TCP p-value at
t = l + k; as function of t, the SBP p-value has a steeper (negative) slope at
t = l+ k; besides, to the left of t = l+ k the SBP p-value goes in a straight line
whereas the rankmax TCP p-value veers down. This is illustrated in Figure 1 for
l = 1000 and k = 2 (typical values for our experiments reported in Section 6);
the first two factors, however, are not noticeable.

It is plausible that a BP usually produces somewhat smaller p-values (and,
therefore, somewhat smaller prediction regions) than the corresponding SBP:
the only difference is that, when computing p-values, the SBP uses more test
objects with arbitrarily assigned labels, and this may lead to a greater distortion
of the nonconformity scores.

http://dlmf.nist.gov/5.4.14
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Fig. 1. Left panel: SBP p-values (the solid red line) and rankmax TCP p-values (the
dashed blue line) for l = 1000 and k = 2 as functions of t. Right panel: the lower right
corner of the left panel.

4 Validity

The strongest notion of validity for conformal and related predictors can be
stated in the online mode. Suppose we are given a sequence of positive integer
numbers k1, k2, . . . and the incoming sequence of examples is z1 = (x1, y1), z2 =

(x2, y2), . . .; set ln :=
∑n−1

i=1 ki (in particular, l1 := 0). At trial n = 1, 2, . . . of
the online prediction protocol, Predictor predicts the kn labels yln+1, . . . , yln+kn

given the ln examples z1, . . . , zln and kn objects xln+1, . . . , xln+kn . The predic-
tion is a subset Γn of Ykn . It can be multiple (|Γn| > 1), singleton (|Γn| = 1),
or empty (|Γn| = 0). Predictor makes an error if (yln+1, . . . , yln+kn) /∈ Γn.

In this section we assume either that the sequence of examples z1, z2, . . . is
infinite and the examples are produced independently from the same probability
distribution on Z, or that the sequence of examples is finite, z1, . . . , zN , and
produced from an exchangeable probability distribution on ZN .

The following simple result states the validity of TCPs in the online mode;
its proof is standard (see, e.g., [8] or [9], Section 8.7) and is omitted.

Theorem 1. In the online mode, a smoothed TCP makes errors with probabil-
ity ε (the significance level) independently at different trials.

A suitable version of validity in the absence of smoothing is conservative
validity, i.e., being dominated by a sequence of independent Bernoulli trials with
probability of success equal to the significance level; for details, see [9], p. 21. By
Theorem 1, TCPs are conservatively valid:

Corollary 1. In the online mode, each TCP is conservatively valid.
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Proof. Each TCP is conservatively valid since it can only make an error when
the corresponding smoothed TCP (i.e., the smoothed TCP based on the same
transductive nonconformity measure) makes an error. ��

Lemma 1 suggests that SBPs can be regarded as conservatively valid for
practical purposes, since an SBP can make an error only when the corresponding
rankmax TCP makes an error, unless there are ties among nonconformity scores.
(However, in general, it is not always true that an SBP can make an error only
when the corresponding rankmax TCP makes an error. Consider, e.g., the case
where k = 2 and the nonconformity scores of the two test examples are equal
and exceed the nonconformity scores of all training examples; in this case, the
SBP p-value will be smaller than the rankmax TCP p-value unless l = 1.)

Theorem 2. In the online mode, each BP is conservatively valid.

Proof (sketch). The proof follows the scheme of the proof in Appendix A.1 of [8].
Given the bag �z1, . . . , zln+kn� and under the assumption of exchangeability, the
probability that the BP will make an error at trial n for a given test example
(e.g., for the second example in the test set) is at most ε/kn. Therefore, the
probability that it will make an error for some of the kn test examples is at
most ε. We can increase the indicator function of making an error to obtain
a Bernoulli random variable with probability of success equal to ε (this might
involve extending the probability space). It remains to notice that whether an
error is made at trial n is determined by the bag �z1, . . . , zln� and examples
zln+1, . . . , zln+kn (cf. Lemma 2 in [8]). ��

5 Universality

A transductive confidence predictor is a measurable strategy for Predictor in the
online prediction protocol (as described in the previous section) depending on a
parameter ε ∈ (0, 1) (the significance level) in such a way that for each training
set and each test set the prediction at a larger significance level is a subset
of the prediction at a smaller significance level. We say that the transductive
confidence predictor is conservatively valid if the sequence of errors that it makes
at any significance level ε is dominated by a sequence of independent Bernoulli
trials with probability of success ε. We say that it is invariant if, when fed
with examples z1, . . . , zln and objects xln+1, . . . , xln+kn at any trial n, it issues
the same prediction regardless of the ordering of z1, . . . , zln . And we say that a
transductive confidence predictor Γ ′ is at least as good as another transductive
confidence predictor Γ ′′ if at any significance level ε the prediction region issued
by Γ ′ is completely covered by the prediction region issued by Γ ′′. The following
result, whose proof is omitted in this version of the paper, can be proved similarly
to Theorem 2.6 in [9].

Theorem 3. Suppose Z is a Borel space. For any conservatively valid trans-
ductive confidence predictor Γ there exists a transductive conformal predictor Γ ′

that is at least as good as Γ .



Transductive Conformal Predictors 357

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

50

100

150

200

250

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
0

50

100

150

200

250

Fig. 2. Left panel: the performance of the rankmax TCP based on Nearest Neighbour
for tangent distance on the USPS data set (randomly permuted) for the size k = 2
of test sets and significance level 5%. The cumulative errors are shown with a solid
red line, multiple predictions with a dashed black line, and empty predictions with a
dash-dot blue line. Right panel: the analogous picture for the BP.

Theorem 3 says that TCPs are universal in the sense of dominating all con-
servatively valid transductive confidence predictors. In particular, for any BP
there is a TCP that is at least as good as that BP. However, in the next section
we will see that the rankmax TCP corresponding to the same nonconformity
measure does not always satisfy this property.

6 Experiments

In our experiments we will use the standard USPS data set of hand-written digits.
The training set (7291 examples) is merged with the test set (2007 examples)
and the resulting data set of 9298 examples is randomly permuted, to make
sure the assumption of exchangeability is satisfied. The prediction protocol is
online. In a typical scenario the digits might arrive in batches of k = 5 digits
and represent American zip codes (in this case, however, the exchangeability
assumption is only a crude approximation, since the digits within the same zip
code are likely to be written by the same person). However, the TCP and SBP
are too computationally inefficient to be applied in this case, and for comparing
them with the BP we first consider online prediction of batches of k = 2 digits;
intuitively, our task is to recognize a two-digit number.

We always use the Nearest Neighbour nonconformity measure (4), where d
is tangent distance [5], and study empirically the corresponding rankmax TCP,
SBP, and BP. As the significance level we always take 5%. The left panel of
Figure 2 shows the performance of the rankmax TCP using three functions:
the cumulative number of errors made over the trials 1, . . . , n as function of n,
the cumulative number of multiple predictions made over the trials 1, . . . , n as
function of n, and the cumulative number of empty predictions over the trials
1, . . . , n as function of n. The performance of the SBP and BP as measured
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Fig. 3. Left panel: the p-values produced by an SBP vs the p-values produced by the
corresponding rankmax TCP (the solid blue line) for the size l = 1000 of the training
set and k = 2 of the test set. Right panel: the lower left corner of the left panel.

by these functions is very similar; only the latter is shown in the right panel
of Figure 2, but all three graphs are visually indistinguishable. The BP even
makes 2 fewer multiple predictions than the rankmax TCP, which confirms the
claim made in Section 5 that the rankmax TCP corresponding to the same
nonconformity measure as a given BP is not always at least as good as that BP.
(It is not true in general that the BP always makes fewer multiple predictions
than the corresponding rankmax TCP. It just happens to be true for tangent
distance and seed 0 for the MATLAB pseudorandom number generator; e.g., the
BP makes slightly more multiple predictions for Euclidean distance and seed 0.)
The SBP makes one more multiple prediction than the rankmax TCP, which
agrees with Lemma 1.

The cause of the similarity between the plots of the type shown in Figure 2 for
the rankmax TCP and corresponding SBP is illustrated by Figure 3 (essentially
a version of Figure 1), which shows the p-values produced by the SBP plotted
against the respective p-values produced by the corresponding rankmax TCP,
assuming there are no ties among the nonconformity scores. When the p-values
are small, they are remarkably close to each other. And even without making
any assumptions, we can still see that the SBP p-values are never significantly
worse than the respective rankmax TCP p-values, assuming the latter are not
too large.

The main advantage of BPs is that they are much more computationally
efficient than both TCPs and SBPs. Because of their computational efficiency,
it is very easy to produce the analogue of the right panel of Figure 2 for k = 5
(as in American zip codes): see the left panel of Figure 4; but it is not clear at
all how to make the computations for rankmax TCPs and SBPs feasible, even
for moderately large k.
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Fig. 4. Left panel: the performance of the BP for the size k = 5 of test sets. Right
panel: the performance of the ranksum TCP for k = 2 (very poor). The setting is
as in Figure 2: the prediction algorithms are based on Nearest Neighbour and tangent
distance; the cumulative errors are shown with a solid red line, multiple predictions with
a dashed black line, and empty predictions with a dash-dot blue line; the significance
level is 5%.

7 Conclusion

Based on our theoretical and empirical results, the preliminary recommenda-
tion is to use Bonferroni predictors in transductive problems: as compared to
rankmax TCPs and SBPs, they enjoy the same theoretical validity guarantees,
have comparable predictive performance empirically, but are much more com-
putationally efficient.

The conclusion is preliminary since our empirical comparison in Section 6 only
covers TCPs for a small size k of the test set, namely k = 2. The computational
inefficiency of TCPs greatly complicates their empirical comparison with the
BPs and SBPs for large values of k.

The comparison is much more straightforward in the case of transductive and
Bonferroni extensions of inductive conformal predictors ([4]; [9], Section 4.1), and
it can be shown that the two extensions produce similar p-values in practically
important cases: see [10], Appendix A, for details.
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Abstract. The Conformal Predictions framework is a new game-
theoretic approach to reliable machine learning, which provides a
methodology to obtain error calibration under classification and
regression settings. The framework combines principles of transductive
inference, algorithmic randomness and hypothesis testing to provide
guaranteed error calibration in online settings (and calibration in of-
fline settings supported by empirical studies). As the framework is being
increasingly used in a variety of machine learning settings such as ac-
tive learning, anomaly detection, feature selection, and change detection,
there is a need to develop algorithmic implementations of the framework
that can be used and further improved by researchers and practition-
ers. In this paper, we introduce PyCP, an open-source implementation
of the Conformal Predictions framework that currently provides support
for classification problems within transductive and Mondrian settings.
PyCP is modular, extensible and intended for community sharing and
development.

Keywords: Conformal predictions, Open-source software.

1 Introduction

The Conformal Predictions (CP) framework is a game-theoretic approach to reli-
able machine learning, which provides a methodology to obtain error calibration
under classification and regression settings [1]. The framework combines princi-
ples of transductive inference, algorithmic randomness and hypothesis testing to
provide guaranteed error calibration in online settings [2] (and calibration in of-
fline settings supported by empirical studies [3]). The framework can be applied
to various classification and regression algorithms, making it very generalizable.
In recent years, the framework has also been applied to other machine learning
settings including active learning [4], anomaly detection [5], feature selection [6],
change detection [7] and quality estimation [8]. The framework has found ap-
plication in a variety of domains including medical diagnosis [9], bioinformatics
[10], biometrics [11], and network analysis [12].

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 361–370, 2013.
c© IFIP International Federation for Information Processing 2013
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The growing relevance of the CP framework has generated a need to de-
velop algorithmic implementations of the framework that can be shared among
researchers and practitioners in the community. Machine learning researchers
have recently begun to promote development of usable, inter-operable, flexible,
and scalable machine learning software. As the discipline of machine learning
has matured, the community has developed an extensive body of learning al-
gorithms that are useful in diverse applications. Sharing source code improves
usability and interoperability because it leads to quicker detection and correction
of errors, better experimental reproducibility, incremental advancements of pre-
vious work, combinations of distinct theoretical advances, and more percolation
of technical methods into other disciplines and industry [13].

In this paper, we present PyCP, the first open-source implementation of the
CP framework, in the Python scripting language. Python has several advan-
tages for use in an open-source implementation for scientific application. As a
scripting language with white space syntax, it is relatively simple and has many
widely-used libraries for scientific computing (e.g., NumPy, SciPy, Matplotlib).
These libraries have contributed to a strong increase in the popularity of Python
as a programming tool in machine learning research [14]. In order to avoid du-
plication of code of machine learning methods, PyCP has been developed on
top of the popular SciKitLearn toolkit1 [15], an open-source machine learning
software. PyCP is currently available for use of the CP framework in classifi-
cation settings with options for classifiers (k-Nearest Neighbor, Support Vector
Machines, Decision Trees, Logistic Regression) as well as the framework setting
(Transductive, Mondrian). It has been designed in a modular fashion to allow
for easy extensibility and further development. The remainder of this paper is
organized as follows: a brief background of the CP framework is presented in
Section 2, the design of PyCP is presented in Section 3, examples of its use and
availability are provided in Section 4, and we conclude with a discussion of future
work in Section 5.

2 Background

2.1 The Conformal Predictions Framework

The theory of conformal predictions was developed by Vovk, Shafer and Gam-
merman [1] based on the principles of algorithmic randomness, transductive
inference and hypothesis testing. This theory is based on the relationship de-
rived between transductive inference and the Kolmogorov complexity of an i.i.d.
(identically independently distributed) sequence of data instances. Hypothesis
testing is subsequently used to construct conformal prediction regions, and ob-
tain reliable measures of confidence. The CP framework brings together princi-
ples of hypothesis testing and traditional machine learning algorithms through
the definition of a non-conformity score, which is a measure that quantifies the
conformity of a data point to a particular class label, and is defined suitably for

1 http://scikit-learn.org/stable/

http://scikit-learn.org/stable/


PyCP: An Open-Source Conformal Predictions Toolkit 363

each classifier. As an example, the non-conformity measure of a data point xi

for a k-Nearest Neighbor classifier is defined as:

αy
i =

∑k
j=1 D

y
ij∑k

j=1 D
−y
ij

(1)

where Dy
i denotes the list of sorted distances between a particular data point xi

and other data points with the same class label, andD−y
i denotes the list of sorted

distances between xi and data points with any other class label. Dy
ij is the jth

shortest distance in the list of sorted distances, Dy
i . Figure 1 illustrates the idea.

Fig. 1. An illustration of the non-
conformity measure defined for k-NN

The methodology for applying
the CP framework in a classification
setting is as follows. Given a new test
data point, say xn+1, a null hypothe-
sis is assumed that xn+1 belongs to
the class label, say, y(p). The non-
conformity measures of all the data
points in the system so far are re-
computed assuming the null hypoth-
esis is true. A p-value function is
defined as:

p(αy(p)

n+1) =
count

{
i ∈ {1, . . . , n+ 1} : αy(p)

i ≥ αy(p)

n+1

}
n+ 1

(2)

where αy(p)

n+1 is the non-conformity measure of xn+1, assuming it is assigned the

class label y(p). It is evident that the p-value is highest when all non-conformity
measures of training data belonging to class y(p) are higher than that of the
new test point, xn+1, which points out that xn+1 is most conformal to the class
y(p). This process is repeated with the null hypothesis supporting each of the
class labels, and the highest of the p-values is used to decide the actual class
label assigned to xn+1, thus providing a transductive inferential procedure for
classification. If pj is the highest p-value and pk is the second highest p-value,
then pj is called the credibility of the decision, and 1 − pk is the confidence
of the classifier in the decision. Given a user-specified confidence level, ε, the
output conformal prediction regions, Γε, contain all the class labels with a p-
value greater than 1−ε. These regions are conformal i.e. the confidence threshold,
1− ε directly translates to the frequency of errors, ε in the online setting [2]. The
methodology is summarized in Algorithm 1. The CP framework can be used in
association with any classifier, with the suitable definition of a non-conformity
measure. Sample non-conformity measures for various classification algorithms
are presented in Table 1 [1].

2.2 Mondrian Conformal Predictors

The prediction regions output by the CP framework are valid, i.e. the frequency
of errors is calibrated by the user-defined confidence level. However, in cases of
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Algorithm 1. Conformal Predictors for Classification

Require: Training set T = {(x1, y1) , ..., (xn, yn)}, xi ∈ X, Number of classes M ,

y(i) ∈ Y =
{
y(1), y(2), . . . , y(M)

}
, Classifier Ξ, Confidence level ε

1: Get new unlabeled example xn+1.
2: for all class labels, y(j), where j = 1, . . . ,M do
3: Assign label y(j) to xn+1.

4: Update the classifier Ξ, with T ∪
{
xn+1, y

(j)
}
.

5: Compute non-conformity measure value, αy(j)

i ∀i = 1, . . . , n+ 1 to compute the
p-value, pj , w.r.t. class y(j) (Equation 2).

6: end for
7: Output the conformal prediction regions Γε =

{
y(j) : pj > 1− ε, yj ∈ Y

}
.

imbalanced datasets, where the number of data instances in one class is signifi-
cantly greater than the numbers in the others, it is possible that all errors may
manifest within a single minority class (e.g., cancerous class in cancer predic-
tion problems), limiting the practical applicability of the obtained predictions.
In order to overcome this issue, Vovk et al. [1] proposed the Mondrian confor-
mal predictors, where the p-value is computed by comparing the non-conformity
score of the new test data instance against only training instances from the same
label class as the current hypothesis for the new instance (3) (we address the
earlier method as captured in Algorithm 1 as the Transductive setting.)

p(αy(p)

n+1) =
count

{
i ∈ {1, . . . , n+ 1} : yi = y(p) and αy(p)

i ≥ αy(p)

n+1

}
count

{
i ∈ {1, . . . , n+ 1} : yi = y(p)

} (3)

3 PyCP: An Open-Source Conformal Predictions Toolkit

We now introduce PyCP, the first open-source implementation of the CP frame-
work. In the currently available implementation (please see Section 4 for avail-
ability), we chose to use the Python 2.7 programming language. (Although adop-
tion of the more recent Python 3 is high, certain critical Python 2 libraries are
not yet supported in Python 3.) As mentioned earlier, in order to avoid code
duplication of standard machine learning algorithms, we developed PyCP on top
of the popular scikit-learn toolkit [15], an open-source machine learning library
for the Python programming language. scikit-learn features various classifica-
tion, regression and clustering algorithms including support vector machines,
logistic regression, naive Bayes, k-means and DBSCAN; and is designed to in-
teroperate with the Python numerical and scientific libraries, NumPy and SciPy.
scikit-learn is under active development, and is being used by machine learning
researchers around the world.

The overall design of PyCP is presented in Figure 2. PyCP was implemented
with a modular design to allow for easy extensibility. The prepareData module
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Table 1. Non-conformity measures for various classifiers

Classifier Non-conformity measure Description

k-NN ∑k
j=1 D

y
ij∑k

j=1 D
−y
ij

Ratio of the sum of the distances to the k
nearest neighbors belonging to the same
class as the hypothesis y, and the sum
of the distances to the k nearest neigh-
bors belonging to all other classes (See
[1] Chapter 4).

Support Vec-
tor Machines

Lagrange multipliers, or a
suitable function of the dis-
tance of a data point from
the hyperplane

Data points on the correct side of the hy-
perplane have low non-conformity scores,
while data points on the margin or the
incorrect side have high non-conformity
scores [16].

Decision
Trees 1

N

∑
i∈J

d(xj , xi)

Average distance of a data point to all
other points sharing the same label. The
distance between two points is defined as
the length of the shortest path between
the terminal nodes containing them. If
two points share the same terminal node
the distance is 0 (adapted from [1]).

Logistic
Regression

{
−w.x ,y=1

w.x ,y=0

A monotonic transformation of the re-
ciprocal of the estimated probability of
the observed y given the observed x for a
given data instance. w is the weight vec-
tor typically computed using Maximum
Likelihood Estimation (See [1] Chapter
4).

randomly samples the data by class and returns a partition of the original dataset
into two new datasets: a training set and a test set, based on a user-specified
percentage split. Each dataset contains the same proportion of class labels
as the original data. The computeNcs module computes the non-conformity
scores for each of the classifiers as listed in Table 1, by invoking the respective
modules for each of the classifiers (sklearn.neighbors.classification,
sklearn.svm.classes,sklearn.tree.tree, and sklearn.linear model

.logistic) from scikit-learn. In case of Support Vector Machines, we use

the one-versus-one model for multi-class classification, i.e., if αj,k
i denotes the

non-conformity score of point xi in the y(j) vs y(k) model, the non-conformity

score αy(j)

i is computed as the average of the non-conformity scores from all

the models involving y(j), i.e. 1
n−1

∑
k �=j α

j,k
i . The ncsToPVal module computes

the p-value of a new data instance with respect to each class label, based
on a user-specified choice between the Transductive and Mondrian settings
of the framework. The computePVal module iterates over the test instances,
invoking the computeNcs and ncsToPVal modules with appropriate input
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Fig. 2. Overall design of PyCP

parameters, and consolidates the p-values for each class label and each of
these test instances. The CPdriver module serves as a primary reference
point, and initiates the implementation of the complete framework by calling
all the modules as required. The errors module is used to present the final
output including errors, empty predictions, multiple predictions and graph
plots. We note that the current version of PyCP implements CPs in the online
setting. While the PyCP toolkit supports only the classifiers listed above, the
underlying scikit-learn toolkit provides a robust set of options for these and
other classifiers. To incorporate a classifier not listed here, the modular design
of PyCP only requires a user to compute an n× 1 non-conformity vector (where
n is the number of data points) with a desired non-conformity measure for the
new classifier, and store it in a Numpy array object within the computeNcs

module. The classifier can then be invoked from the options in the CPdriver

module.
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4 Availability, Use and Examples

PyCP is currently available for download at: http://www.public.asu.edu/~v-
nallure/conformalpredictions/pycp.html, and is distributed as open-source
under the BSD-2 license. It can be downloaded as a .zip file containing the
aforementioned .py modules, which can be compiled and run through IDLE
(the Integrated Development Environment developed for Python) or a similar
shell program. On IDLE, PyCP is initiated by specifying the options and pa-
rameters in quickRun.py file. Figure 3 illustrates a sample quickRun.py file. As
evident, the user can specify the framework setting in cpType (Mondrian= 0
or Transductive= 1), the list of confidence levels at which results are sought in
confList, the portion of the dataset to be used for training in trainPortion,
the classifier option in classifier (k-NN = 1; SVM = 2; Decision Trees = 3;
Logistic Regression = 4), and other classifier-specific paramters such as k for the
k-NN classifier. Once the parameters are specified, quickRun.py can be run on
IDLE to obtain the predictions for the test data points. Instructions for using
PyCP are also available in the README.txt included in the downloaded .zip

file. Figure 4 shows the IDLE shell when quickRun.py is executed to obtain
conformal predictions for the test data points. PyCP currently operates with

Fig. 3. Specifying options and parameters on quickRun.py within an IDLE shell

Fig. 4. Running quickRun.py within an IDLE shell
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Fig. 5. Running the CPdriver module from within an IDLE shell

Fig. 6. The user selects the Mondrian conformal prediction framework

Fig. 7. The user selects a portion of data to be used for training

Fig. 8. The user selects the k-nearest neighbors classifier

datasets specified in the .csv (comma-separated value) format, as used com-
monly in the UCI Machine Learning Repository [17].

PyCP can also be executed using the IDLE shell console, where the program
is driven by a series of prompts requesting user input. Organized console prints
walk the user through each input stage and explicitly indicate compatible inputs.
Prompting user input in this fashion minimizes the need for tutorial documen-
tation, as the user is presented with every option available in the toolkit at each
step. Figure 5 illustrates this mode of execution.

The user can then select either Mondrian or Transductive prediction settings
(Figure 6), the portion of data to be used for training (Figure 7), the classifier
(Figure 8), and any classifier paramters. The CPdriver then provides output
predictions on the test data points as illustrated in Figure 4.

PyCP returns error counts as three lists; the first lists empty errors by class,
the second lists multiple errors, and the third, prediction errors. This helps study
both the validity and efficiency properties of the CP framework (as described
in [1]). Finally, PyCP also provides plotting capabilities using the Matplotlib
library. Figure 9 shows a sample plot obtained using PyCP.
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Fig. 9. Sample plot obtained in PyCP on the Breast Cancer dataset from the UCI
Machine Learning repository [17] using Decision Trees classifier

5 Conclusions and Future Work

In this paper, we have introduced PyCP, the first open-source implementation of
the Conformal Predictions (CP) framework. PyCP is currently available under
the BSD-2 license for machine learning researchers and practitioners to apply
the CP framework to datasets in their respective domains, as well as for further
development by the community. PyCP currently provides support for applying
the CP framework under classification settings, with four classifiers: k-Nearest
Neighbors, Support Vector Machines, Decision Trees and Logistic Regression.
PyCP also supports the Mondrian setting (for class-conditional validity), in ad-
dition to the standard transductive setting of the framework. PyCP has been
developed using Python 2.7 on top of the popular scikit-learn toolkit, an open-
source machine learning software developed in Python and used by machine
learning researchers across the world. It has been designed in a modular fash-
ion to allow for easy extensibility, and will lead to better experimental repro-
ducibility, incremental advancements of previous work, and more percolation of
technical methods into other disciplines and industry.

Our future efforts will include: (i) Extend emphPyCP to include inductive
conformal predictors; (ii) Extend PyCP to other classifiers and regression set-
tings; (iii) Allow different output options for users to choose from (text output of
prediction regions, error graphs at different confidence levels, regions with a sin-
gle prediction, etc.); (iv) Comprehensive documentation including an informative
tutorial and in-line code-level comments; (v) Include a setup script (setup.py)
and create a source distribution using Python Distutils (distribution utilities),
which will allow PyCP to be hosted on the Python Package Index (PyPI) online
repository; (vi) Develop a graphical interface or visual programming framework
for the toolkit; (vii) Support other popular dataset formats such as the .arff

format from Weka; (viii) Port the code to Python 3 when the necessary libraries
are available on that platform; and (ix) Make PyCP available on mloss.org, a
web portal exclusively maintained for machine learning open-source software.
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Abstract. Conformal predictors are usually defined and studied un-
der the exchangeability assumption. However, their definition can be
extended to a wide class of statistical models, called online compression
models, while retaining their property of automatic validity. This paper
is devoted to conformal prediction under hypergraphical models that are
more specific than the exchangeability model. Namely, we define two nat-
ural classes of conformity measures for such hypergraphical models and
study the corresponding conformal predictors empirically on benchmark
LED data sets. Our experiments show that they are more efficient than
conformal predictors that use only the exchangeability assumption.

1 Introduction

The method of conformal prediction was introduced and is usually used for pro-
ducing valid prediction sets under the exchangeability assumption; the validity
of the method means that the probability of making a mistake is equal to (or at
least does not exceed) a prespecified significance level ([6], Chapter 2). However,
the definition of conformal predictors can be easily extended to a wide class
of statistical models, called online compression models (OCMs; [6], Chapter 8).
OCMs compress data into a more or less compact summary, which is interpreted
as the useful information in the data. With each “conformity measure”, which,
intuitively, estimates how well a new piece of data fits the summary, one can
associate a conformal predictor, which still enjoys the property of automatic
validity. Numerous machine learning algorithms have been used for designing
efficient conformity measures: see, e.g., [6] and [2].

This paper studies conformal prediction under the OCMs known as hyper-
graphical models ([6], Section 9.2). Such models describe relationships between
data features. In the case where every feature is allowed to depend in any way
on the rest of the features, the hypergraphical model becomes the exchange-
ability model. More specific hypergraphical models restrict the dependence in
some way. Such restrictions are typical of many real-world problems: for ex-
ample, different symptoms can be conditionally independent given the disease.
A popular approach to such problems is to use Bayesian networks (see, e.g.,
[3]). The definition of Bayesian networks requires a specification of both the
pattern of dependence between features and the distribution of the features.
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Usual methods guarantee a valid probabilistic outcome if the used distributions
of features are correct. Several algorithms (see, e.g., [3], Chapter 9) are known
for estimating the distribution of features; however, the accuracy of such ap-
proximations is a major concern in applying Bayesian networks. The conformal
predictors constructed from hypergraphical OCMs use only the pattern of de-
pendence between the features but do not involve their distribution. This makes
conformal prediction based on hypergraphical models more robust and realistic
than Bayesian networks. (The notion of a hypergraphical model can be regarded
as more general than that of a Bayesian network: the standard algorithms in
this area transform Bayesian networks into hypergraphical models by “marrying
parents”, forgetting the direction of the arrows, triangulation, and regarding the
cliques of the resulting graph as the hyperedges; see, e.g., [3], Section 3.2.)

As far as we know, conformal prediction has been studied, apart from the
exchangeability model and its variations, only for the Gauss linear model and
Markov model (see [6], Chapter 8, and [4]). Hypergraphical OCMs have been
used only in the context of Venn rather than conformal prediction (see [6],
Chapter 9).

The rest of the paper is organised as follows. Section 2 formally defines hyper-
graphical OCMs and briefly reviews their basic properties. Section 3 describes
the method of conformal prediction in the context of hypergraphical models and
introduces two conformity measures for hypergraphical OCMs. Section 4 reports
the performance of the corresponding conformal predictors on benchmark LED
data sets. Section 5 concludes.

2 Background

Consider two measurable spaces X and Y; elements of X are called objects and
elements of Y are called labels. Elements of the Cartesian product X ×Y are
called examples. A training set is a sequence of examples (z1, . . . , zl), where
each example zi = (xi, yi) consists of an object xi and its label yi. The general
prediction problem considered in this paper is to predict the label for a new
object given a training set. We focus on the case where X and Y are finite.

2.1 Hypergraphical Structures

In this paper we assume that examples are structured, consisting of variables.
Hypergraphical structures describe relationships between the variables. Formally
a hypergraphical structure1 consists of three elements (V, E , Ξ):

1. V is a finite set; its elements are called variables.
2. E is a finite collection of subsets of V whose union covers all variables:⋃

E∈E E = V . Elements of E are called clusters.

1 The name reflects the fact that the components (V, E) form a hypergraph, where a
hyperedge E ∈ E can connect more than two vertices.
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3. Ξ is a function that maps each variable v ∈ V into a finite set (of the values
that v can take).

A configuration on a set E ⊆ V (we are usually interested in the case where E
is a cluster) is an assignment of values to the variables from E; let Ξ(E) be the
set of all configurations on E. A table2 on a set E is an assignment of natural
numbers to the configurations on E. The size of the table is the sum of values
that it assigns to different configurations. A table set is a collection of tables on
the clusters E , one for each cluster E ∈ E . The number assigned by a table set
σ to a configuration on E is called its σ-count.

2.2 Hypergraphical Online Compression Models

The example space Z associated with the hypergraphical structure is the set
of all configurations on V . One of the variables in V is singled out as the label
variable, and the configurations on the label variable are denoted Y. All other
variables are object variables, and the configurations on the object variables are
denoted X. Since Z = X × Y, this is a special case of the prediction setting
described at the beginning of this section.

An example z ∈ Z agrees with a configuration on a set E ⊆ V (or the
configuration agrees with the example) if the restriction z|E of z to the variables
in E coincides with the configuration. A table set σ generated by a sequence of
examples (z1, . . . , zn) assigns to each configuration on each cluster the number of
examples in the sequence that agree with the configuration; the size of each table
in σ will be equal to the number of examples in the sequence, and this number
is called the size of the table set. Different sequences of examples can generate
the same table set σ, and we denote #σ the number of different sequences
generating σ.

The hypergraphical online compression model (HOCM) associated with the
hypergraphical structure (V, E , Ξ) consists of five elements (Σ,�,Z, F,B), where:

1. The empty table set � is the table set assigning 0 to each configuration.
2. The set Σ is defined by the conditions that � ∈ Σ and Σ \ {�} is the set of

all table sets σ with #σ > 0. The elements σ ∈ Σ are called summaries.
3. The forward function F (σ, z), where σ ranges over Σ and z over Z, updates

σ by adding 1 to the σ-count of each configuration which agrees with z.
4. The backward kernel B maps each σ ∈ Σ \ {�} to a probability distribution

B(σ) on Σ × Z assigning the weight #(σ ↓ z)/#σ to each pair (σ ↓ z, z),
where z is an example such that, for all configurations which agree with z,
the corresponding σ-counts are positive, and σ ↓ z is the table set obtained
by subtracting 1 from the σ-counts of the configurations that agree with z.
Notice that B(σ) is indeed a probability distribution, and it is concentrated
on the pairs (σ ↓ z, z) such that F (σ ↓ z, z) = σ.

2 Generally, a table assigns real numbers to configurations. In this paper we only
consider natural tables, which assign natural numbers to configurations, and omit
“natural” for brevity.
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We will use “hypergraphical models” as a general term for hypergraphical struc-
tures and HOCMs when no precision is required. When discussing hypergraph-
ical models we will always assume that the examples z1, z2, . . . are produced
independently from a probability distribution Q on Z that has a decomposition

Q({z}) =
∏
E∈E

fE(z|E) (1)

for some functions fE : Ξ(E)→ [0, 1], E ∈ E , where z is an example and z|E its
restriction to the variables in E.

2.3 Junction Tree Structures

An important type of hypergraphical structures is where clusters can be arranged
into a “junction tree”. For the corresponding HOCMs we will be able to describe
efficient calculations of the backward kernels. If one wants to use the calculations
for a structure that cannot be arranged into a junction tree it can be replaced
by a more general junction tree structure before defining the HOCM.

Let (U, S) denote an undirected tree with U the set of vertices and S the set
of edges. Then (U, S) is a junction tree for a hypergraphical structure (V, E , Ξ)
if there exists a bijective mapping C from the set of vertices U of the tree to the
set E of clusters of the hypergraphical structure that has the following property:
Cu ∩Cw ⊆ Cv whenever a vertex v lies on the path from a vertex u to a vertex
w in the tree (we let Cx stand for C(x)). Not every hypergraphical structure
has a junction tree, of course: an example is a hypergraphical structure with
three clusters whose intersection is empty but whose pairwise intersections are
not. See, e.g., [3], Section 4.3, for further information on junction trees; intuitive
examples of junction trees will be given in Section 4.

If s = {u, v} ∈ S is an edge of the junction tree connecting vertices u and v
then Cs stands for Cu ∩Cv. It is convenient to identify vertices u and edges s of
the junction tree with the corresponding clusters Cu and sets Cs, respectively.

If E1 ⊆ E2 ⊆ V and f is a table on E2, the marginalisation of f to E1 is the
table f∗ on E1 assigning to each a ∈ Ξ(E1) the number f∗(a) =

∑
b f(b), where

b ranges over the configurations on E2 such that b|E1 = a. If σ is a summary
then for u ∈ U denote σu the table that σ assigns to Cu, and for s = {u, v} ∈ S
denote σs the marginalisation of σu (or σv) to Cs. We will use the shorthand
σu(z) for the number assigned to the restriction z|Cu by the table for the vertex
u and σs(z) for the number assigned to z|Cs by the marginal table for the edge
s. Consider the HOCM corresponding to the junction tree (U, S). We use the
notation Pσ(z) for the weight assigned by B(σ) to (σ ↓ z, z). It has been proved
([6], Lemma 9.5) that

Pσ(z) =

∏
u∈U σu(z)

n
∏

s∈S σs(z)
, (2)

where n is the size of σ. If any of the factors in (2) is zero then the whole ratio
is set to zero.
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3 Conformal Prediction for HOCM

Consider a training set (z1, . . . , zl) and an HOCM (Σ,�,Z, F,B). The goal is to
predict the label for a new object x.

A conformity measure for the HOCM is a measurable function A : Σ × Z→
IR. The function assigns a conformity score A (σ, z) to an example z w.r. to a
summary σ. Intuitively, the score reflects how typical it is to observe z having
the summary σ.

For each y ∈ Y denote σ∗ ∈ Σ the table set generated by the sequence
(z1, . . . , zl, (x, y)) (the dependence of σ

∗ on y is important although not reflected
in our notation). For z ∈ Z such that σ∗ ↓ z is defined denote the conformity
scores as αz := A (σ∗ ↓ z, z) (notice that α(x,y) is always defined). The p-value

for y, denoted p(y), is defined by

p(y) :=
∑

z:αz<α(x,y)

Pσ∗(z) + θ ·
∑

z:αz=α(x,y)

Pσ∗(z) (3)

(cf. (8.4) in [6]), where θ ∼ U[0, 1] is a random number from the uniform distri-
bution on [0, 1], Pσ∗(z) is the backward kernel, as defined above, and the sums
involve only those z ∈ Z for which αz is defined. Then for a significance level ε
the conformal predictor Γ based on A outputs the prediction set

Γ ε(z1, . . . , zl, x) := {y ∈ Y : p(y) > ε}.

(Such randomized conformal predictors were referred to as “smoothed” in [6].)
We will describe two conformity measures for HOCMs in Subsection 3.1. These

conformity measures optimise different criteria for the quality of conformal pre-
dictors. The following subsection describes the criteria used in this paper.

3.1 Conformity Measures for HOCM

Consider a summary σ and an example (x, y). The conditional probability con-
formity measure is defined by

A(σ, (x, y)) := Pσ∗(y | x) := Pσ∗ ((x, y))∑
y′∈Y Pσ∗ ((x, y′))

, (4)

where σ∗ := F (σ, (x, y)) and Pσ∗ ((x, y)) is the backward kernel. In other words,
A(σ, (x, y)) is the conditional probability Pσ∗(y | x) of y given x under Pσ∗ . The
conditional probability Pσ∗(y | x) can be easily computed using (2).

Define the predictability of an object x ∈ X as

f(x) := max
y∈Y

Pσ∗(y | x), (5)

the maximum of conditional probabilities. If the predictability of an object is
close to 1 then the object is “easily predictable”. Fix a choice function ŷ : X→ Y
such that

∀x ∈ X : f(x) = Pσ∗(ŷ(x) | x).
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The function maps each object x to one of the labels at which the maximum in
(5) is attained. The signed predictability conformity measure is defined by

A(σ, (x, y)) :=

{
f(x) if y = ŷ(x)

−f(x) otherwise.
(6)

3.2 Criteria for the Quality of Conformal Prediction

In this paper we study the performance of conformal predictors in the on-
line prediction protocol (Protocol 1). Reality generates examples (xn, yn) from
a probability distribution Q satisfying (1) for some hypergraphical structure.
Predictor uses a conformal predictor Γ to output the prediction set Γ ε

n :=
Γ ε(x1, y1, . . . , xn−1, yn−1, xn) at each significance level ε.

Protocol 1. Online prediction protocol

for n = 1, 2, . . . do
Reality outputs xn ∈ X
Predictor outputs Γ ε

n ⊆ Y for all ε ∈ (0, 1)
Reality outputs yn ∈ Y

end for

Two important properties of conformal predictors are their validity and effi-
ciency; the first is achieved automatically and the second is enjoyed by different
conformal predictors to a different degree. Predictor makes an error at step n if
yn is not in Γ ε

n. The validity of conformal predictors means that, for any signif-
icance level ε, the probability of error yn /∈ Γ ε

n is equal to ε. It has been proved
that conformal predictors are automatically valid under their models ([6], Theo-
rem 8.1). In this paper we study problems where the hypergraphical model used
for computing the p-values is known to be correct; therefore, the predictions will
always be valid, and there is no need to test validity experimentally.

The efficiency of valid predictions can be measured in different ways. The
standard way is to count the number of multiple predictions Multεn over the first
n steps defined by

multεn :=

{
1 if |Γ ε

n| > 1

0 otherwise
and Multεn :=

n∑
i=1

multεi

at each significance level ε ∈ (0, 1) (cf. [6], Chapter 3). Another way is to report
the cumulative size of the prediction sets

Sizeεn :=

n∑
i=1

|Γ ε
i |

at each significance level ε ∈ (0, 1). We will also consider two ways to measure
the efficiency of conformal predictors that do not depend on the significance
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level. Let p
(y)
n , y ∈ Y, be the p-values (3) used by the conformal predictor for

computing the prediction set Γ ε
n at the nth step of the online prediction protocol.

The cumulative unconfidence Unconfn over the first n steps is defined by

unconfn := inf {ε : |Γ ε
n| ≤ 1} and Unconfn :=

n∑
i=1

unconfi;

the unconfidence unconfn at step n can be equivalently defined as the second

largest p-value among p
(y)
n , y ∈ Y. (Unconfidence is a trivial modification of

the standard notion of confidence: see [6], (3.66).) Finally, the efficiency can be
measured by the cumulative sum of p-values

pSumn :=

n∑
i=1

∑
y∈Y

p
(y)
i .

All four criteria work in the same direction: the smaller the better. As already
mentioned, the number of multiple predictions is a standard criterion; the three
other criteria are first used in this paper and [5].

In our experiments we will use the following more intuitive versions of the first
two criteria: the percentage of multiple predictions Multεn/n and the average size
of predictions Sizeεn/n; we would like the former to be close to 0 and the latter
to be close to 1 for small significance levels.

It can be shown that, in a wide range of situations:

– the signed predictability conformity measure is optimal in the sense of Multεn
and in the sense of Unconfn;

– the conditional probability conformity measure is optimal in the sense of
Sizeεn and in the sense of pSumn.

See [5] for precise statements and proofs.

4 Experimental Results

4.1 LED Data Set

For our experiments we use benchmark LED data sets generated by a program
from the UCI repository [1]. The problem is to predict a digit from an image in
the seven-segment display.

Figure 1 shows several objects in the data set (these are “ideal images” of
digits; there are also digits corrupted by noise). The seven leds (light emitting
diodes) can be lit in different combinations to represent a digit from 0 to 9. The
program generates examples with noise. There is an ideal image for each digit.
An example has seven binary attributes s0, . . . , s6 (si is 1 if the ith led is lit)
and a label c, which is a decimal digit. The program randomly chooses a label
(0 to 9 with equal probabilities), inverts each of the attributes of its ideal image
with probability pnoise = 1% independently, and adds the noisy image and the
label to the data set.
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Fig. 1. LED images for digits 7, 8, and 9 in the seven-segment display

Let (S0, . . . , S6, C) be the vector of random variables corresponding to the
attributes and the label, and let (s0, . . . , s6, c) be an example. According to the
generating mechanism the probability of the example decomposes as

Q ({(s0, . . . , s6, c)}) = Q7 (C = c) ·
6∏

i=0

Qi (Si = si | C = c) , (7)

where Q7 is the uniform distribution on the decimal digits and

Qi (Si = si | C = c) :=

{
1− pnoise if si = sci
pnoise otherwise,

i = 0, . . . , 6, (8)

(sc0, . . . , s
c
6, c) being the attributes of the ideal image for the label c. As usual,

examples are generated independently.

4.2 Hypergraphical Assumptions for LED Data Sets

We consider two hypergraphical models that agree with the decomposition (7).
These models make different assumptions about the pattern of dependence be-
tween the attributes and the label; they do not depend on a particular probability
of noise pnoise or the fact that the same value of pnoise is used for all leds. For
both hypergraphical structures the set of variables is V := {s0, . . . , s6, c}.

Nontrivial Hypergraphical Model. Consider the hypergraphical structure with
the clusters E := {{si, c} : i = 0, . . . , 6}. A junction tree for this hypergraphical
structure can be defined as a chain with vertices U := {ui : i = 0, . . . , 6} and
the bijection Cui := {si, c}. By saying that U is a chain we mean that there are
edges connecting vertices 0 and 1, 1 and 2, 2 and 3, 3 and 4, 4 and 5, and 5 and
6 (and these are the only edges). It is clear that this is a junction tree and that
Cs = {c} for each edge s. It is also clear from (7) that the assumption (1) is
satisfied; e.g., we can set

f{s0,c} (s0, c) := Q7 (C = c) ·Q0 (S0 = s0 | C = c) ;

f{si,c} (si, c) := Qi (Si = si | C = c) , i = 1, . . . , 6.

Exchangeability Model. The hypergraphical model with no information about the
pattern of dependence between the attributes and the label is the exchangeability
model. The corresponding hypergraphical structure has one cluster, E := {V }.
The junction tree is the one vertex associated with V and no edges.
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Fig. 2. Cumulative unconfidence for online predictions. The results are for the LED
data set with 1% of noise and 10000 examples.

4.3 Experiments

For our experiments we create a LED data set with 10000 examples. The data
are generated according to the model (7) with the probability of noise pnoise =
1%. The data generation programs are written in C, and our data processing
programs are written in R; in both cases we set the seed of the pseudorandom
number generator to 0. The text below assumes that the reader can see Figures 2–
5 in colour; the colours become different shades of grey in black-and-white. We
hope our descriptions will be detailed enough for the reader to identify the most
important graphs unambiguously.

Each of the figures corresponds to an efficiency criterion for conformal pre-
dictors; namely, Figure 2 plots Unconfn versus n = 1, . . . , 10000 in the online
prediction protocol, Figure 3 plots pSumn versus n = 1, . . . , 10000, Figure 4
plots Multε10000/10000 (the percentage of multiple predictions) versus ε ∈ [0, 0.05],
and Figure 5 plots Sizeε10000/10000 (the average size of predictions) versus ε ∈
[0, 0.05]. We consider two conformity measures: the conditional probability (CP)
conformity measure (4) and the signed predictability (SP) conformity measure
(6). The graphs corresponding to the former are represented in our plots as lines
with dots, and the graphs corresponding to the latter are represented as lines
with triangles.

Two of the plots in each figure correspond to idealized predictors and are
drawn only for comparison, representing an unachievable ideal goal. In the
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idealized case we know the true distribution for the data (given by (7), (8),
and pnoise = 1%). The true distribution is used instead of the backward kernel
Pσ∗ in both (3) and (4) for the CP conformity measure and in both (3) and (6)
for the SP conformity measure. It gives us the ideal results (the two red lines in
our plots) for the two conformity measures, CP and SP. At least one of them
gives the best results in each of the figures (remember that for all our criteria
the lower the better).

For each of the two conformity measures we also consider four realistic pre-
dictors (which are conformal predictors, unlike the idealized ones). The pure
hypergraphical conformal predictor (represented by blue lines in our plots) is ob-
tained using the nontrivial hypergraphical model both when computing p-values
(see (3)) and when computing the conformity measure ((4) in the case of CP and
(6) in the case of SP). Analogously we use the exchangeability model to obtain
the pure exchangeability conformal predictor (green lines in our plots). The two
mixed conformal predictors (black and yellow lines) are obtained when we use
different models to compute the p-values and the conformity scores.

The intuition behind the pure and mixed confomal predictors can be explained
using the distinction between hard and soft models made in [7]. The model used
when computing the p-values (see (3)) is the hard model; the validity of the
conformal predictor depends on it. The model used when computing conformity
scores (see (4) and (6)) is the soft model; when it is violated, validity is not
affected, although efficiency can suffer. The true probability distribution (7)
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conforms to both the exchangeability model and the nontrivial hypergraphical
model; therefore, all four conformal predictors are automatically valid, and we
study only their efficiency. (In the context of this paper, it is obvious that the
exchangeability model is more general than the nontrivial hypergraphical model,
but we can also apply the criterion given in [6], Proposition 9.2.)

In the legends of Figures 2–5, the hard model used is indicated after “pv” (the
way of computing the p-values), and the soft model used is indicated after “CM”
(the conformity measure); “exch” refers to the exchangeability model, and “hgr”
refers to the nontrivial hypergraphical model.

The most interesting graphs in Figures 2–5 are the black ones, corresponding
to the exchangeability model as the hard model and the nontrivial hypergraph-
ical model as the soft model. The performance of the corresponding conformal
predictors is typically better than, or at least close to, the performance of any of
the remaining realistic predictors. The fact that the validity of these conformal
predictors only depends on the exchangeability assumption makes them partic-
ularly valuable. The yellow graphs correspond to the nontrivial hypergraphical
model as the hard model and the exchangeability model as the soft model;
the performance of the corresponding conformal predictors is very poor in our
experiments.

Now we will comment on each of the figures individually. We only discuss the
results for the seed 0 of the pseudorandom numbers generators, but we have
observed similar results for other seeds as well.

Figure 2 shows the cumulative unconfidence Unconfn, and so the right con-
formity measure to use is SP, as discussed at the end of Section 3; and indeed,
all SP graphs lie below their CP counterparts. The two bottom graphs are the
ones corresponding to idealized predictors; the graph corresponding to the CP
idealized predictor, however, has a suboptimal slope. Of the realistic predictors,
the lowest graph is the black SP one (but the blue SP graph, corresponding to
the pure hypergraphical conformal predictor, is very close).

Figure 3 shows the cumulative sum of p-values pSumn. For this criterion
the predictors based on the CP conformity measure outperform the predictors
based on the SP conformity measure (the lines with dots are below the lines
of the same colour with triangles), as expected. The bottom graph corresponds
to the idealized CP predictor; the idealized SP predictor is the second best
most of the time, but at the end it is overtaken by the black and blue graphs
corresponding to the conformal predictors based on the CP conformity measure
using the nontrivial hypergraphical model. The black and blue graphs are very
close; the blue one is slightly lower but the conformal predictor corresponding
to the black one still appears preferable as its validity only depends on the
weaker exchangeability assumption. Notice that even for the best predictors the
cumulative sum of p-values exceeds 5000: this is to be expected, as summing
only the p-values for the true labels would already give 5000, up to statistical
fluctuations.

Figure 4 shows the percentage of multiple predictions after observing 10000
examples as function of the significance level. For small significance levels the
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percentage of the multiple predictions is smaller for the predictors based on the
SP conformity measure, again as expected. The performance of the conformal
predictor corresponding to the black SP graph is again remarkably good, better
than that of any other realistic predictor.

Figure 5 shows the average size of predictions after observing 10000 examples
as function of the significance level. For small significance levels the predictors
based on the CP conformity measure perform better, again confirming the the-
oretical results mentioned earlier. The black CP graph is very close (or even
better) than the blue CP graph, corresponding to the pure hypergraphical pre-
dictor, except for very low significance levels when the average size exceeds 2.

5 Conclusion

The main finding of this paper is that nontrivial hypergraphical models can be
useful for conformal prediction when they are true. More surprisingly, in our
experiments they only need to be used as soft models; the performance does not
suffer much if the exchangeability model continues to be used as the hard model.
This interesting phenomenon deserves a further empirical study.
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Defensive Forecast for Conformal Bounded Regression
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Abstract. The paper considers a conformal prediction method for bounded re-
gression task. A predictor was based on the Defensive Forecast algorithm and
has been applied for a medical prognostic problem. These empirical results are
compared and discussed.

1 Introduction

The conformal prediction has been applied to regression estimation in [1,2,3,4], under
assumption that label y is approximately linearly dependent on feature vector x. This
was also extended for non-linear dependency using a non-linear transformation (kernel
mapping) Φ of x into a higher dimensional space – see, for example, [9].

In this paper we consider the non-linear problem of bounded regression. A typi-
cal problem that requires a bounded regression is a prediction of examination marks,
bounded from 0% to 100% or some problems in medical prognosis that have a range
from healthy individuals to patients with a completely developed disease after a time
delay. We apply an inductive conformal regression method to this type of problem to
make valid regression estimations.

In Section 2 we recall key notions of machine learning and conformal prediction. In
particular, what functions can be used as non-conformity measures and what changes
if we apply conformal prediction in the inductive form of data processing that will
be needed further. In Section 3 we describe a non-conformity measure for inductive
conformal predictor based on K29 algorithm from [8], that was initially developed as
game-theoretical approach (Defensive Forecast) to regression in bounded intervals. In
Section 4 we give an example of application.

2 Machine Learning Background

2.1 Conformal Classification and Regression

The core element of a conformal predictor is a Non-Conformity Measure (NCM) that
is a function A satisfying the equation

(α1, . . . ,αn) = A(z1, . . . ,zn) =⇒ (απ(1), . . . ,απ(n)) = A(zπ(1), . . . ,zπ(n)).

NCM can be also undestood as a distance between a set {z1, . . . ,zn} and one of its
elements zi, reflecting a relative strangeness αi of the element with respect to the others.
The NCM values (non-conformity scores) are converted to p-values by the formula

p(z1, . . . ,zn) =
#
{

i = 1, . . . ,n | αz
i ≥ αz

n

}
n

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 384–393, 2013.
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A conformal predictor checks each of a set of hypotheses (possible labels) when pre-
sented with a new example and assigns it a p-value (Algorithm 1). Here z1, . . . ,zn−1

are examples with known classification, each zi consists of a feature vector xi ∈ X
and the label yi ∈ Y , and y is a hypothetical label for a new example with the feature
vector xn.

Algorithm 1. A step of conformal prediction
Input Non-conformity measure A
Input z1 = (x1,y1), . . . ,zn−1 = (xn−1,yn−1),xnew

for y ∈Y do
zn = (xnew,y)
(α1, . . . ,αn) = A(z1, . . . ,zn)

p(y) = #{i=1,...,n|α z
i≥α z

n}
n

end for

One of the ways to interpret p-values output by the conformal predictor is to find the
prediction set Rγ is a list of labels that are not discarded at a given significance level γ:

Rγ = {y : p(z1, . . . ,zn−1,(xn,y))> γ} .

Conformal predictors are region predictors: their output is a prediction set R - a list of
possible lanbales that are not discarded at a given significance level γ .

The prediction set should cover the true label yn with probability at least 1− γ , if
i.i.d. assumption is true.

Alternatively the prediction can be done by comparing the different p-values and se-
lecting more likely hypothesis. This makes results of conformal prediction comparable
to standard ones if needed.

2.2 Inductive form of Conformal Prediction

The approach discussed above is a transductive version of conformal prediction. Induc-
tive conformal predictor was proposed in order to make calculations more computation-
ally efficient. Some previous applications of it can be found in [5,6] and other works.
Usually they use same non-conformity measures as standard (transductive) conformal
predictors, but for this work we will need some extension of this.

The idea is to use a fixed additional set u1, . . . ,uh and to define the NCM
A(z1, . . . ,zn) = (α1, . . . ,αn) in such way that

αi = A0(u1, . . . ,uh,zi).

Usually u1, . . . ,uh (called proper training set) and z1, . . . ,zn−1 (called calibration set)
are taken from the same data set with a random split. This interpretation of the inductive
conformal framework is analogous to one given in [7] for inductive probabilistic (Venn)
predictor.

A general scheme of Inductive Conformal Prediction (ICP) can be found in
Algorithm 3.
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3 Approach for Bounded Regression

Aim of this section is to present a conformal predictor based on K29 algorithm from
the work [8] that develops a game-theoretic approach to machine learning. In principle,
details related to this theory are not necessary to understand how the algorithms works
and how non-conformity scores are calculated. However, we remind some of them in
order to have some intuitive justification for the choice of non-conformity measure.

3.1 Prediction as a Game

The Protocol 1 describes a simple form of prediction game with 3 players: Nature, Pre-
dictor and Sceptic. Nature generates examples x: say xn on n-th round, Predictor gives
a forecast ŷn of Nature’s move, and once he has done the prediction, Nature announces
the real label yn. Sceptic has an initial capital C0 and bets sn at round n.

Protocol 1
for n = 1,2, . . . do

NATURE: xn

PREDICTOR: ŷn ∈ [−1,1]
SCEPTIC: sn

NATURE: yn

Sceptic’s capital: Cn =Cn−1 + sn(yn− ŷn)
end for
Usually in machine learning the Predictor tries to predict some value given by the na-

ture (such a the new example’s label) and his preformance is assessed by a loss function.
However Nature does not have any interest to fail Predictor. Therefore game-theoretic
approach to prediction usually assumes that Predictor has an antagonist, called Sceptic,
whose win is Predictor’s loss.

3.2 Defensive Forecast with Non-conformity Measure

In [8], Sceptic has to show in advance his potential reaction as a betting function Sn of
Predictor’s move, so that sn = Sn(ŷn).

Predictor develops the following strategy. After seeing the object xn on round n
Predictor has to solve the equation

n−1

∑
j=1

K((x j, ŷ j),(xn,y))(y j− ŷ j) = 0

where K is a Mercer kernel.
Algorithm 2 follows K29 game protocol for the Defensive Forecast [8] and shows

how the non-conformity scores αn = |Sn(yn)| could be extracted.
If Predictor’s move (the prediction) is different from Nature’s move (the label), then

the discrepancy is measured not directly by their difference (as is it usually done in re-
gression), but by the difference of Sceptic’s reaction to them. This follows a general idea
of game-theoretic probability: an event is rare or strange if someone with reasonable
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Algorithm 2. K29 algorithm with players’ strategies and NCM
Input: Kernel function K((x,y),(x′,y′)) = Φ(x,y) ·Φ(x′,y′) where Φ is a continouous map-
ping to a Hilbert space.
for n = 1,2, . . . do

NATURE: xn

SCEPTIC: Sn(y) = ∑n−1
j=1 K((x j, ŷ j),(xn,y))(y j− ŷ j)

PREDICTOR: ŷn ∈ [−1,1] is either y such that Sn(y) = 0 or the sign of Sn if it never reaches
zero on [−1,1].
NATURE: yn

Sceptic’s capital: Cn =Cn−1 +Sn(ŷn)(yn− ŷn)
NCM: A0 ((x1,y1), . . . ,(xn−1,yn−1),(xn,yn)) = |Sn(yn)|

end for

strategy may make a profit from betting for it. Therefore Sceptic’s move showing his
betting intention is used to measure the strangeness. If for example Sn(yn) = Sn(ŷn) = 0,
Sceptic prefers not to play in both cases, then the difference between yn and ŷn is not
considered as an essential one.

3.3 Using Defensive Forecast in Inductive Mode

NCM defined above can be used only in the inductive conformal prediction because oth-
erwise, for transductive conformal predictors, the assumption of exchangeability does
not hold: the order of the examples follows the protocol.

In the inductive mode of conformal prediction, the data are split into three parts
of sizes h (proper training set u1, . . . ,uh), m (calibration set z1, . . . ,zm) and N− h−m
(testing set zm+1, . . . ,zN−h). For an individual testing example the prediction is done as
in Algorithm 3.

The only examples we deal with are the ones in the calibration or testing set, while
proper training set can be considered as a parameter. That way the exchangeability
property is satisfied.

If the non-conformity measure defined in Section 3.2 is applied in inductive mode,
this means that Protocol 1 is run on examples u1,u2, . . . ,uh as usally, but the step n =

Algorithm 3. A step of inductive conformal prediction
Input Non-conformity measure A0
Input u1 = (xu.1,yu.1), . . . ,uh = (xu.h,yu.h)
Input z1 = (x1,y1), . . . ,zm = (xm,ym),xnew

for i = 1, . . . ,m do
αi = A0(u1, . . . ,uh,zi)

end for
for y ∈Y do

zm+1 = (xnew,y)
αm+1 = A0(u1, . . . ,uh,zm+1)

p(y) = |{i=1,...,m+1|α z
i≥α z

m+1}|
m+1

end for
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h+1 is repeated many times starting from the same point. Each of calibration and testing
examples in turn plays the role of xh+1 in Protocol 1 in order to get its non-conformity
score. As for the testing examples, each of them is used also with different hypotheses
about yn, in this context a Nature’s move on the step n may mean a hypothesis about
this move.

3.4 Kernels

In Algorithm 2 there is a parameter K: a kernel function (or a scalar product) after a
feature mapping to a Hilbert space. This is analogous to the well-known kernels [9]
K(x,x′) =Φ(x) ·Φ(x′) but in K29 the kernels are dependent on y as well as on x.

This is useful for bounded regression problem because it allows to consider a non-
linearity in a wider sense: non-linearity in y (labels) as well as labels rather than in x
(feature vectors). An example is the polynomial kernel:

KPoly(d,e)((x,y),(x
′,y′)) = (x · x′+ 1)d +(y · y′+ 1)e.

where d and e are degrees of non-linearity in x and in y.
Sn(y) can be represented as Φ(xn,y) ·wn−1 where

wn−1 =
n−1

∑
j=1

(y j− ŷ j)Φ(x j, ŷ j)

plays a role similar to the slope w of separating hyperplane in Support Vector Ma-
chines [10]. But in SVM one can find w by solving a quadratic optimization problem,
while in K29 calculation of w is separated into n− 1 easy steps of on-line update.

Kernels depending on y were also used in a generalized form of SVM for structured
output space [11] but in this algorithms optimization problem is even harder than in a
standard SVM.

4 Application

4.1 Data

In our application, we use the data obtained from the Alzheimer’s Disease Neuroimag-
ing Initiative (ADNI) database, ADNI-1 cohort [17]. The database includes more than
800 subjects with up to 5 years annual follow-up with comprehensive clinical, neu-
ropsychological, imaging and laboratory evaluations, performed at the specialized re-
search centers. For the present study, we used 1.5 Tesla 3D T1 magnetic resonance
imaging (MRI) brain scans from patients with Alzheimer’s Disease (AD), with Mild
Cognitive Impairment (MCI) and Healthy Controls (HC), who had long term follow-up
information and met the inclusion criteria (see Diagnosis below).

In earlier applications of conformal method to other MRI data (see [19]) the diagnos-
tic was considered as a classification problem, while now we observe the data ordered
by these labels reflecting the following disease stages.
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– 164 healthy examples;
– 17 examples known to be healthy at the time of earliest measument who became

Mild cognitive impairment (MCI) patients in less than 5 years time;
– 119 with Mild cognitive impairment (MCI);
– 156 known to be MCI at the measurement time and to convert to Dementia (AD) in

less than 5 years time; this includes 62 examples will convert in at most 1 year;
– 169 with Dementia (AD).

4.2 Diagnosis

All AD patients met NINCDS/ADRDA criteria for probable AD, had mild level of de-
mentia, defined as Mini-Mental State Examination (MMSE) score between 20 and 26,
Clinical Dementia Rating Scale score of 1.0. Inclusion criteria for MCI were: 1) MMSE
score between 24 and 30, 2) memory complaints and objective memory impairment
measured by Logical Memory II subscale of the Wechsler Memory Scale (education
adjusted), 3) CDR of 0.5, 4) absence of significant levels of impairment in other cogni-
tive domains, 5) preserved activities of daily living, and 6) absence of dementia. MCI
converters had to meet the criteria for Alzheimer’s disease during at least two sequential
evaluations (e.g., at 24 and 36 month follow ups). Controls (general inclusion/exclusion
criteria): 1) MMSE scores between 28 and 30, 2) CDR of 0, 3) they did not meet criteria
for clinical depression at baseline, MCI or dementia within 3 years of follow-up.

4.3 Image Post-processing

Raw 3D T1 MRI data underwent Freesurfer v5.1 (http://surfer.nmr.
mgh.harvard.edu) steps for surface-based cortex reconstruction and volumetric
segmentation. As a result, 68 measures of brain cortical thickness (32 for each hemi-
sphere) averaged by parcellation as described in [15] and 41 volumetric measure-
ments of subcortical structures (corrected for intracranial volume) acquired for every
subject were combined with apoE-allele carrying information, basic clinical evalua-
tions (MMSE and Word-recall) and demographics (age, gender, education). Each ex-
ample therefore contained 109 brain morphometric measurements combined with 6
non-imaging features. Originally they were serial: same patient can have several mea-
surements at different follow-up timepoints. For each patient, we will use its first (ear-
liest) measurement. The label is based on the current diagnosis at that moment together
with information about later dynamics of the disease.

4.4 Prediction Intervals

According to the data structure, we consider the following 21 hypotheses related to
ADNI.

– Healthy (y =−1);
– 4.5,4,. . . ,1,0.5 years before Mild Cognitive Impairment (MCI) (y=−0.9, . . . ,−0.1);
– MCI non-converter (y = 0);
– MCI converter 4.5,4,. . . ,1,0.5 years before conversion to Dementia (y=0.1, . . .,0.9);
– Dementia (y =+1).

http://surfer.nmr.
mgh.harvard.edu
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Fig. 1. Prediction for one of the examples: p-value as a function showing likelihood of a stage

In order to apply K29 algorithm we use 109+6 features as vectors x and the stage
numbers as their labels y. They are ranging from −1 to 1 with step 0.1 as shown in the
list above.

Conformal predictor assigns p-value to each hypothesis about the diagnosis. A stan-
dard interpretation of conformal prediction is done in terms of intervals. Suppose that
for one of examples, each possible y is assigned a p-value by the conformal predictor.

Fig. 1 presents a typical individual prediction made for an example. Its true label 0.9
meaning: MCI in 6 months before its conversion to AD.

Examples of corresponding prediction sets (intervals) are:

– for the significance level γ = 10%, R = {y : p(y) > 0.1} = [0.9;1] that covers
the true value with probability at least 90%;

– for the significance level γ = 5%, R = {y : p(y) > 0.05}= [0.6;1] that covers the
true value with probability at least 95%.

– for the significance level γ = 1%, R = {y : p(y) > 0.1} = [0.2;1] that covers the
true value with probability at least 99%;

4.5 Accuracy of Two-Class Problems

In addition to prediction intervals, we can use p-values obtained form a conformal pre-
dictor for some two-class problems. The following ones were selected because of their
popularity in the literature [13,14,16]:

– (A) Healthy vs Dementia;
– (B) Healthy vs MCI;
– (C) MCI non-converters vs (0.5–4.5 year) MCI converters
– (C1) MCI non-converters vs (0.5-year and 1-year) MCI converters.

These problems can be solved by comparing highest p-values reached on corre-
sponding intervals. For example, if we restrict our interest to the problem (C1) then
the interpretation of p-values is following:
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– a prediction is correct in one of the following cases:

y = 0, p(0)> max
0.8≤y<1

p(y);

y ∈ {0.8,0.9}, p(0)≤ max
0.8≤y<1

p(y);

– wrong predictions:
y = 0, p(0)≤ max

0.8≤y<1
p(y);

y ∈ {0.8,0.9}, p(0)> max
0.8≤y<1

p(y);

– examples with true labels y < 0;0 < y < 0.8;y = 1 are irrelevant for the accuracy
although they are still used for training.

The best results are presented in Table 1.The accuracy is averaged over 50 ran-
dom splits with ICP parameters h = 500 and m = 100 (see Sec.3.3). We also compare
K29 with a simpler approach based on linear regression extended with a T-test feature
selection step used in our previous work [19] applied in leave-one-out mode.

Table 1. Results with two-class accuracy

Underlying algorithm Parameter Task
(A) (B) (C) (C1)

Linear regression 0.94 0.72 0.70 0.76
with feature selection (best) (best)
K29 trivial kernel 0.91 0.65 0.69 0.75
K29 polynomial kernel KPoly(3,1) 0.50 0.42 0.57 0.32
K29 polynomial kernel KPoly(1,3) 0.92 0.63 0.72 0.78

(best) (best)

5 Discussion and Conclusions

This bounded conformal regression method has been applied to a problem of medical
prognosis. A development of Alzheimer’s disease has several stages before the actual
dementia onset. Neurodegeneration usually starts from the entorhinal cortex and hip-
pocampal formation and subsequently spreads thoughout the brain. This pattern is con-
sistent with our results. Thus, the most important features for prediction were volumes
of the Left and Right Hippocampi, Left Amygdala, thickness of the Left Entorhinal
cortex, apoE-genotype (known genetic biomarker associated with different risks for
Alzheimer’s disease [18], and the result of Mini-Mental State Examination (screening
tool to assess cognitive functions).

We have proposed a conformal predictor based on a new kind of non-conformity
measure, based on the ideas of game-theoretic defensive forecasting method, originally
developed for a bounded regression. This techniques has some advantages that were
discussed in the theoretical part of the paper. The experimental results are especially
interesting as an illustration of a generalized kernel technique in the context of bounded
regression.
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Abstract. In many supervised learning applications, the existence of
additional information in training data is very common. Recently, Vap-
nik introduced a new method called LUPI which provides a learning
paradigm under privileged (or additional) information. It describes the
SVM+ technique to process this information in batch mode. Following
this method, we apply the approach to deal with additional information
by conformal predictors. An application to a medical diagnostic problem
is considered and the results are reported.
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1 Introduction

In machine learning classification problems, in batch setting, we usually work
with a set of training and testing examples. In a data-rich world, there often
exist some “pieces” of information about the data that we can add and use it.
But, this information may be available at a training stage and not for the new
examples at the testing stage. For example, usually doctors try to make diag-
nosis using all available information, but if at the end of an investigation the
diagnosis is still unclear, they may send the patient for some additional tests
such as pathological reports, blood test, MRI scans, etc. This is additional or
privileged information and can be used to improve the quality of training set and
hence, the decision rules. However, the same additional information may not be
available for new patients. The question is: can this additional information at
the training stage improve the accuracy of diagnosis for the new patients? Tradi-
tional learning methods cannot use the additional information directly when it is
not available in test set – it is summarised Table 1. Recently, Vapnik proposed a

Table 1. Data set with additional information

Data Set Content
’Usual’ information Additional information Label

Training examples Known Known Known

Test examples Known Unknown To be predicted

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 394–400, 2013.
c© IFIP International Federation for Information Processing 2013
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general approach to deal with this problem, known as Learning Using Privileged
Information (LUPI) [10]. However, LUPI approach does not allow us to esti-
mate confidence in the prediction. This paper extends the Conformal Predictors
method [2] to include some additional information available in the training set
in order to make prediction, estimate confidence of the prediction and apply it
in batch and on-line mode.

2 Learning Using Privileged Information

Learning using privileged information (LUPI) is a recently proposed learning
paradigm and the aim is to incorporate that type of information into learn-
ing [10]. An example of privileged information, according to Vapnik, is when
teachers provide students with extra knowledge which exists in explanation,
comments, comparisons and so on. There is no formal definition of “privileged”
information, but we shall interpret it as information that exists only in the train-
ing set.

Let’s consider a sequence of examples x with their labels y:

(x1, x
∗
1, y1), (x2, x

∗
2, y2), ..., (xn−1, x

∗
n−1, yn−1), xi ∈ X, x∗

i ∈ X∗, yi ∈ Y.

Here xi ∈ X is an example i that is a vector of attributes of ”usual” or ”available”
information and x∗

i ∈ X∗ is a vector of additional (or ”privileged”) attributes;
yi is a corresponding label.

In the classical SVM a prediction for the new example xn can be calculated
by the following equation:

ŷn =

n−1∑
i=1

αiyi(xi · xn)

where weighting coefficients αi are calculated on the basis of the examples
x1, . . . , xn−1 and xn is a new example from the test set. A new method, SVM+
is an extension of SVM and Lagrange multipliers αi are replaced with α∗

i calcu-
lated from x∗

1, . . . , x
∗
n−1, while the dot product (xi ·xn) is not changed to (x∗

i ·x∗
n)

because x∗
n is unavailable.

3 Conformal Approach

3.1 Conformal Predictors

Conformal predictor is a general learning framework to make well-calibrated pre-
dictions, and provides predictions with reliable measures of confidence. The pre-
diction is based on the statistical p-value, which is derived from the strangeness
(or non-conformity) measure αi, that indicates how “strange” a particular exam-
ple is. Any strangeness measure can be used, as long as it holds the exchange-
ability property. Strangeness measures may be constructed from almost any



396 M. Yang, I. Nouretdinov, and Z. Luo

existing learning algorithms, such as Neural Networks [3], Random Forests [6]
and SVMs [11]. In this paper, we consider the Nearest Centroid method [8] to
derive the strangeness measure. In general, given a strangeness measure A, the
corresponding values are computed for each hypothetic label y ∈ |Y | as

αi = A(�(x1, y1), ..., (xi−1, yi−1), (xi+1, yi+1), ...(xn, y)�, zi), i = 1, ..., n− 1

Given a strangeness measure we can compute p-values:

p(y) =
#{i = 1, ..., n : αi ≥ αn}

n

Obviously, 0 < py ≤ 1. The lower p-value is, the more “strange” the example
is in relation to the entire training set.

3.2 Learning with Additional Information

Let’s consider a sequence of independent and identical examples x with addi-
tional information x∗ and their labels y. For the prediction of new object xn, we
firstly assign it an hypothetic label (y) and hypothetic values (x∗) of additional
attributes and then measure how ”strange” the new example is by calculating
p(y, x∗). The more likely the hypothetic label is, the higher extended p-value
p(y, x∗) is. However, the number of possible combinations will affect the speed
of the processing.

The advantage of Conformal Predictors is its validity, which means:

Prob{p(y) ≤ ε} ≤ ε

for any 0 < ε < 1. Therefore, our next task is how to combine a number of
extended p-value p(y, x∗) into p(y) and to maintain the validity property. Since
only one of the hypotheses is true, selecting the maximum extended p-values is
the only way to hold the validity:

max
x∗ p(y, x∗) ≥ p(y, x∗

true), y ∈ Y, x∗ ∈ X∗

Thus:

Prob{max
x∗ p(y, x∗) ≤ ε} ≤ Prob{p(y, x∗

true) ≤ ε}

So:

Prob{max
x∗ p(y, x∗) ≤ ε} ≤ ε

Excluding x∗ from it we would get a standard conformal predictor that ignores
additional information. Algorithm 1 summarises the procedure:

This method could be applied both in the on-line mode and the off-line mode.
In the on-line mode, the examples are presented one by one. Each time, we
observe the object and predict its label. We could assume that after the pre-
diction is done, both the label yi and the attribute value x∗

i will be revealed,
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Algorithm 1. Learning With Additional Information

Require: training example sequence z1 = (x1, x
∗
1, y1), z2 = (x2, x

∗
2, y2), ..., zn−1 =

(xn−1, x
∗
n−1, yn−1)

Require: new example xn

Require: strangeness measure A
for y ∈ Y do

for x∗ ∈ X∗ do
zn = (xn, x

∗, y)
for i in 1, 2, ..., n do

αi = A(�z1, z2...., zi−1, zi+1, ...zn�, zi)
end for
p(y, x∗) = #{i=1,...,n:αi≥αn}

n

end for
p(y) = maxx∗ p(y, x∗)

end for

see in the following description of the on-line prediction with additional infor-
mation protocol. At the n-th step, we have observed the previous examples
(x1, x

∗
1, y1), ..., (xn−1, x

∗
n−1, yn−1) and new object xn and our task is to predict

yn without x∗
n. The new example will be added to the training examples and

used to generate a new rule for next prediction. On-line mode is a simple form
of the slow learning from [11] where the feedback is given with a delay. In this
protocol we assume that some symptoms may also come with a delay. For ex-
ample, if a prediction algorithm is designed to classify whether a patient has a
disease or not by some symptoms and blood test in on-line mode, but the blood
test result is not available (will be given, maybe, one day later).

On-line prediction with additional information Protocol:
FOR n = 1, 2....;
Reality outputs xn ∈ X ;
Predictor outputs Γ ε

n ⊆ Y for all ε ∈ (0, 1);
Reality outputs x∗

n ∈ X∗, yn ∈ Y ;
END FOR

4 Applications and Experiments

The conformal prediction method with additional information has been applied
to Abdominal Pain dataset [1]. The data set consists of 6387 patient records
with 9 categories of diseases and 135 symptoms [1,4,5]. The 9 diseases for diag-
nosis are: Appendicitis (APP, 844 examples), Diverticulitis (DIV, 143 examples),
Perforated Peptic Ulcer (PPU, 130 examples), Non-Specific Abdominal Pain
(NAP, 2835 examples), Cholecystitis (CHO, 572 examples), Intestinal Obstruc-
tion(INO, 417 examples), Pancreatitis(PAN, 96 examples), Renal Colic(RCO,
473 examples) and Dyspepsia(DYS, 877 examples).

Each symptom has two values, 1 and 0: either the patient has the symptom
or not. For each disease group, experts suggest a sequence of symptoms which
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are more relevant for its diagnosis. Suppose that some of these symptoms are
known for the collected training data but are unknown for a testing example,
then they play the role of privileged information in this paper.

If we now choose, for example, the Nearest Centroid algorithm as an under-
lying algorithm to derive the corresponding strangeness measure, by using the
ratio of distances as a strangeness measure:

αi =
{D(xi, μy)|yi = y}

min{D(xi, μi)|yi �= y}

where D is the Euclidean distance measure and μi is the centroid (the averaged
example) of the class i. Then, we can label a new example the same way as the
examples of the nearest class.

Table 2. Single prediction by Conformal Predictor on Abdominal Pain dataset

Diagnostic With additional information No additional information Size of additional
Group Average accuracy Average accuracy attributes

APP 0.89±0.014 0.85±0.042 3
DIV 0.97±0.004 0.93±0.052 3
PPU 0.98±0.014 0.96±0.045 8
CHO 0.97±0.038 0.93±0.014 4
INO 0.95±0.016 0.91±0.009 3
RCO 0.94±0.022 0.93±0.016 6
DYS 0.89±0.080 0.86±0.029 2

Table 3. Predictions by SVM+ and SVM on Abdominal Pain dataset

Diagnostic SVM+ SVM
Group Average accuracy Average accuracy

APP 0.88±0.009 0.86±0.021
DIV 0.63±0.015 0.60±0.019
PPU 0.54±0.010 0.53±0.013
CHO 0.82±0.005 0.79±0.028
INO 0.69±0.022 0.62±0.027
RCO 0.68±0.033 0.68±0.041
DYS 0.78±0.005 0.75±0.016

Experimental results are given in Table 2 where the binary classification is
performed in one against all other classes. In batch learning mode, we only care
about accuracies of predictions. To avoid the influence of redundant attributes,
we use some selected symptoms here. For each disease group, we use 5 most
relevant symptoms selected in [7] as “usual” attributes because these 5 selected
symptoms could provide the similar confidence level as whole set of symptoms.
The features provided by experts in [1] are used as privileged attributes. The
dataset is randomly divided into training set (4387 examples) and test set (2000



Learning by Conformal Predictors with Additional Information 399

examples). The average accuracy and the corresponding standard deviation are
shown for 7 diagnostic groups as the experts do not give any relevant informa-
tion for the other two diagnostic groups (NAP and PAN). We then apply SVM
and SVM+ on the same data, results are shown in Table 3. The kernel used here
is Radial Basis Function(RBF), K(xi, xj) = exp(−γ||xi − xj ||2), γ ≥ 0. Cross-
validation is applied on the training examples to find the optimal parameters.
We can see that both SVM+ and our approach utilize additional information to
improve classification accuracy. Due to the unbalance size of classes for predic-
tion, accuracies of SVM and SVM+ are not as good as that of the conformal
prediction approach.

5 Conclusion and Discussion

In this paper, we extend Conformal Predictors to deal with additional informa-
tion. Experiments show that our approach successfully utilize additional infor-
mation to improve the performance of classification as we expected. However,
some more work need to be completed in the future.

We only used the Abdominal Pain dataset in this paper. Further experiments
need be carried out on various databases. It would be interesting to consider
and apply on-line predictions and slow learning where the feedback is given with
an n-step delay. We would like to find out what kind of information could be
defined as privileged.

Acknowledgements. This work was supported by EPSRC grant
EP/K033344/1 (“Mining the Network Behaviour of Bots”); by EraSys-
Bio+ grant funds from the European Union/BBSRC Shiprec project: ”Living
with uninvited guests”; by the National Natural Science Foundation of China
(No.6112803) grant; and by grant “Development of New Venn Prediction Meth-
ods for Osteoporosis Risk Assessment” from the Cyprus Research Promotion
Foundation. We would like to express our sincere thanks to Alex Gammerman,
Vladimir Vovk and Vladimir Vapnik (Royal Holloway, University of London)
for setting the problem, useful discussions and help.

References

1. Gammerman, A., Thatcher, A.R.: Bayesian Diagnostic Probabilities without
Assuming Independence of Symptoms. Methods Inf. Med. 30(1), 15–22 (1991)

2. Gammerman, A., Vovk, V.: Hedging Predictions in Machine Learning. The
Computer Journal 50(2), 151–163 (2007)

3. Papadopoulos, H.: Inductive conformal prediction: Theory and application to
neural networks. Tools in Artificial Intelligence, 315–329 (2008)

4. Papadopoulos, H., Gammerman, A., Vovk, V.: Reliable Diagnosis of Acute Ab-
dominal Pain with Conformal Prediction. Engineering Intelligent Systems 17(2-3),
127–137 (2009)



400 M. Yang, I. Nouretdinov, and Z. Luo

5. Papadopoulos, H., Gammerman, A., Vovk, V.: Confidence Predictions for the Di-
agnosis of Acute Abdominal Pain. In: Iliadis, L., Vlahavas, I., Bramer, M. (eds.)
Artificial Intelligence Applications and Innovations III. IFIP, vol. 296, pp. 175–184.
Springer, Boston (2009)

6. Yang, F., Wang, H.-Z., Mi, H., Lin, C.-D., Cai, W.-W.: Using random forest
for reliable classification and cost-sensitive learning for medical diagnosis. BMC
Bioinformatics 10(1), S22 (2009)

7. Yang, M., Nouretdinov, I., Luo, Z., Gammerman, A.: Feature selection by
conformal predictor. In: Iliadis, L., Maglogiannis, I., Papadopoulos, H. (eds.)
EANN/AIAI 2011, Part II. IFIP AICT, vol. 364, pp. 439–448. Springer, Heidelberg
(2011)

8. Yu, L., Liu, H.: Feature Selection for High-Dimensional Data: A Fast Correlation-
Based Filter Solution. In: Proceedings of the Twentieth International Conference
on Machine Learning, Washington DC (2003)

9. Vapnik, V., Vashist, A.: A New Learning Paradigm: Learning Using Privileged
Information. Neural Networks 22, 544–557 (2009)

10. Vapnik, V., Vashist, A., Pavlovitch, N.: Learning using hidden information: Master
class learning. In: Proceedings of NATO Workshop on Mining Massive Data Sets
of Security, vol. 19, pp. 3–14. IOS Press (2008)

11. Vovk, V., Gammerman, A., Shafer, G.: Algorithmic Learning in a Random World.
Springer (2005)



Conformity-Based Transfer AdaBoost Algorithm

Shuang Zhou, Evgueni N. Smirnov, Haitham Bou Ammar, and Ralf Peeters

Department of Knowledge Engineering, Maastricht University,
P.O. BOX 616, 6200 MD Maastricht, The Netherlands
{shuang.zhou,smirnov,haitham.bouammar,
ralf.peeters}@maastrichtuniversity.nl

Abstract. This paper proposes to consider the region classification task in the
context of instance-transfer learning. The proposed solution consists of the con-
formal algorithm that employs a nonconformity function learned by the Trans-
fer AdaBoost algorithm. The experiments showed that our approach results in
valid class regions. In addition the conditions when instance transfer can improve
learning are empirically derived.

Keywords: Region classification, Conformal framework, Transfer learning.

1 Introduction

Most of the research in machine learning is concentrated on the task of point classifica-
tion: estimating the correct class of an instance given a data sample drawn from some
unknown target probability distribution. However, in applications with high misclassi-
fication costs, region classification is needed [1,10]. The task of region classification
is to find a region (set) of classes that contains the correct class of the instance to be
classified with a given probability of error ε ∈ [0, 1]. Thus by employing region classi-
fication we can control the error in a long run which however has practical sense if the
class regions are efficient; i.e., small.

This paper proposes to consider the region classification task in a new context, in the
context of instance-transfer learning [4,7]. This means that in addition to the target data
sample we have a second data sample generated by some unknown source probability
distribution. The main assumption is that the target and source distributions are different
but somehow similar. Thus, the region-classification task in this case is to find class
regions according to the target probability distribution, given the target data sample, by
transferring relevant instances from the source data sample.

To solve the region-classification task in the instance-transfer learning setting we
note that (1) the conformal framework [1,10] is a general framework for the region
classification task, (2) the Transfer AdaBoost algorithm is a base algorithm for instance-
transfer learning [7], and (3) the AdaBoost algorithm was used under the conformal
framework [5,10]. Thus, our solution for the task is a combination of these techniques.

To compare our research with relevant work we note that instance-transfer learning
has been applied so far only for the task of point classification [4,7]. Thus our region
classification task considered in instance-transfer learning and the approach that we
propose for the task are novel and they form the main contributions of this paper.

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 401–410, 2013.
c© IFIP International Federation for Information Processing 2013
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The remaining of the paper is organized as follows. Section 2 formalizes the tasks of
point classification and region classification in traditional learning and instance-transfer
learning. The conformal framework and Transfer AdaBoost algorithm are given in
Sections 3 and 4, respectively. Section 5 proposes the weights-based nonconformity
function for implementing the conformity framework using the Transfer AdaBoost al-
gorithm. The experiments are given in Section 6. Finally, Section 7 concludes the paper.

2 Point and Region Classification

This section formalizes the tasks of point classification and region classification. The
formalizations are given separately for the traditional-learning setting and instance-
transfer learning setting in the next two subsections.

2.1 Traditional Learning Setting

Let X be an instance space and Y a class set. We assume an unknown probability dis-
tribution over the labeled space X×Y, namely the target distribution pt(x, y). We con-
sider training sampleDt

n ⊆ X×Y defined as a bag �(x1, y1)
t, (x2, y2)

t, ..., (xnt , ynt)t�
of n instances (xi, yi)

t ∈ X×Y drawn from the probability distribution pt(x, y).
Given training sample Dt

n and an instance xt
n+1 ∈ X drawn according to pt(x),

– the point-classification task is to find an estimate ŷ ∈ Y of the class of the instance
xn+1 according to pt(x, y);

– the region-classification is to find a class region Γ ε(Dt
n, xn+1) ⊆ Y that contains

the class of xn+1 according to pt(x, y) with probability at least 1− ε, where ε is a
significance level.

In point classification estimating the class of any instance x ∈ X assumes that we
learn a point classifier h(Dt

n, x) in a hypothesis space H of point classifiers h (h :
(X ×Y)(∗) ×X → 2R)1 using the target sample Dt

n. The classifier h(Dt
n, x) outputs

for any instance x a posterior distribution of scores {sy}y∈Y over all the classes in Y.
The class y with the highest posterior score sy is the estimated class ŷ for the instance
x. In this context we note that the point classifier h(Dt

n, x) has to be learned such that it
performs best on new unseen instances (x, y)t ∈ X×Y drawn according to the target
probability distribution pt(x, y).

In region classification (according to the conformity framework [1,10]) computing
class region Γ ε(Dt

n, xn+1) ⊆ Y for any instance xn+1 ∈ X requires two steps. First
we derive a nonconformity functionA that given a class y ∈ Y maps the sample Dt

n and
the instance (xn+1, y) to a nonconformity value α ∈ [0, R ∪ {∞}]. Then we compute
the p-value py of class y for the instance xn+1 as the proportion of the instances in
Dt

n ∪ �(xn+1, y)� of which the nonconformity scores are greater than or equal to that
of the instance (xn+1, y). The class y is added to the final class region for the instance
xn+1 if py ≥ ε. In this context we note that the nonconformity function A has to be
learned such that it performs best on new unseen instances (x, y)t ∈ X × Y drawn
according to the target probability distribution pt(x, y).

1 (X×Y)(∗) denotes the set of all bags defined over X×Y.
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2.2 Instance-Transfer Learning Setting

In instance-transfer learning in addition to the instance space X, the class set Y, the
target distribution pt(x, y), and the training sample Dt

n, we have a second unknown
probability distribution over X×Y, namely the source distribution ps(x, y), and train-
ing sample Ds

m defined as a bag of m instances (xi, yi)
s ∈ X×Y drawn from ps(x, y).

Assuming that the target distribution pt(x, y) and source distribution ps(x, y) are dif-
ferent but somehow similar we define:

– the instance-transfer point-classification task as a point classification task for which
we learn the point classifier h(Dt

n, x) by transferring relevant instances from the
source sample Ds

m in addition to the target sample Dt
n;

– the instance-transfer region-classification as a region-classification task for which
we learn the nonconformity function A by transferring relevant instances from the
source sample Ds

m in addition to the target sample Dt
n.

3 The Conformal Framework

This section introduces the conformal framework [1,10]. It formalizes the framework,
provides possible options, and introduces metrics for evaluating region classifiers.

3.1 Formal Description

The conformal framework has been proposed in [1,10] for developing region classi-
fiers. The framework is proven to be valid when the target sample Dt

n and each in-
stance xn+1 ∈ X to be classified are drawn from the same unknown target distribution
pt(x, y) under the exchangeability assumption. The exchangeability assumption holds
when different orderings of instances in a bag are equally likely.

Applying the conformal framework is a two-stage process. Given a point classifier
h(Dt

n, x), a nonconformity function is constructed for h(Dt
n, x) capable of measuring

how unusual an instance is for other instances in the data. Then, the conformal algorithm
employing this nonconformity function is applied to compute the class regions.

Formally, a nonconformity function is of type A : (X×Y)(∗) × (X×Y) → R ∪
{∞}. Given a bag Dt

n ∈ (X×Y)
(∗) and instance (x, y) ∈ (X×Y) it returns a value

α in the range [0, R ∪ {∞}] indicating how unusual the instance (x, y) is with respect
to the instances in Dt

n. In general, the function A returns different scores for instance
(x, y) depending on whether (x, y) is in the bag Dt

n (added prediction) or not (deleted
prediction): if (x, y) ∈ Dt

n, then the score is lower; otherwise it is higher.
The general nonconformity function was defined in [10] for any point classifier

h(Dt
n, x). Given training bag Dt

n ∈ (X×Y)(∗) and instance (x, yr), it outputs the
sum

∑
y∈Y,y �=yr

sy where sy is the score for class y ∈ Y produced by h(Dt
n, x).

The conformal algorithm is presented in Algorithm 1. Given significance level ε ∈
[0, 1], target sample Dt

n, instance xn+1 ∈ X to be classified, and the nonconfor-
mity function A for a point classifier h(Dt

n, x), the algorithm constructs a class region
Γ ε(Dt

n, xn+1) ⊆ Y for the instance xn+1. The class-region construction is realized
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separately for each class y ∈ Y. To decide whether to include the class y in the class
region Γ ε(Dt

n, xn+1) the instance xn+1 and class y are first combined into labelled
instance (xn+1, y). Then, the algorithm computes the nonconformity score αi for each
instance (xi, yi) in the bag Dt

n+1, using the nonconformity function A for the point
classifier h(Dt

n, x). The nonconformity scores are used for computing the p-value py
of the class y for the instance xn+1. More precisely, py is computed as the proportion
of the instances in the bag Dt

n+1 of which the nonconformity scores αi are greater or
equal to that of the instance (xn+1, y). Once py is set, the algorithm includes the class
y in the class region Γ ε(Dt

n, xn+1) if py > ε. The conformal algorithm was originally
designed for the online learning setting. This setting assumes initially an empty data set
Dt

n. Then for each integer n from 0 to +∞we first construct class regionΓ ε(Dt
n, xn+1)

for the new instance xn+1 being classified, and then add the instance (xn+1, yr) to the
bag where yr is the correct class of xn+1. In this context we note that the conformal
algorithm is proven to be valid [1,10], i.e., it constructs for any object xn+1 class region
Γ ε(Dt

n, xn+1) ⊆ Y containing the correct class y ∈ Y for xn+1 with probability at
least 1− ε, if (a) the data are drawn from the same target distribution pt(x, y) under the
exchangeability assumption; and (b) the learning setting is online.

Algorithm 1. Conformal algorithm

Input: Significance level ε, Target sample Dt
n, Instance xn+1 to be classified,

Non-conformity function A for a point classifier h(Dt
n, x).

Output: Class region Γ ε(Dt
n, xn+1)

1: Γ ε(Dt
n, xn+1) = ∅.

2: for each class y ∈ Y do
3: Dt

n+1 = Dt
n ∪ �(xn+1, y)�.

4: for i := 1 to n+ 1 do
5: if using deleted prediction then
6: Set nonconformity score αi := A(Dt

n+1 � \ � (xi, yi)�, (xi, yi)).
7: else if using added prediction then
8: Set nonconformity score αi := A(Dt

n+1, (xi, yi)).
9: end if

10: end for
11: Calculate py :=

#{i=1,...,n|αi≥αn+1}
n+1

.
12: Include y in Γ ε(Dt

n, xn+1) if and only if py > ε.
13: end for
14: Output Γ ε(Dt

n, xn+1).

3.2 Possible Options

Applying the conformal framework is not a trivial task. One has to make a set of choices
concerning the nonconformity function used and the learning setting.

The conformal algorithm outputs valid class regions for any real-valued function
used as nonconformity function [1]. The class regions will be efficient if the function
estimates well the difference of any instance with respect to the training data. In this
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context we note that the general nonconformity function is not always the most efficient.
Therefore, one of the main issues when applying the conformal framework is how to
design a specific nonconformity function for the point classifier used.

The conformal algorithm is proven to be valid when the learning setting is online [1].
However, there are reported experiments in the offline (batch) setting [6]. In contrast to
the online setting, the offline setting assumes a target training sample that is non-empty
initially. Furthermore, the target sample remains the same throughout the classification
process. These experiments show that the conformal algorithm produces valid class
regions in the offline setting.

3.3 Evaluation Metrics

Any class region Γ ε(Dt
n, xn+1) is valid if it contains the correct class y ∈ Y of the

instance xn+1 ∈ X being classified with probability of at least 1 − ε. To evaluate
experimentally the validity of the class regions provided by the conformal algorithm
we introduce the error metric. The error E is defined as the proportion of the class
regions that do not contain the correct class. Thus, in order to prove experimentally
that the conformal algorithm is valid we have to show that for all significance levels
ε ∈ [0, 1] the error E is less than or equal to ε.

Any class region Γ ε(Dt
n, xn+1) is efficient if it is non-empty and small. Thus, to

evaluate experimentally the efficiency of the class regions provided by the conformal
algorithm we introduce three metrics: the percentage Pe of empty-class regions, the
percentage Ps of single-class regions, and the percentage Pm of multiple-class regions.
The empty-class regions, single-class regions, and multiple-class regions can be char-
acterized by their own errors. The percentage Pe of empty-class regions is essentially
an error, since the correct classes are not in the class regions. The error Es on single-
class regions is defined as the proportion of the invalid single-class regions among all
the class regions. The error Em on multiple-class regions is defined as the proportion
of the invalid multiple-class regions among all the class regions.

The errors Pe, Es, and Em are components of the error E. More precisely, it is easy
to prove that E = Pe+Es+Em. The error E has its own upper bound Eu representing
the worst case when we are not able to pick up correct classes from valid multi-class
regions. In this case we will err on all the multi-class regions and, thus, Eu is defined
equal to Pe + Es + Pm. We note that for any significance level ε ∈ [0, 1] there is no
guarantee that Eu is less than or equal to ε unless Pm = 0.

4 Transfer AdaBoost Algorithm

The Transfer AdaBoost algorithm [7] is a learning method for the instance-transfer
point-classification task (see Algorithm 2). The algorithm itself is an extension of the
well-known AdaBoost algorithm [8]. It treats the target sample Dt

n and source sample
Ds

m differently. For the target sample Dt
n, the Transfer AdaBoost algorithm uses the

same re-weighting scheme as AdaBoost. It decreases the weights of correctly classi-
fied instances and through normalization increases the weights of incorrectly classified
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instances. On the other hand, for the source sample Ds
m, the Transfer AdaBoost algo-

rithm uses opposite re-weighting scheme. It decreases the weights of incorrectly clas-
sified instances and through normalization increases the weights of correctly classified
instances. This means that source instances that are less likely to be generated by the
target distribution receive lower weights and source instances that are more likely to
be generated by the target distribution receive higher weights. Thus, the Transfer Ad-
aBoost algorithm focuses on more difficult (high-weight) target instances and on more
similar (high-weight) source instances in the next iterations.

Algorithm 2. Transfer AdaBoost Algorithn, adapted from Dai et al.[7]

Input: Two labeled data sets Dt
n and Ds

m

Weak point classifier h(B, x),
Number of iterations T .

1: for any instance(xi, yi) ∈ Ds
m

⋃
Dt

n initialize weight w1(xi) = 1. Let p be vector of the
normalized weights of instances in Ds

m

⋃
Dt

n and pt be vector of the normalized weights of
instances in Dt

n.
2: for k = 1 to T do
3: Train weak classifier hk : X → Y on Ds

m

⋃
Dt

n using normalized weights from pk.
4: Calculate the weighted error εk of hk on Dt

n using normalized weights from pt
k

5: if εk = 0 or εk ≥ 1
2

then
6: Set T = k − 1.
7: Abort loop.
8: end if
9: Set β = 1

1+
√

2 lnm/T
and βk = εk

1−εk
.

10: Update the weight for any instance(xi, yi) ∈ Ds
m

⋃
Dt

n:
{

ws
k+1(xi) = ws

k(xi)β
[hk(xi) �=yi] if (xi, yi) ∈ Ds

m;

wt
k+1(xi) = wt

k(xi)β
−[hk(xi) �=yi]
k if (xi, yi) ∈ Dt

n.

11: end for
12: Output the strong classifier: hf (x) = sign(

∑T
k=T/2 ln(

1
βk

)hk(x))

5 Weights-Based Non-conformity Function

To solve the instance-transfer region-classification task we propose to apply the confor-
mal framework that employs a nonconformity function based on the Transfer AdaBoost
algorithm. An obvious option in this context is to use the general nonconformity func-
tion (see subsection 3.1) given in [1]. However in this paper we go further and propose
a new nonconformity function called the weight-based nonconformity function. As the
name suggests it is based on the weights of the training instances from the target sam-
ple calculated by the Transfer AdaBoost algorithm. Since they indicate the classification
difficulty of the instances, we interpret them as nonconformity values.



Conformity-Based Transfer AdaBoost Algorithm 407

To theoretically justify the weight-based nonconformity function we note that for
any target instance (xi, yi) ∈ Dt

n, given the initial weight equals 1, we have that:

wt
T+1(xi) = wt

1(xi)

T∏
k=1

(
1

βk
)[hk(xi) �=yi] =

T∏
k=1

(
1

βk
)[hk(xi) �=yi] (1)

In addition we note that εk ∈ (0, 0.5). Thus, 1
βk

> 1 and
∏T

k=1(
1
βk

)[ht(xi) �=yi] ≥ 1.
Since [hf (xi) �= yi] ≤ 1, it follows that:

[hf (xi) �= yi] ≤
T∏

k=1

(
1

βk
)[hk(xi) �=yi] (2)

Combining equations (1) and (2) results in:

[hf (xi) �= yi] < wt
T+1(i)

Thus, the weight of any target instance is found to be the upper bound on the train-
ing error of that instance [2]. This explains why we propose the use of weights for
nonconformity values.

Formally the weights-based nonconformity function is defined as follows: given a
target sample set Dt

n and an instance (x, yr), the function returns the weight wT+1(x)
for the instance (x, yr) calculated by the Transfer AdaBoost algorithm after T itera-
tions. We note that, since the Transfer AdaBoost algorithm computes weights only for
target instances, the instance (x, yr) has to belong to the data Dt

n. This implies that the
conformal algorithm is used with the option “added prediction” only. We note that in
this case computing p-value py for one class y ∈ Y requires only one run of the Trans-
fer AdaBoost algorithm. Thus, the time complexity for constructing one class region is
O(|Y|C) (where C is the time complexity of the Transfer AdaBoost algorithm).

6 Experiments and Discussion

This section presents our experiments with the conformal algorithm presented in sub-
section 3.1. Given a sample Dt

n and a sample Ds
m, the algorithm was instantiated using

three types of nonconformity functions:
– the weight-based nonconformity function based on the AdaBoost algorithm trained

on the sample Dt
n,

– the weight-based nonconformity function based on the Transfer AdaBoost algo-
rithm trained on the sample Dt

n as a target sample and sample Ds
m as a source

sample,
– the weight-based nonconformity function based on the AdaBoost algorithm trained

on the sample Dt
n ∪Ds

m.

The conformal algorithm based on the first function is denoted as CAdaBoostT. The
conformal algorithm based on the second function is denoted as CTrAdaBoostTS. The
conformal algorithm based on the third function is denoted as CAdaBoostTS.

The generalization performance of these three algorithms is given in terms of the
validity and efficiency of the final class regions. We note that CAdaBoostT is used as
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a base-line algorithm. The algorithms CTrAdaBoostTS and CAdaBoostTS are used in
order to decide whether we need to transfer or add source instances.

6.1 Data Sets

The datasets for our experiments were taken from the UCI Machine Learning Repos-
itory [9]. In order to fit transfer-learning scenario each data set was split into target
sample and source sample with different probability distributions. For example, the
breast-cancer data set was split using the attribute irradiat. The target sample in this
case consisted of all the instances having the attribute value irradiate=no, while the
source sample consisted of all the instances having the attribute value irradiate=yes.
Table 1 given below shows the description of each data-set split. It also provides the
KL-divergence estimate [3] on the difference of class distributions for each pair of tar-
get sample and source sample. We note that two datasets, namely breast cancer and auto
were split twice using different binary attributes.

Table 1. The descriptions of the data sets

Data Set Number of Classes KL-divergence Size
Dt Ds

hepatitis 2 0.041 79 76

colic 2 0.078 272 92

heart-c 2 0.148 74 77

heart-c2 2 0.204 96 207

dermatology 6 0.224 79 294

breast-cancer 2 0.285 56 115

auto 4 0.302 59 112

auto2 4 0.391 83 97

lymph 4 0.621 73 75

vote 2 1.135 264 171

6.2 Validation Setup

Experiments were performed on ten data sets from Table 1 using all the three conformal
algorithms CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS. The weak point classi-
fier for these three algorithms was the decision-stump classifier for the first 8 datasets,
while for the last two datasets was the Naive-Bayes classifier 2. The class regions of
the algorithms were evaluated in terms of validity and efficiency using five measures
(defined in subsection 3.3): the error E, the percentage Pe of empty-class regions, the
percentage Ps of single-class regions, the percentage Pm of multiple-class regions, and
the upper-bound error Eu. The method of evaluation was repeated stratified 10-fold
cross validation. Results for each data set were generated for 10 to 100 boosting itera-
tions (with step 10). The best results for each algorithm over the ten different iteration
numbers are reported in Table 2 on two significance levels ε = 0.05 and ε = 0.1.

2 The reason for employing NaiveBayes is that for the last two datasets the decision-stump
classifier resulted in error greater than 0.5 on the first iteration.
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Table 2. Performance of the CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS algorithms

ε = 0.05 ε = 0.1

E Pe Ps Pm Eu E Pe Ps Pm Eu

hepatitis
CAdaBoostT 0.061 0.006 0.775 0.219 0.280 0.119 0.054 0.854 0.092 0.210

CAdaBoostTS 0.054 0.001 0.776 0.223 0.277 0.115 0.023 0.911 0.066 0.181

CTrAdaBoostTS 0.051 0.008 0.771 0.221 0.272 0.116 0.039 0.889 0.072 0.189

colic
CAdaBoostT 0.052 0.000 0.517 0.483 0.534 0.098 0.000 0.789 0.211 0.309

CAdaBoostTS 0.050 0.000 0.572 0.428 0.478 0.098 0.000 0.823 0.177 0.275

CTrAdaBoostTS 0.049 0.000 0.565 0.435 0.483 0.098 0.001 0.820 0.178 0.276

heart-c
CAdaBoostT 0.049 0.004 0.689 0.307 0.356 0.093 0.032 0.872 0.096 0.189

CAdaBoostTS 0.053 0.000 0.802 0.198 0.251 0.098 0.017 0.951 0.032 0.130

CTrAdaBoostTS 0.048 0.007 0.787 0.206 0.254 0.097 0.029 0.889 0.072 0.169

heart-c2
CAdaBoostT 0.058 0.006 0.674 0.320 0.378 0.102 0.023 0.838 0.139 0.241

CAdaBoostTS 0.058 0.000 0.683 0.317 0.375 0.097 0.005 0.944 0.051 0.148

CTrAdaBoostTS 0.056 0.001 0.758 0.241 0.297 0.099 0.025 0.877 0.098 0.197

dermotology
CAdaBoostT 0.080 0.020 0.301 0.679 0.758 0.092 0.021 0.307 0.672 0.733

CAdaBoostTS 0.104 0.067 0.674 0.259 0.364 0.101 0.053 0.554 0.393 0.481

CTrAdaBoostTS 0.014 0.001 0.374 0.625 0.639 0.014 0.003 0.429 0.568 0.575

breast-cancer
CAdaBoostT 0.059 0.000 0.184 0.816 0.875 0.113 0.000 0.355 0.645 0.757

CAdaBoostTS 0.048 0.000 0.105 0.895 0.943 0.108 0.000 0.229 0.771 0.873

CTrAdaBoostTS 0.044 0.000 0.173 0.827 0.871 0.089 0.000 0.338 0.662 0.752

auto
CAdaBoostT 0.054 0.000 0.137 0.863 0.880 0.098 0.002 0.266 0.732 0.769

CAdaBoostTS 0.010 0.000 0.007 0.993 0.997 0.092 0.000 0.341 0.659 0.729

CTrAdaBoostTS 0.044 0.000 0.166 0.834 0.849 0.094 0.002 0.312 0.686 0.729

auto2
CAdaBoostT 0.049 0.000 0.080 0.920 0.933 0.102 0.002 0.161 0.836 0.881

CAdaBoostTS 0.017 0.000 0.007 0.993 0.995 0.108 0.000 0.157 0.834 0.901

CTrAdaBoostTS 0.034 0.000 0.093 0.907 0.912 0.084 0.001 0.165 0.833 0.857

lymph
CAdaBoostT 0.026 0.000 0.242 0.758 0.774 0.070 0.001 0.407 0.592 0.660

CAdaBoostTS 0.034 0.000 0.660 0.340 0.374 0.085 0.000 0.723 0.277 0.362

CTrAdaBoostTS 0.034 0.000 0.667 0.333 0.367 0.057 0.000 0.745 0.255 0.312

vote
CAdaBoostT 0.050 0.011 0.972 0.017 0.067 0.099 0.074 0.926 0.000 0.099

CAdaBoostTS 0.050 0.015 0.976 0.009 0.059 0.098 0.082 0.918 0.000 0.098

CTrAdaBoostTS 0.048 0.014 0.957 0.029 0.077 0.096 0.070 0.930 0.000 0.096

6.3 Results and Discussion

The performance results of the three conformal algorithms are given in Table 2. The
table shows that the class regions computed by the algorithms are valid. This is due
to the fact that the error E is close to the significance level ε up to some neglectable
statistical fluctuation. Thus we can derive one of the main results of this paper, namely
that the conformal algorithm is capable of obtaining valid class regions for the instance-
transfer region-classification task. This is possible (at least for now) when we employ
our weight-based nonconformity function learned by the Transfer AdaBoost algorithm.

In addition, Table 2 shows how instance transfer can help learning. When the tar-
get and source distributions are very close (small KL-divergence number) and the size
of the target sample is relatively big, the performance statistics of the conformal algo-
rithms CAdaBoostT, CTrAdaBoostTS, and CAdaBoostTS are close. This observation
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is illustrated by the performance of the algorithms for the datasets hepatitis and colic.
Thus in this case any of these algorithms can be applied; i.e., instance transfer does
not improve significantly the results. When the distance between the target and source
distributions increases (KL-divergence number in the range [0.1, 0.9]) and the size of
the target sample is smaller, the percentage Pm of multiple-class regions and the upper-
bound error Eu of the conformal algorithm CTrAdaBoostTS are smaller than those
of CAdaBoostTS on most of the datasets. This observation is illustrated best by the
performance of the algorithms for the datasets auto, auto2, and lymph. Thus in this
case the conformal algorithm CTrAdaBoostTS has to be applied; i.e., instance trans-
fer does improve the final results. When the distance between the target and source
distributions becomes high (KL-divergence number in the range [0.9,+∞]), again the
performance statistics of the conformal algorithms CAdaBoostT, CTrAdaBoostTS, and
CAdaBoostTS are close (see dataset vote). Thus in this case any of these algorithms can
be applied; i.e., instance transfer does not improve the results.

7 Conclusion

This paper showed that the region classification task can be solved in the context of
instance-transfer learning [4,7]. The proposed solution consists of the conformal algo-
rithm that employs a nonconformity function based on the instance weights learned by
the Transfer AdaBoost algorithm. The experiments showed that the approach results
in valid class regions. In addition the conditions when instance transfer can improve
learning are empirically derived.
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Abstract. We proposed the first Conformal Prediction (CP) algorithm
for indoor localisation with a classification approach. The algorithm can
provide a region of predicted locations, and a reliability measurement for
each prediction. However, one of the shortcomings of the former approach
was the individual treatment of each dimension. In reality, the training
database usually contains multiple signal readings at each location, which
can be used to improve the prediction accuracy. In this paper, we enhance
our former CP with the Kullback-Leibler divergence, and propose two
new classification CPs. The empirical studies show that our new CPs
performed slightly better than the previous CP when the resolution and
density of the training database are high. However, the new CPs performs
much better than the old CP when the resolution and density are low.

Keywords: indoor localisation, fingerprinting, conformal prediction.

1 Introduction

The purpose of indoor localisation is to identify and observe a user inside a
building. Global Positioning System (GPS) has long been an optimal solution for
outdoor localisation, yet the indoor counterpart remains an open research prob-
lem, because of the harsh and complex indoor building structure. Current indoor
localisation systems remain either too expensive or not accurate enough [4]. In
our previous work [2], we proposed the first Conformal Predictor (CP) for indoor
localisation based on classification with the weighted K-nearest neighbours algo-
rithm, which performed well in our test sets. However, in reality, the prediction
accuracy depends on the resolution, and the density of the training database.
In this paper, we enhance our former CP with the Kullback-Leibler divergence,
which is a better way to compare two signal strength distributions. We propose
two new conformal predictors for classification. The empirical studies show that
our new CPs perform slightly better than the previous CP when the resolution
and density of the training database are high. However, the new CPs performs
much better than the previous CPs when the the resolution and density are low.

The paper begins with a brief introduction of the indoor localisation prob-
lem, and the concept of location fingerprinting. The next section describes our
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implementation of the conformal prediction with two new nonconformity mea-
sures. The performance of our implementations is evaluated in Section 4. We
summarise our contributions and future work in Section 5.

2 The Indoor Localisation Problem

An indoor localisation system is a network of devices used to wirelessly locate
objects or people inside a building. A user can be coarsely identified at room-level
or precisely localised at sub-room level. Different approaches have been devel-
oped in recent years, however, most precise sub-room level tracking systems are
expensive, while most affordable tracking systems are not accurate enough [1,7].
Many attempts to improve the location accuracy might work in one environment,
but did not work in others because of the signal attenuation. We consider a pop-
ular indoor localisation method known as Location Fingerprinting and discuss
why CP is a suitable approach for such problem.

The idea of Location Fingerprinting is to use a pre-surveyed database contain-
ing a mapping of wireless signal properties to 3-dimensional physical location.
The signal properties can be the signal strength (RSSI) or the link quality (LQ).
Based on the fact that the wireless signal attenuates and gets weaker as it travels
in the air, with many wireless transmitter sources, each location in the tracking
zone can have a unique combination of signal properties. To predict the physical
location of a known signal properties, the properties are compared with each en-
try in the database to find a closest match, which will predict possible physical
location. The wireless signal properties are regarded as the object set, while the
physical location is regarded as the label set.

The main challenge is that two distinct locations might not have a linear rela-
tionship in terms of RSSI/LQ and the distance between them. This phenomenon
is caused by the human movements, humidity, furniture re-arrangement, as well
as the multi-path fading of the indoor environment [3]. In this paper, we show
how to deal with such problem using the Conformal Prediction algorithm.

The Location Fingerprinting method can be mathematically formulated as
follows. A single location L is modelled in a 3-dimensional space L = (dx, dy, dz).
The signal strength RSSI between the user at a location L and all N stations
is modelled as an N-tuple RSSIL = (s1, . . . , sN ), where si is the signal strength
received from the station i (1 ≤ i ≤ N). The task is that, given an RSSI tuple
RSSIunknown = (s1, . . . , sN ) of an unknown location inside the tracking zone,
the system uses the database B to predict the co-ordinate (dx, dy, dz) of the
unknown location. This is a multi-label problem.

3 Conformal Prediction for Indoor Localisation

In our previous work, we proposed the first Conformal Predictor for the indoor
localisation based on the weighted K-nearest neighbours and the location fin-
gerprinting method [2]. The algorithm provided better location accuracy than
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existing methods with a similar approach. Further, our method added a con-
fidence parameter for each prediction to solve the uncertainty problem of the
indoor localisation.

3.1 Conformal Prediction

Conformal Prediction (CP) is a relatively new machine learning framework,
which uses experiences in the past to confidently and precisely predict the out-
come of a new sample [5,6]. It has been mathematically proved that the pre-
diction region generated by CP is valid in the on-line setting [6]. However, CP
demands a weak assumption that the training database and the new sample to
be classified are generated from the same distribution independently.

The most important component of CP is the ‘nonconformity measure’, which
is a real-valued function A(B, z) measuring how different a sample z is to the
training database B. Ideally, for a wrong test label, we would prefer this sample
to be completely different from all training samples in B. Therefore, the se-
quence’s randomness can be maintained. This is also the core idea of CP, which
can be seen as a test of randomness. Whenever a new sample needs to be clas-
sified, we exhaustedly test every label recorded in the training data. A p-value
function compares the non-conformity score αl+1 of the new sample to all re-
maining αi of each example in the training data. If the new sample’s label is
wrong, the returned p-value is small because, αl+1 will be bigger than most αi.
The assumed label of the new sample is accepted if p-value is greater than the
significance level ε we choose. Regardless of the chosen nonconformity measure,
the set of locations predicted by CP is always valid in the on-line setting.

3.2 Enhancement of Classification Indoor Localisation

In this paper, we enhance our work with two key improvements. First, the
Kullback-Leibler divergence (KL) approach will emphasize the similarity be-
tween the 2 distributions, rather than calculating the difference in distance in
the Euclidean space, as we used in the previous approach. Second, we propose
2 new CPs to include more information with the x, y and z co-ordinates for our
nonconformity measure. The new CP algorithm is summarised as follows.

Giving a training database B mapping the signal strength to the physical
location co-ordinate (dx, dy, dz), and a signal strength fingerprint at an unknown
location, we will predict a set of possible locations in the database, which likely
matches this new signal fingerprint. The task can be formulated as a classification
problem, because we divide the locations into grid points, and the label set
is finite. The measured signal strengths at these grid points are regarded as
the object set X, and the physical locations are regarded as the label set Y.
We will apply CP using both the old examples - the training database B =
(z1, z2, . . . , zl), and the signal fingerprint of the unknown location (as a new
object of zl+1). Each example zi is a combination of the signal strength RSSIi =
(si1, s

i
2, . . . , s

i
N ) and the co-ordinate Li = (dxi , d

y
i , d

z
i ). A prediction region of K

examples is Rε(L1, L2, . . . , LK) ⊂ Y.
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To calculate the similarity between 2 signal strength distributions PX and
PY , we use the symmetrised KL formula, with M is the number of bins in the
histogram, and N is the number of stations.

Sym DKL(PX , PY ) = DKL(PX ||PY ) +DKL(PY ||PX) (1)

where

DKL(PX || PY ) =

N∑
j=1

M∑
i=1

P j
X [i] log2

P j
X [i]

P j
Y [i]

(2)

According to the CP algorithm, we will assign each of the labels in the train-
ing database to the new sample, and calculate the nonconformity measure for
such label. We propose 2 new nonconformity measures based on the above KL
divergence, one version is simple and easy to implement, while the other includes
more information of the dimensions, but requires more computation.

Using the nonconformity measure, we calculate the nonconformity score αi,
with i = 1, . . . , l, for every example in the database B. We then count the number
of αi which is larger than or equal to the nonconformity score αl+1 of the new
sample, and divide the total number of examples in the database B to have the
p-value for a possible label ŷ.

p(ŷ) =
#{i = 1, . . . , l + 1 : αi ≥ αl+1}

l + 1
. (3)

Given a significance level ε beforehand (such as ε = 0.05), the current assumed
co-ordinate label is accepted as the label for the new sample, if and only if the
p-value > ε. All accepted locations form a prediction region, which guarantees
to contain the correct position 95% of the time (when ε = 0.05) in the on-line
setting. We explain our 2 new CPs below.

3.3 The First Nonconformity Measure

For the first nonconformity measure, we first find K nearest examples in the
training database with different location labels (dxi , d

y
i , d

z
i ) to the label of

the new sample (dxl+1, d
y
l+1, d

z
l+1). We applied the KL divergence DKL(Pl+1, Pi),

with i = 1, . . . , l, to compare two signal strength distributions, as presented in
Equation (2).

Once we obtain a set of K examples, we combine them into one weighted
average example with the label Ldiff = (dxdiff , d

y
diff , d

z
diff ), with ε is a small

constant to prevent division by zero. Our assumption is that the majority of
the similar signal strengths are close to each others. By considering the KL
weights, we penalise the isolated neighbours, which appear because of the indoor
attenuation problem.

dco ord
diff =

K∑
i=1

1

DKL(Pl+1, Pi) + ε
dco ord
diff

K∑
i=1

1

DKL(Pl+1, Pi) + ε

, co ord = x, y, z. (4)
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We then find another set of K nearest examples, this time with the same lo-
cation labels (dxl+1, d

y
l+1, d

z
l+1) with the new sample. Another weighted average

example Lsame = (dxsame, d
y
same, d

z
same) is calculated as follows.

dco ord
same =

K∑
i=1

1

DKL(Pl+1, Pi) + ε
dco ord
same

K∑
i=1

1

DKL(Pl+1, Pi) + ε

, co ord = x, y, z. (5)

The nonconformity measure is defined as the distance between these two lo-
cations Lsame and Ldiff . We use an Euclidean approach to calculate such dif-
ference.

A1 =
√
(dxsame − dxdiff )

2 + (dysame − dydiff )
2 + (dzsame − dzdiff )

2 . (6)

3.4 The Second Nonconformity Measure

For the second nonconformity measure, we implement a multi-label approach.
Since we have 3 different dimensions (dx, dy, dz) for each location, there are 8
possibilities for any 2 locations (dx1 , d

y
1 , d

z
1) and (dx2 , d

y
2 , d

z
2).

1. (dx1 = dx2), (d
y
1 = dy2), (d

z
1 = dz2)

2. (dx1 �= dx2), (d
y
1 = dy2), (d

z
1 = dz2)

3. (dx1 = dx2), (d
y
1 �= dy2), (d

z
1 = dz2)

4. (dx1 = dx2), (d
y
1 = dy2), (d

z
1 �= dz2)

5. (dx1 �= dx2), (d
y
1 �= dy2), (d

z
1 = dz2)

6. (dx1 �= dx2), (d
y
1 = dy2), (d

z
1 �= dz2)

7. (dx1 = dx2), (d
y
1 �= dy2), (d

z
1 �= dz2)

8. (dx1 �= dx2), (d
y
1 �= dy2), (d

z
1 �= dz2)

We find a set of K nearest examples for each of the 8 possibilities, using the
Equation (2). For each of the 8 sets, we combine allK examples into one weighted
average location, Li = (dxi , d

y
i , d

z
i ), with i = 1, . . . , 8, using the Equation (5), as

similar to how we did in the previous CP above.
Our nonconformity measure is the difference between a combination of the

first 7 cases (where at least one co-ordinate is similar), and the 8th case (where
all co-ordinates of the label are different). We combine the first 7 cases into one
average location Lone same = (dxone same, d

y
one same, d

z
one same).

Lone same = (

7∑
i=1

dxi

7
,

7∑
i=1

dyi

7
,

7∑
i=1

dzi

7
) . (7)

The nonconformity measure is defined as follows

A2 =
√
(dxone same − dx8)

2 + (dyone same − dy8)
2 + (dzone same − dz8)

2 . (8)

The algorithm outline is presented in Algorithm 1.
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Algorithm 1. Classification Conformal Predictor for Indoor Localisation

Input: Training database B = {z1, . . . , zl}, significance level ε, new example zl+1 =
(Pl+1).
Output: Prediction region R.
Function DKL is defined in Section 3.2

function weighted(KNNset, z)
for coordinate = {x, y, z} do

for i = 1 → K do
weight1 = 1/(DKL(Pl+1, Pi) + ε)∗ KNNset(d

coordinate
i )

weight2 = 1/(DKL(Pl+1, Pi) + ε)
dcoordinate
weighted = weight1/weight2

end for
end for
return dweighted

end function

function nonconformity 1(B, z)
for i = 1 → L do

if (d
{x,y,z}
i �= d

{x,y,z}
z )&DKL(Bi, z) is the smallest then

KNNdiff = KNNdiff + {Bi}
end if
if (d

{x,y,z}
i = d

{x,y,z}
z )&DKL(Bi, z) is the smallest then

KNNsame = KNNsame + {Bi}
end if

end for
Ldiff = weighted(KNNdiff , z) ; Lsame = weighted(KNNsame, z)
α1 = sqrt(Ldiff − Lsame)
return α1

end function

function nonconformity 2(B, z)
for i = 1 → L do

if (dxi = dxz&dyi = dyz&dzi = dzz)or(d
x
i �= dxz&dyi = dyz&dzi = dzz)or(d

x
i =

dxz&dyi �= dyz&dzi = dzz)or(d
x
i = dxz&dyi = dyz&dzi �= dzz)or(d

x
i �= dxz&dyi �= dyz&dzi =

dzz)or(d
x
i �= dxz&dyi = dyz&dzi �= dzz)or(d

x
i = dxz&dyi �= dyz&dzi �= dzz)andDKL(Bi, z) is

the smallest then
KNNone same = KNNone same + {Bi}

end if
if (d

{x,y,z}
i �= d

{x,y,z}
z )&DKL(Bi, z) is the smallest then

KNN8 = KNN8 + {Bi}
end if

end for
Lone same = WEIGHTED(KNNone same, z) ; L8 = WEIGHTED(KNN8, z)
α2 = sqrt(Lone same − L8)
return α2

end function
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Algorithm 1. (Continued.)

for each possible label y ∈ Y do
zl+1 = (Pl+1, y)
αl+1 = NONCONFORMITY 1/ 2(B, zl+1)
for i = 1 → L do

αi = NONCONFORMITY 1/ 2(B − {zi}+ {zl+1}, zi)
if (αi ≥ αl+1) then count = count + 1
end if

end for
p = count/(l + 1)
Predictive set R = {y : p(y) > ε}

end for

4 Performance Evaluation

Having explained our enhancements, we apply the new algorithms for our two
Bluetooth fingerprinting testbeds presented in [4]. At each location, we collected
the signals in 8 orientations (North, Northest, East, Southest, South, Southwest,
West and Northwest). The signal readings are measured multiple times for each
orientation.

Testbed 1 is just a single room of 15 square metres (5m x 3m). The resolution
and the density of the training dataset is high, with 30-40 signal readings for
each orientation at every location. There are 64,000 samples for the training set,
and 1,000 samples for the test set.

Testbed 2 has lower resolution and signal density across a 170 square metre
(17m x 10m) corridor, with over 48,000 samples for the training set, and 500
samples for the test set. There are just 10-15 signal readings for each of the 8
orientations.

4.1 Performance of the First Nonconformity Measure

Tables 1 and 2 show the performance of the first CP on our 2 data sets, compared
to our previous CP. The CP error rate is the percentage in which CP does not
produce a prediction region containing the exact location. At the significance
level ε = 0.15 and K = 3, the new CP has fewer than 1.65m location error for
testbed 1, and fewer than 2.3m error for testbed 2.

Table 1. Average system accuracy with 1st nonconformity measure for Testbed 1

Confidence Significance Pred. Pred. CP error Old Pred. Old Pred.
level level ε error size rate error size

90% 0.10 ≥2m 61 8.3% ≥2m 62
85% 0.15 1.65m 27 13.7% 1.7m 29
70% 0.30 ≥1.8m 8 28.2% ≥1.8m 8
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Table 2. Average system accuracy with 1st nonconformity measure for Testbed 2

Confidence Significance Pred. Pred. CP error Old Pred. Old Pred.
level level ε error size rate error size

90% 0.10 ≥2.9m 39 9.7% ≥3.1m 44
85% 0.15 2.3m 17 13.8% 2.5m 19
70% 0.30 ≥3m 13 29% ≥3m 13

We observed that the nonconformity measures did not improve the accuracy
much on Testbed 1, compared to our previous CP. Our assumption is because
of the high resolution and signal density in this test bed, two close locations
may have a very different signal readings because of the signal fluctuation and
attenuation, which introduced many errors in the training data. We did observe
a slight improvement on Testbed 2, compared to our old CP. Testbed 2 has lower
resolution than Testbed 1 with few signal readings at each orientation.

4.2 Performance of the Second Nonconformity Measure

Tables 3 and 4 show the performance of the second CP on our 2 data sets,
compared to our previous CP. The CP error rate is the percentage in which
CP does not produce a prediction region containing the exact location. At a
significance level ε = 0.15 and K = 3, the new CP has fewer than 1.6m location
error for testbed 1, and fewer than 1.9m error for testbed 2.

We observed that the nonconformity measure did not improve the accuracy
much on Testbed 1, compared to our old CP. However, we did observe a better
performance accuracy on Testbed 2, compared to our old CP. Not only does
the new CP produce a more accurate prediction, the prediction region is also
smaller than that in our old CP for Testbed 2. This finding implies that when
the tracking zone is large, and the observed locations are spread out as in our

Table 3. Average system accuracy with 2nd nonconformity measure for Testbed 1

Confidence Significance Pred. Pred. CP error Old Pred. Old Pred.
level level ε error size rate error size

90% 0.10 ≥1.9m 58 8.3% ≥2m 62
85% 0.15 1.6m 24 13.7% 1.7m 29
70% 0.30 ≥1.75m 8 28.2% ≥1.8m 8

Table 4. Average system accuracy with 2nd nonconformity measure for Testbed 2

Confidence Significance Pred. Pred. CP error Old Pred. Old Pred.
level level ε error size rate error size

90% 0.10 ≥2.6m 37 9.7% ≥3.1m 44
85% 0.15 1.9m 13 13.8% 2.5m 19
70% 0.30 ≥2.4m 12 29% ≥3m 13



Enhanced Conformal Predictors for Indoor Localisation 419

(a) Old CP (b) New CP with KL and Multi-label

Fig. 1. Prediction Region of new CP with Multi-label Approach on Testbed 2

Testbed 2, the correlation among the co-ordinates has an impact on the predic-
tion accuracy (Figure 1).

4.3 Overall Performance Discussion

Compared to our first classification CP with weighted K-nearest neighbours,
our second nonconformity measure with the Kullback-Leibler divergence and
the multi-label approach has reduced the prediction error by roughly 25% for
Testbed 2 - from 2.5m to 1.9m at 85% confidence level. We still observed at least
16% improvement in different confidence levels.

Unfortunately, we did not see much improvement on Testbed 1 with both
nonconformity measures. Our assumption is because of the high resolution and
signal density in Testbed 1, two close locations may have a very different signal
readings because of the signal fluctuation and attenuation, which introduced
many errors in the training data. We use a Cumulative Distribution Function

(a) Testbed 1 (b) Testbed2

Fig. 2. Performance Gain of 2 new CPs with KL and Multi-label
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(CDF) plot to compare the performance of both new CPs with the KL divergence
to our former CP with the Euclidean approach in 2 test sets. (Figure 2).

5 Conclusion and Future Work

We have proposed 2 new CPs based on the Kullback-Leibler divergence, and the
multi-label approach. Empirical studies showed that the performance accuracy
has been enhanced up from 16%-25% for our Testbed 2, where the training data’s
resolution and the signal density are low. We did not observe much improvement
in our Testbed 1, where the resolution and signal density are high.

The indoor localisation problem is far from solved, especially in the case with
movement tracking, where the uncertainty between two consecutive readings are
high. We are researching how to apply Conformal Prediction for such problem.
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Abstract. The recently developed Conformal Predictor (CP) can provide 
calibrated confidence for prediction which is out of the traditional predictors’ 
capacity. However, CP works for balanced data and fails in the case of 
imbalanced data. To handle this problem, Local Clustering Conformal Predictor 
(LCCP) which plugs a two-level partition into the framework of CP is 
proposed. In the first-level partition, the whole imbalanced training dataset is 
partitioned into some class-taxonomy data subsets. Secondly, the majority class 
examples proceed to be partitioned into some cluster-taxonomy data subsets by 
clustering method. To predict a new instance, LCCP selects the nearest cluster, 
incorporated with the minority class examples, to build a re-balanced training 
data. The designed LCCP model aims to not only provide valid confidence for 
prediction, but significantly improve the prediction efficiency as well. The 
experimental results show that LCCP model presents superiority than CP model 
for imbalanced data classification.  

Keywords: conformal predictor, imbalanced data, local clustering. 

1 Introduction 

Traditional pattern classification methods focus on the improvement of the accuracy 
on the test set while neglects confidence analysis of the results [1,2]. Suffered from 
this weakness, the machine learning methods are constantly criticized by traditional 
statisticians and shows inapplicable in many realistic practice. Moreover, traditional 
pattern recognition algorithms are generally designed based on the balanced 
distributed data, and thus always deteriorate terribly on imbalanced datasets. In other 
words, traditional pattern recognition algorithms tend to prefer the majority class 
examples to the minority class examples, regardless of the fact that the minority class 
examples might be important for the users [3, 4]. Thus, the cross-study in these two 
areas seems changeable and significant.  

The recently developed Conformal Predictor (CP) can provide confidence analysis 
of results and output reliable prediction [5]. However, the CP model works for the 
evenly distributed dataset and cannot effectively solve the problem of imbalanced 
data learning. It is worth noting, in order to address the cost sensitive learning, a 
modified model named MCP (Mondrian Conformal Predictor) can provide label-
conditional valid confidence [6]. It shows that CP can be incorporated with multi-
partition technology to fit a variety of particular learning settings. This encourages our 
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exploring on the possibility of multi-partition technology in imbalanced data learning 
to improve the feasibility of CP. 

In this paper, we introduce a two-level partition method into the framework of the 
CP model, and then build a modified model named Local Clustering Conformal 
Predictor (LCCP) for classification of imbalanced data. LCCP model adopts cluster 
technology to explore the local construction and selects the nearest cluster to be the 
representative of majority class examples without potential loss. And then constitutes 
a re-balanced train dataset for confidence prediction. The designed LCCP model aims 
to not only provide valid confidence for prediction, but significantly improve the 
prediction efficiency as well. 

2 Related Work 

2.1 Conformal Predictor(CP) 

To address the problem of reliable prediction, Professor Vovk proposed the 
Conformal Predictor (CP) which can output prediction tailed by valid confidence[7]. 
According to the CP, the i.i.d assumption is equivalent to the Kolmogorov algorithmic 
randomness statistic test[8]. When carried on a new test instance, CP applies 
transductive inference learning to incorporate the train data with the test instance and 
thus establish a test data sequence. Then the algorithmic randomness test is carried 
out in the test data sequence and subsequently the p value of it is applied to response 
the prediction. CP model has aroused increased interest in the literature of machine 
learning and has been applied successfully in the classification of medical data[9], 
image data[10], and so on. Besides classification, CP has been extended to 
regression[11-12],feature selection[13], and so on. 

At the aspect of the framework of CP, some modified models have been proposed 
to improve the flexibility of CP. In order to improve the computation efficiency of CP 
model, Papadopoulos proposed ICP (Inductive CP) for large data sets [14]. In our 
previous work, the HCCP (Hybrid-Compression CP) not only improves the 
computational efficiency but preserves the prediction efficiency as well [15]. In order 
to address the cost sensitive learning, Vovk proposed MCM (Mondrian Confidence 
Machine) model, which is renamed MCP (Mondrian Conformal Predictor) nowadays 
[6] and has applied interesting implementations on the gene expression data [16] and 
breast cancer data[17]. According to all the modifications, Vovk proposed OCM (On-
line Compression Model), which is a universal framework that can regulate all the 
existing CP-related models[6].  

2.2 Classification of Imbalanced Data 

To address the particular problem of imbalanced data, the solutions can be divided 
into two categories: data-level methods and algorithms-level methods. The former 
applies over-sampling or under-sampling to build a re-balanced training data. The 
SMOTE model is one of the typical approaches [18]. On the other hand, some 
particular algorithms have been designed based on the assumptions of imbalanced 
data distribution, such as cost-sensitive learning, active learning and so on[19]. 
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Here we give a brief review of cluster-based under-sampling methods for 
imbalanced data, because it shows more related to our work[20-23]. These algorithms 
differ on whether the clustering is done on the whole training data or inside each 
category. The first one clusters the whole imbalanced dataset into several groups, and 
then selects some representatives from each group to rebuild the majority class 
examples[20]. The latter performs clustering inside each class and then tapes pseudo-
class labels for those sub-groups. After that, they expanded the two-class learning 
problem in the multi-class classification setting [21-23]. 

3 Local Clustering Conformal Predictor for Imbalanced Data  

3.1 The Framework of CP 

It is necessary to present the framework of CP model because our  LCCP model is 
derived from it. The reality outputs the training data sequence

),...,,( 121
)1(

−
− = n

n ZZZZ , and now a new instance nx  is given to be recognized. 
CP exhausts all the labels },...,2,1{ CYy =∈  ( C is the number of classes) to be the 
candidate label for nx , and thus  forms the corresponding test example

),( yxZ n
y
n = . Next, CP incorporates each y

nZ with )1( −nZ to construct the test data 
sequence. Consequently, there are C  test data sequences, such as: 

        

( )
1 2 1{( , ,..., , ), 1, 2,..., }n y y

n nz z z z z y C−= =             (1) 

Subsequently，CP designs a function ynynZ )()(: α→Λ ,which maps each example 

iZ  to a single nonconformity point iα , and thus conforms a one-dimension  
nonconformity  measurement sequence: 

          

( )
1 2 1{( , ,..., , ), 1, 2,..., }n y y

n n y Cα α α α α−= =  (2) 

where iα  measures the degree of the nonconformity between iZ  an ynZ )( .  Based 
on yn)(α , the p value which serves as the probability of y being the true label ny  is 
computed as follows: 

              

{ 1,2,..., 1: } 1y
i ny

n

i n
p

n

α α= − ≥ +
=

 (3) 

Given a significance level ε , CP outputs the prediction for nx  as follows: 

},...,2,1,:{ Cypy y
nn =>= ετ ε

                (4) 

where n
ετ is a region prediction rather than a point prediction. An error occurs when 

the prediction set n
ετ  does not contain the true label ny . Thus, CP has been proven , in 

the online setting, the error rate is not greater than the significance levelε ,i.e., 

              1 2 1{ , ,..., , ) }(y
n

y
n nP z z zp z ε ε− ≤ ≤  (5) 

The above equation (5) is known as the validity theorem which has been theoretically 
proved [6] and tested in practice. 
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3.2 Local Clustering Conformal Predictor (LCCP) 

a) Binary Classification Setting 

Consider a typical binary classification setting, i.e. }2,1{∈y . Moreover, 1=y  refers 

to the minority class, 2=y  corresponds the majority class. Thus the process of 

LCCP can be designed as follows： 

1) first-level partition: dividing the whole training data sequence ( 1)nz −
 into two 

class-taxonomy data subsets, and then produces the minority-class examples 

sequence ),...,,(
1

1
21

)(
n

n ZZZZ =  and the majority-class examples sequence

),...,,(
2

2
21

)(
n

n ZZZZ = . 

2) second-level partition: clustering )( 2nZ  into J  cluster-taxonomy data 

subsets, i.e., },...,2,1),,...,,{(
2

2
21

)(
JjZZZZ

j

j
n

n ==  . J is set to be same as 

the ratio of the majority examples to the minority examples; Subsequently, the 
J  class centroids JjCenj ,...,2,1=  can be carried out. 

3) re-imbalanced training data building:  computing the  distance

JjDj ,...,2,1= between nx  and JjCenj ,...,2,1= ; extracting  )( 2knZ  

corresponding to the minimum distance kD ; combining the )( 2knZ with )( 1nZ

to build the re-imbalanced training data )( )()()( 2121 kk nnnn ZZZ =+   

4) reliable prediction: executes reliable prediction for nx  based on )( 21 knnZ +  . 

b) Multi-class Classification Setting 

Next, we further discuss the three-class classification setting. If the learning setting is 
made of two minority classes and one majority class, only the majority examples 
should be imposed to the clustering algorithm. Subsequently, one of cluster-taxonomy 
data subsets is selected to build the re-imbalanced training data.  

If the learning setting is made of one minority class and two majority classes, both 
of the majority examples should be clustered. Afterwards, one of cluster-taxonomy 
data subsets is selected to build the re-imbalanced training data. According to the 
above scheme, we can extend the LCCP algorithm to the multi-class classification 
setting in general. 

4 Experimental Setup  

4.1 The Selection of Clustering Algorithm 

In order to contribute the merits of LCCP to the compact clusters, we set up the 
clustering process in reverse form, i.e., we assemble some compact clusters to get the 
majority examples. At the second stage that provides a prediction based on the re-
balanced training dataset, we apply Random Forest to design the nonconformity 
measurement, the detail process can be seen in our previous work [24]. 
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4.2 Datasets 

a) Synthetic Imbalanced Dataset: Simplex 

The base Simplex dataset is depicted in  Fig. 1, which shows the good separability 
distribution. The number of classes is 4, and the number of examples per class is 
2500. One of the class examples are used to be minority examples while the rest to be 
the majority examples, i.e., two imbalanced ratios of 1:2 and 1:3 are available . 

 

Fig. 1. The scatter distribution of Simplex 

b) Real Imbalanced Dataset: TEP 

Tennessee Eastman Process (TEP) was a government sponsored program for the 
evaluation of fault detection in the large scale industrial process[25]. There are 52 
monitors (i.e. , features) to diagnose 21 faults in the process. In our experiments, total 
17600 points with 800 points per fault and an additional 800 points as the normal 
class are sampled. In the experiment, we select the normal form as the minority class, 
and then compile the remainder of the examples to be the majority class, which 
creates a series of  different imbalanced ratios, such as 1:2,1:3,…, 1:13.  

5 Experimental Results  

5.1 The Validity of Confidence of LCCP 

Compared with the classical CP , the experimental results for Simplex is illustrated in 
Fig. 2, and the experimental results for TEP is demonstrated in Fig. 3.  

In the upper zone of Fig.2 and Fig.3, with the significance level 5% (the 
corresponding confidence level 0.95),  the x-axis represents the size of test data and 
the y-axis represents the number of errors. It can be seen that with the expansion of 
the size of test data, the errors increase accordingly. But the slope of the curve (i.e., 
error calibration line) is constant and close to the significance level 5%, which 
reveals the validity theorem seen in formula (5). Notable is, the slope of LCCP is 
apparently smaller than that of CP on TEP dataset, i.e., about 3.8% for LCCP while 
5% of CP. It shows that the error rate of LCCP is less than the significance level, 
which is also applicable in formula (5). 

In the lower zone of Fig.2 and Fig.3, the x-axis represents the confidence and the 
y-axis represents accuracy rate. The diagonal line with legend ‘base calibration’ 
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exhibits the optimal relationship between the accuracy rate and the confidence. As 
clearly shown in Fig.2, for the Simplex data, the accuracy calibration line of LCCP 
and CP both closely attached to the "base calibration line", which reveals that the 
accuracy of LCCP can be calibrated by the confidence. In addition, as shown in Fig.4, 
the accuracy calibration line of LCCP is slightly higher than the base calibration 
line, which implies that the accuracy rates of LCCP are always greater than the 
corresponding confidence, which also corresponds with the formula (5) to 
demonstrate the validity of LCCP. 

 

 

Fig. 2. The comparison of calibration on Simplex dataset at different imbalanced ratio  
(a) 1:2 (b) 1: 3 

 

Fig. 3. The comparison of calibration on TEP dataset at different imbalanced ratio (a) 1:2  
(b) 1: 3 

5.2 The Prediction Efficiency of LCCP 

The favorite prediction which contains not only one label but also being the true label 
has been recognized as a key index to exhibits the prediction efficiency. The 
performance of LCCP is illustrated in Fig.4 and Fig.5. 



 Local Clustering Conformal Predictor for Imbalanced Data Classification 427 

 

 

Fig. 4. The comparison of favorite prediction on Simplex dataset at different imbalanced ratio 
(a)1:2  (b)1: 3 

 

Fig. 5. The comparison of favorite prediction on TEP dataset at different imbalanced ratios 
(a)1:2 (b)1:13 

As can be seen from Fig.4, the favorite prediction of LCCP performs significantly 
higher than the CP with the confidence level within [0.5 1] which is preferred in 
practice. On the other hand, we can find that , on TEP dataset, the gap of  favorite 
prediction ratio becomes higher and higher along with the increasing of the 
imbalanced ratio. This means a large gap between the randomness levels of  the C 
test data sequences. Furthermore, the corresponding label for the higher one must 
always be the true label. The superiority of LCCP comes from the mechanism that 
LCCP selects the nearest cluster for the test instance. 

Next, Given the confidence level 0.85、0.95、0.99 which are more interested in 
real practice, all the favorite prediction rates at the different imbalanced ratios on TEP 
dataset are shown in table 1. 
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Table 1. The comparison of the predictive efficiency 

confidence level 
imbalanced ratio

1:2 1:3 1:4 1:5 

 LCCP CP LCCP CP LCCP CP LCCP CP 

0.85 0.77   0.68  0.67   0.57  0.79   0.50  0.24   0.77  
0.95 0.46 0.54 0.47 0.45 0.49 0.38 0.16 0.46 
0.99 0.34 0.38 0.26 0.29 0.22 0.27 0.16 0.34 

 
1:6 1:7 1:8 1:9 

LCCP CP LCCP CP LCCP CP LCCP CP 
0.85 0.14   0.06  0.12   0.06  0.11   0.05  0.10   0.04  
0.95 0.14 0.04 0.12 0.04 0.11 0.03 0.09 0.03 
0.99 0.14 0.02 0.12 0.02 0.11 0.01 0.09 0.01 

 
1:10 1:11 1:12 1:13 

LCCP CP LCCP CP LCCP CP LCCP CP 
0.85 0.16   0.03  0.09   0.03  0.07   0.03  0.07   0.03  
0.95 0.08 0.02 0.08 0.02 0.07 0.02 0.07 0.02 
0.99 0.08 0.01 0.08 0.01 0.07 0.01 0.07 0.01 

 

Table 1 illustrates the comparison of favorite prediction between LCCP and CP. It 
is clear that LCCP performs distinctly higher favorite prediction than CP under all of 
the imbalanced ratios. This highlights again that LCCP can deeply dig the local 
distribution structure of the majority examples through second-level clustering. LCCP 
guarantees the quality of the re-balanced training data, and thus promote significantly 
prediction efficiency in the subsequent learning. On the contrary, the performance of 
CP decline dramatically with the high imbalanced ratio, because it has to execute the 
prediction in the whole imbalanced dataset.   

5.3 The Performance under the Domain-Related Indices 

Considering the particular imbalanced learning problem, It is essential to evaluate 
LCCP by some domain-related indices. That is, given the TP ( the number of correct 
predictions among the minority examples), TN ( the number of correct predictions 
among the majority examples), FN (the number of error predictions among the 
minority examples) and FP (the number of error predictions among the majority 
examples), some specific  indices, such as Recall, Precision, F, G-man's and AUC 
value, are designed to demonstrate the power of classification for minority class or the 
integrated ability of classification [19]. 

Nonetheless, the indices above can only be set based on the point prediction 
setting, which seems incompatible with the region prediction with the LCCP model. 
Thus, the prediction method of LCCP has to be changed to be the point prediction 
mode, which selects a single label corresponding the maximum p value based on 
formula (3). In such setting, the performance of LCCP is illustrated in table 2. 

 



 Local Clustering Conformal Predictor for Imbalanced Data Classification 429 

 

Table 2. The performance of LCCP under domain-specified indices 

dataset Imbalanced 
ratio Recall Precision F G-means AUC 

Simplex 
1:2 1.00 1.00 1.00 1.00 1.00 
1:3 1.00 0.97 0.99 0.99 0.99 

TEP 

1:2 1.00 0.99 1.00 1.00 1.00 
1:3 1.00 0.97 0.98 0.99 0.99 

1:4 1.00 0.92 0.96 0.99 0.99 
1:5 1.00 0.52 0.69 0.903 0.91 

1:6 1.00 0.38 0.55 0.85 0.86 

1:7 1.00 0.30 0.46 0.814 0.83 

1:8 1.00 0.31 0.47 0.851 0.86 

1:9 1.00 0.29 0.45 0.86 0.87 

1:10 1.00 0.31 0.47 0.88 0.89 

1:11 1.00 0.26 0.42 0.864 0.87 

1:12 1.00 0.21 0.34 0.826 0.84 

1:13 1.00 0.22 0.36 0.85 0.86 

 
As shown in table 2, on the Simplex dataset, all of the indices are approximately to 

be 1, which indicates that LCCP can successfully address the problem of the 
imbalanced data. On the contrary, the performance of LCCP on the TEP data set 
fluctuates across these indices. The values of Recall index show very high to be 
around 1, but the performance of the Precision index gradually decreases verse the 
increasing of imbalanced ratio. However, the three indices, F, G-means, AUC value, 
demonstrate high values all over 0.8.  

It is clearly that LCCP can recognize the minority examples well and performs 
quite well on the whole dataset. But LCCP seems poor in the classification of 
majority examples, especially in the case of the higher imbalanced ratio. The 
underlying cause of the situation lies in the high overlap of the based TEP dataset[26]. 
It indicates that the clustering algorithm plays a significant influence on the second-
level partition. Proper selection, the clustering algorithm can widen the divergence 
among the clusters and thus boost the ability of classification for the majority 
examples. 

6 Conclusions 

In this paper we propose Local Clustering Conformal Predictor (LCCP) to provide 
valid prediction for the imbalanced data. The experimental results show that LCCP 
not only provide valid confidence for prediction, but significantly improve the 
prediction efficiency as well. Furthermore, the LCCP model seems virtually a general 
framework to deeply dig the local distribution structure of the dataset and thus can 
promote the prediction efficiency in other application.  
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Abstract. Osteoporosis is a disease of bones that results in an increased
risk of bone fracture. The diagnosis of Osteoporosis is usually performed
by measuring the Bone Mineral Density (BMD) using Dual-Energy X-
ray Absorptiometry (DEXA) scanning. In this work, we introduce the
use of Venn Prediction in order to assess the risk of Osteoporosis before
a DEXA scan, based on known risk factors. Unlike other probabilis-
tic methods, Venn Predictors can provide well-calibrated probabilistic
outputs under the assumption that the data used are identically and in-
dependently distributed (i.i.d.). Our contribution is two-fold: Firstly, we
have collected real-world data from various clinic centres in Cyprus which
based on their locality can be used for analysis of Osteoporosis risk fac-
tors specifically for Cypriot patients. To the best of our knowledge, local
data in Cyprus for Osteoporosis risk assessment have not been collected
before. Secondary, our results demonstrate that our method can provide
probabilistic outputs that may be practical and trustful to physicians.

Keywords: well calibrated probabilities, osteoporosis, risk assessment,
Venn Predictor, Machine Learning.

1 Introduction

Osteoporosis is a disease of bones that results in an increased risk of bone frac-
ture. The diagnosis of Osteoporosis is usually performed by measuring the Bone
Mineral Density (BMD) using Dual-Energy X-ray Absorptiometry (DEXA) scan-
ning. A result of BMD that is lower than 2.5 standard deviations from the average
of young healthy adults is defined by the World Health Organisation (WHO) as
Osteoporosis [11].

We introduce the use of Venn Prediction in order to predict the risk of
Osteoporosis before a DEXA scan, based on known risk factors. Unlike other
probabilistic methods, Venn Predictors can provide well-calibrated probabilis-
tic outputs under the assumption that the data used are identically and inde-
pendently distributed (i.i.d.). We have collected real-world data from various

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 432–441, 2013.
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clinic centres in Cyprus which based on their locality can be used for analysis
of Osteoporosis risk factors specifically for Cypriot patients. To the best of our
knowledge, local data in Cyprus for Osteoporosis risk assessment have not been
collected before. Moreover, our results show that Venn Predictors (VPs) can
provide probabilistic outputs that may be practical and trustful to physicians.

The rest of the paper is structured as follows. In Section 2, we outline related
work. In Section 3, we give a detailed explanation of the Osteoporosis data that
we have collected, and we also explain how Venn Prediction works. In Section 4,
we show our experimental results on the Osteoporosis data and discuss. Finally,
in Section 5, we conclude and outline our future work.

2 Related Work

The World Health Organisation (WHO) has defined the disease of Osteoporosis
as a Bone Mineral Density (BMD) which is lower than 2.5 standard deviations
from the average of young healthy adults. Furthermore, BMD that is 1 standard
deviation lower is defined as Osteopenia, which is a precursor to Osteoporo-
sis [11]. DEXA stands for Dual Energy X-ray Absorptiometry, and is a standard
test for BMD. DEXA scanners throw an X-ray beam at the lumbar vertebrae
and measure the shadow cast by the bones. In Fig. 1 we include a sample image
of the lumbar spine of a DEXA scan. Software in the machine estimates the
amount of calcium in the bone based on the darkness of the shadow. The result
is expressed as a number of grams per square centimeter, which is defined as the
Bone Mineral Density (BMD). In Table 1, we show how the BMD is mapped to
a t-score value compared against the average of young healthy adults.

The Venn Prediction (VP) framework is based on the Conformal Prediction
(CP) framework. CP is a novel technique for obtaining reliable confidence mea-
sures. The technique is proposed in [7] and later improved in [22] and [24].
CPs are built using classical machine learning algorithms, called underlying al-
gorithms. CPs complement the predictions of the underlying algorithms with
measures of confidence. Many CPs have been built to date, based on vari-
ous algorithms such as Support Vector Machines [22], k-Nearest Neighbours
for classification [21] and for regression [18], Random Forests [4], and Genetic
Algorithms [8]. The computational efficiency of CPs has also been greatly im-
proved using Inductive Conformal Prediction (ICP) [12], as demonstrated in
applications to Ridge Regression [17], and more recently in applications to Neu-
ral Networks [19]. The CP framework has been successfully applied to medical
problems, such as evaluation of the risk of stroke [9], breast cancer diagnosis [6],
classification of leukaemia subtypes [1], and acute abdominal pain diagnosis [15].
Additionally, CPs have been applied to other problems such as Software Effort
Estimation in [16].

Venn Prediction has been introduced in [23] where the interested reader can
find a detailed description of the framework. Since then, VPs have been devel-
oped based on k-Nearest Neighbours [3], Nearest Centroid [2] and Neural Net-
works [13,14]. Furthermore, VPs based on SVMs have been developed in [10,27],
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Table 1. Young Adult (YA) T-score based on the Bone Mineral Density (BMD) ac-
cording to the Wolrd Health Organisation (WHO)

BMD 1.44 1.32 1.20 1.08 0.96 0.84 0.72 0.60

YA T-Score 2 1 0 -1 -2 -3 -4 -5

Fig. 1. Image of the Lumbar Spine AP (Anterior Posterior) from a DEXA Scan

and have been compared with Platt’s method [20], Binning [5] and Isotonic Re-
gression [26]. As it is shown in [10], such methods do not guarantee that the
probabilistic outputs will be well-calibrated.

3 Material and Methods

3.1 Osteoporosis Data

We have collected data from various clinics in Cyprus. In particular, we have
collected 389 cases of female patients that have performed a DEXA scan. The
data are constructed based on a questionnaire that is given to patients to com-
plete. The patients may have previous history of osteoporosis and may already
follow therapy. The questionnaire was constructed by physicians and contains
questions that are relevant to Osteoporosis risk factors. Each case is classified as
“Normal” or “Risk of Osteoporosis” based on the patient’s spine t-score that is
given by the DEXA scan. According to the WHO, patients with a t-score above
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-1 are diagnosed as healthy, therefore we have classified patients into two classes:
“Normal” for patients with t-score above -1, and “Risk of Osteoporosis” other-
wise. From the 389 patients, 174 have a t-score above or equal to -1, and 215
have a t-score below -1. In Table 2, we give the list of attributes of our dataset.

3.2 Venn Prediction

In this section, we explain how Venn Prediction (VP) works. Typically, we have
a training set1 of the form {z1, . . . , zn−1}, where each zi ∈ Z is a pair (xi, yi)
consisting of the object xi and its classification yi. For a new object xn, we intend
to estimate its probability of belonging to each class Yj ∈ {Y1, . . . , Yc}. The Venn
Prediction framework assigns each one of the possible classifications Yj to xn and
divides all examples {(x1, y1), . . . , (xn, Yj)} into a number of categories based on
a taxonomy. A taxonomy is a sequence An, n = 1, . . . , N of finite measurable
partitions of the space Z(n)×Z, where Z(n) is the set of all multisets of elements
of Z of length n. We will write An({z1, . . . , zn}, zi) for the category of the parti-
tion An that contains ({z1, . . . , zn}, zi). Every taxonomy A1, A2, . . . , AN defines
a different VP. In this work, we define three VPs based on taxonomies that use
the classification output of three underlying algorithms, namely, the J48 deci-
sion tree, Random Forests (RF), and Sequential Minimal Optimisation (SMO).
Examples are categorized according to the underlying algorithm classifications
that are given to them.

After partitioning the examples into categories using a taxonomy, the em-
pirical probability of each classification Yk in the category τnew that contains
(xn, Yj) will be

pYj (Yk) =
|{(x∗, y∗) ∈ τnew : y∗ = Yk}|

|τnew |
. (1)

This is a probability distribution for the class of xn. So after assigning all possible
classifications to xn we get a set of probability distributions Pn = {pYj : Yj ∈
{Y1, . . . , Yc}} that compose the multi-probability prediction of the VP. As proved
in [25], these are automatically well calibrated, regardless of the taxonomy used.

The maximum and minimum probabilities obtained for each label Yk amongst
all distributions {pYj : Yj ∈ {Y1, . . . , Yc}}, define the interval for the probability
of the new example belonging to Yk. We denote these probabilities as U(Yk) and
L(Yk), respectively. The VP outputs the prediction ŷn = Ykbest

, where

kbest = argmax
k=1,...,c

p(k), (2)

and p(k) is the mean of the probabilities obtained for label Yk amongst all proba-
bility distributions. The probability interval for this prediction is [L(Yk), U(Yk)].

1 The training set is in fact a multiset, as it can contain some examples more than
once.
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Table 2. Table of attributes in the Osteoporosis dataset

# Attribute name Type # Attribute name Type

1 Sex Binary 35 Receive Thyroxine Binary
2 Age Numeric 36 Receive Estrogens Binary
3 Weight Numeric 37 Neurogenic Anorexia Binary
4 Height Numeric 38 Malabsorption syndrome Binary
5 Start of Menstruation Numeric 39 Chronic liver diseases Binary
6 End of Menstruation Numeric 40 Inflammatory bowel diseases Binary
7 Pregnacies Numeric 41 Transplantation Binary
8 Smoking now Binary 42 Chronic renal failure Binary
9 Smoking in the past Binary 43 Prolonged immobilization Binary
10 No smoking Binary 44 Cushing’s syndrome Binary
11 Years of past smoking Numeric 45 Epilepsy Binary
12 Years of current smoking Numeric 46 Insulin Dependent Binary
13 Cigarettes per day Numeric 47 Ovariectomy before menopause Binary
14 Alchohol intake per day Numeric 48 Chronic gastrointestinal disorders Binary
15 Caffeine intake per day Numeric 49 Paget’s Disease Binary
16 History of fracture Binary 50 Hyperthyroidism Binary
17 Hip fracture Binary 51 Parathyroid gland disease Binary
18 Spine fracture Binary 52 Receive Steroids Binary
19 Wrist fracture Binary 53 Receive Thyroxine Binary
20 Low energy Binary 54 Anticonvulsants (for seizures, epilepsy) Binary
21 High energy Binary 55 Diuretics Binary
22 Sports Binary 56 Heparin Binary
23 History of osteoporosis Binary 57 Chemotherapy Binary
24 Osteoporosis in family Binary 58 Treatment of osteoporosis Binary
25 Loss of height Binary 59 Alendronati Binary
26 Kyphosis Binary 60 Risedronati Binary
27 End of menstrual bleeding Binary 61 Zoledronati Binary
28 Arthritis Binary 62 Raloxifeni Binary
29 Secondary Osteporosis Binary 63 Strontio Binary
30 Breast feeding Binary 64 Parathormoni Binary
31 Avoidance of milk Binary 65 Denosoymapi Binary
32 Avoidance of sex Binary 66 Kalsitonini Binary
33 Diarrhea Binary 67 Calcium + Bitamin D Binary
34 Receive Cortisone Binary 68 Calcium Binary
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Table 3. Results of the six algorithms on the Osteoporosis dataset. We compare the
accuracy, the lower and upper probability outputs of the VPs, and the percentages and
accuracy rates of examples which have probabilities of at least 75%, 70%, and 60%.

Predictors J48 RF SMO J48-VP RF-VP SMO-VP

Accuracy 70.18% 68.89% 67.10% 67.38% 65.17% 65.71%

Lower Probability - - - 64.27% 57.93% 64.21%
Upper Probability - - - 80.62% 78.09% 71.83%

Min probability ≥ 75% - - - 54.73% 34.27% 7.61%
Min probability ≥ 70% - - - 67.10% 60.51% 39.49%
Min probability ≥ 60% - - - 75.53% 64.88% 84.52%

Accuracy at ≥ 75% min. prob. - - - 73.61% 73.43% 74.05%
Accuracy at ≥ 70% min. prob. - - - 72.71% 71.51% 69.01%
Accuracy at ≥ 60% min. prob. - - - 72.06% 71.44% 67.93%

4 Experiments and Results

4.1 Offline Experiments

We perform 10-fold cross validation experiments on our Osteoporosis dataset
with the J48 decision tree, Random Forests (RF), Sequential Minimal Optimisa-
tion (SMO), J48-VP, RF-VP, and SMO-VP algorithms. Each algorithm performs
a Correlation Based Feature Selection (CBFS) during each fold of the experi-
ment. For the RF, we chose the number of trees to 20, and the depth of each tree
to 4 nodes. For the SMO, we chose the RBF kernel with a spread parameter of
0.43. These parameters were chosen after several experimental settings. In the
results, we show the average accuracy, and for the VPs we also show the average
lower probabilities and upper probabilities. Since VPs provide well-calibrated
probabilistic outputs, the accuracy of the VPs is expected to fall within the
lower and upper probability intervals. We demonstrate that an amount of pre-
dictions have significant probabilities of being correct, and such predictions may
be practical for physicians. Moreover, we show that the accuracy rates of the
predictions do not drop below the minimum probabilities given by the VPs (up
to statistical flactuations).

In Table 3, we compare the average accuracy of the four algorithms on the
Osteoporosis dataset. The J48 algorithm provides the highest accuracy which
is 70.18%. The corresponding J48-VP provides a slightly lower accuracy which
is 67.38%. The VPs provide extra information for each prediction, which is the
lower and upper probability interval. We show the average lower probabilities
and upper probabilities given by the three VPs. and the corresponding accu-
racy rates of such predictions. The accuracy rates demonstrate the validity of
the probabilistic outputs of the VPs. For example, at 75% probability, the ac-
curacy rates should be at least (up to statistical fluctuations) at the 75% which
is expected. In our case, the offline results give accuracies of 73.61%, 73.43%,
and 74.05%, which are acceptable. In the table, we also show the percentage of
examples that have a minimum probability of 75%, 70%, and 60%. The J48-VP
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Table 4. Confusion matrices of the three algorithms J48, RF, and SMO on the Osteo-
porosis dataset

J48 RF SMO

Normal Risk of Ost. Normal Risk of Ost. Normal Risk of Ost.

Normal 113 61 107 67 89 85

Risk of Ost. 55 160 54 161 43 172

gives 54.73% of predictions with a probability of at least 75%. These predictions
can be considered significant, since the error rate will be at most 25% in the long
run.

In Table 4, we show the confusion matrices of the three algorithms on the
Osteoporosis dataset. The confusion matrices demonstrate that the algorithms
misclassify examples at a balanced rate between the two classes.

4.2 Online Experiments

In order to show the validity of the probability estimates of the VPs, we conduct
experiments in the on-line mode. Initially all examples are test examples and
they are added to the training set one by one after a prediction for each one
is made. We graph the Cumulative Lower Accuracy Probability (CLAP), the
Cumulative Upper Accuracy Probability (CUAP), and the Cumulative Accuracy
(CA) curves:

CLAP (t) =
1

t

t∑
i=1

Ui(Ykbest
), (3)

CUAP (t) =
1

t

t∑
i=1

Li(Ykbest
), (4)

CA(t) =
1

t

t∑
i=1

Acci, (5)

where t is the number of test examples that have been added to the training
set, and Acci = 1 when the prediction for example xi is correct and 0 otherwise.
Since VPs provide well calibrated probabilistic outputs, it is expected that the
CA curve will fall within or near the CLAP and CUAP curves.

In Fig. 2, we show the online results of the three VPs, J48-VP (left), RF-VP
(right), and SMO-VP (bottom) on the Osteoporosis dataset. The results demon-
strate the validity of the VPs, since the actual accuracy of the predictors always
falls within the lower and upper probability outputs of the VPs. Comparing the
three VPs, we can see that the RF-VP gives the wider probabilistic outputs,
while the SMO-VP gives the narrowest outputs.
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Fig. 2. Online experiments with J48-VP (left), RF-VP (right), and SMO-VP (bottom)
on the Osteoporosis dataset

5 Conclusion

In this work, we have applied Venn Prediction to the problem of Osteoporosis
Risk Assessment. We have evaluated our method on real-world data that we
have collected from various clinics in Cyprus. Our results, demonstrate that our
method provides well-calibrated probabilistic outputs in the predictions that can
be useful in practice. Precisely, patients may get a prognosis based on Osteoporo-
sis risk factors before the performance of a DEXA scan. In the future, we aim
to collect more data and perform supplementary analysis, in order to improve
and evaluate further our VPs. Furthermore, we are in the process of building a
tool for physicians that will enable them to use our VPs for assessing the risk of
Osteoporosis.
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Abstract. A framework for mobile and portable High-Definition Video
streaming is proposed, developed and assessed. Suitable for emergency
scenarios, involving for instance ambulances and fire-fighters, the pre-
sented framework resorts to a state-of-art platform which considers off-
the-shelf hardware and available video codecs for High-Definition Video.
The obtained results show that the proposed architecture is able to ef-
ficiently support rescuing teams in the demanding scenarios where they
operate, guaranteeing video quality and ease of use. This solution is par-
ticularly useful for situations where experts in the fields can accurately
provide their insights and contributions remotely and in a timely fashion.

Keywords: HD video, Streaming, Smart Cities, Mobile First
Responders.

1 Introduction

Everyday advances in technology and its availability within an increasing number
of communities has motivated new approaches towards technological innovation
in many sectors. A valuable contribution in this aspect is the definition of Smart
Cities, where technologies can be used to provide dynamic and adaptive services
and contexts. Among several topics, the LiveCity project, in which this work
has been developed, is concerned with sustainability as well as with a reliable,
smart and secure cities. By exploring the advances in wireless communications,
in conjunction with the portability of increasingly more powerful computers,
this work aims at extending the benefits of integrated personal mobility for
demanding scenarios involving aspects such as healthcare and civil protection.

Previous works have already proposed many end-to-end mechanisms connect-
ing hospital experts with ambulances and similar agents in emergency scenarios.
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For instance, not only simulation based but also real-time non-diagnostic sys-
tems have been developed, capable of providing trauma and echo-cardiogram
videos [1]. Nonetheless, these solutions are strongly dependent on the entire in-
frastructure provided by ambulances, being limited in terms of their operational
area, requiring patients to be inside the vehicle. Moreover, the addition of fea-
tures such as the monitoring of other vital signals, a clear image of the patients’
face or any non-digital medical equipment is non-trivial in these solutions.

Nowadays a big challenge is the design of mobile and ubiquitous telemedicine,
versus the known store and forward telemedicine which typically demands tightly-
coupled services and rigid architectures [2]. The Tutamen proposal, takes its
name from the same latin word which stands for protection, defence and caring.
It tackles flaws such as lack of real-time communication between rescuing teams,
the portability and flexibility that will allow its usage in a seamless and effec-
tive manner, defining a new perspective towards the exploitation of technology
for effectively improving the quality of living both in urban and remote areas.
Moreover, this proposal is expected not only to allow a physician to be avail-
able anywhere at anytime, but also to follow a well defined methodology with
field trials and real feedback from the involved professionals, which are typical
disregarded by other solutions.

Other recent solutions, such as the eBag [3], require teams operating in the
field to carry a suitcase equipped with a full-size laptop and other equipment.
This not only creates difficulties in transportation but also in setup. When re-
sponding to an emergency scenario, timing is critical and other similar solutions
such as the use of robotic agents [4], makes the operation more cumbersome,
possibility creating trust issues with patients regarding their efficacy.

The technological challenges raised by the need of providing an ubiquitous
and real-time high definition (HD) stream have been addressed in three differ-
ent approaches, guaranteeing that a modular solution would be achieved. By
separating the proposed Tutamen architecture into three blocks - video acquisi-
tion, streaming and interfacing - the personal video-to-video (v2v) system was
designed taking into account the possibility of future hardware and software
updates.

This work presents the Tutamen framework, concerning both wearable and
flexible hardware and the software mechanisms used for adaptable real-time
video streaming, taking into account the available network conditions.

A general description of the LiveCity project in which the mobile video plat-
form has been developed is presented in Section 2, followed by a detailed pre-
sentation of the proposed solution in Section 3, considering a preliminary use
case for ambulances, requirements and methodology in Section 4. The assess-
ment of the performance and main characteristics of the Tutamen personal unit
are included in Section 5. Finally, Section 6 highlights the main contributions
provided by this work.
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2 The LiveCity Project

Empowering inhabitants of a city by providing them means to interact with each
other in a farther prolific, effectual and socially useful way, by the use of high
quality v2v over the Internet, could be presented as the main goal of LiveCity
Project. The proposed augmentation could be used to save patients lives, im-
prove city administration, reduce fuel costs, reduce carbon footprint, enhance
education and improve city experiences for tourists and cultural consumers.

LiveCity promotes the context of a modern world where live HD interactive
v2v can be easily available on a variety of display devices and where a video
call with HD quality can be as globally reachable to a city environment as a
plain old telephony call; or even a world where any video screen coupled with
a video camera in a city could connect an HD full screen video call (where HD
video represents moving pictures with at least a resolution similar to 1280 pixels
wide and 720 pixels height) at an attractive cost with seamless, utterly simple
usability. This is the vision of the essential LiveCity approach. To realize its
strategic aims, LiveCity considers standard video encoding already available in
off-the-shelf devices.

The LiveCity effort aims to fill the above matters, per separate option, by pro-
viding appropriate responses and by suitably promoting experiences and results
gained from pilot actions.

3 Camera Data Acquisition Prototype

Initially developed for emergency first responders - namely paramedics units
deployed in emergency ambulances - so as to provide a balanced compromise
between computational resources (necessary to acquire, encode and transmit
live HD video), mobility (wearable device, battery autonomy and hands-free
operation) and good performance under extreme conditions, mostly due to the
inclusion of rugged devices, video camera able to self-adjust to variable lighting
environments and to the possibility of integration with emergency responders
equipment, as shown in Figure 1.

Fig. 1. Equipped Member Fig. 2. Micro Computer
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Fig. 3. Application layout deployed in the hospital side

The system, with its core component depicted in Figure 2, supports any type
of Global System for Mobile Communications (GSM) or Long Term Evolution
(LTE) based networks by the means of a Universal Serial Bus (USB) dongle.
Composing the system is an x86 compliant dual core board, coupled with an
High-Definition Multimedia Interface (HDMI) Mini Card capture device which
interfaces with a Mini Peripheral Component Interconnect (PCI) Express ex-
pansion card needed by the main board to support this kind of device. External
to the main component, we have buttons connected to the machine, allowing the
user to control and change states of the current call. Travelling through the back
of the user, is a sleeve with cabling to connect the external camera and headset,
providing the user with audio feedback and the hospital with a realtime video
and audio feed. This setup has been developed within the LiveCity project and
its performance results for v2v communication are presented in this paper.

4 Use Case – Ambulances

During the so called ”golden hour”, patients suffering from an heart attack, on
the verge of having a stroke, or suffering from some type of environment induced
trauma, could significantly benefit from speed about decision making.

Early recognition of stroke features and opportune referral to a stroke unit
by the means of v2v enabled technology should improve overall outcome, saving
lives and improving the patient chance of independently functioning, as well as
an expedited advice concerning optimal pain management and requirement of
evacuation on trauma victims.

4.1 Requirements and Methodology

The most important step in the design and implementation of the prototype was
the extraction of a detailed list of requirements from the involved user groups.
Due to the focus of the application, this effort was of paramount importance
and had to be designed and implemented in every possible detail. Most of these
requirements were assessed by working closely with emergency personnel from
several different areas, but mostly, first responders.

From a methodological point view we applied an iterative and incremental pro-
cess (closely resembling the concept of Rational Unified Process [5]) implemented
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through consecutive cycles of interviews and subsequent software releases. The
latter facilitated timely feedback from the involved user groups while in parallel
assured that the development process will not result in an application which
although functional is useless to the end user.

In the context of this paragraph we will try to briefly present this process
focusing primarily in end user requirements, how they were captured and what
they implied for the subsequent design and implementation process. The end
product is a v2v software application with an end user interface which offers the
doctor an opportunity to intervene early in emergency situations and offers the
paramedic the opportunity to get medical assistance in a difficult situation.

We look at the three use case scenarios of heart attack, stroke and trauma
together for the purposes of the hardware and software development. The sto-
ryboard for the emergency use case is the following:

– The paramedic initiates a video-call to the hospital using a portable device.
– In case the doctor is directly available, an alert is sent to his smart phone.
– The doctor proceeds to the emergency room and answers the call.
– The paramedic speaks into the microphone held on his headband and ex-

plains the issue.
– The doctor looks at the patient via the monitor and instructs the paramedic

to focus on the part of the patient of interest.
– The doctor asks questions to the patient in order to assess his condition.
– The doctor instructs the paramedics on how to proceed.

The latter provided the first basis for design of the application. However, more
user specific requirements came after the first release of the application. The
involved user groups have different requirements; paramedics need a simple ap-
plication with a maximum number of two or three buttons that will enable them
to communicate with the hospital with minimal overhead; on the other hand the
doctors required an application that supports full management of the incoming
video and audio streams. Thus, following the well known Model-View-Controller
software design concept, two different flavours for the end user application were
designed.

From the hospital perspective, the application caters for stream management
(video and audio stream management), notifications to the end user (SMS tex-
ting in case of absence, highlight of emergency call), capturing of still images
from the video source, manual and/or dynamic adaptation of the video/audio
quality and encrypted storage of patient information. Finally, the doctor can
initiate a call to an ambulance; however the latter is permitted if and only if a
call has been received by that ambulance. Figure 3 provides the layout.

From the paramedics’ point of view, the application should be simple and easy
to use with a minimum number of buttons facilitating communication with the
hospital. All notifications and interruptions should take place through a simple
beep-code thus enabling the ambulance crew to minimize the amount of time
being distracted because of the application.

Not only the application has gone through the scrutiny of the paramedics’,
but also the hardware configuration of the whole platform. Targeted at personnel
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with different requirements, one of the most requested features was modularity.
Being able to switch the position of the computer box and how the cabling flows
through the belt and hoses, became mandatory.

5 Main Results

Aiming to provide a proper evaluation of the platform, measurements regarding
the overall performance of the platform during the process of video acquisition,
processing and transmission will be performed. Two different types of measure-
ments will be made; firstly the resulting Peak Signal-to-Noise Ratio (PSNR) of
the codec while encoding the acquired video into the different bit rates and res-
olutions shall be measured; secondly a measurement of the transmitted video’s
PSNR, using different bit rates and resolutions, will be obtained as well. For the
sake of simplicity, only the performance of one video codec will be reviewed and
the choice will fall upon the open implementation of the H.264/MPEG-4 AVC
video codec, x264, since it is the considered to be very robust for video streaming
in wireless networks [6].

In order to measure the encoding performance of the codec, its internal mea-
suring tool will be used to retrieve the global PSNR, but with the caveat of not
enabling its optimizations for PSNR monitoring. The reason behind this decision
has to do with the fact that it is intentional to measure the codec performance
with the optimizations that were selected for the Tutamen live streaming, and
not the optimizations that achieve a most advantageous PSNR during the en-
coding process.

An additional quality metric that is typically considered is the Mean Opinion
Score (MOS) which indicates the quality of a video and is quantified from 1 (bad
quality) up to 5 (excellent quality). However, this metric is a sensorial metric,
which means it depends how the quality perceived by humans, therefore not
necessarily providing accurate results when calculated [7].

The video quality assessment will be performed taking into account the degra-
dation introduced both by the transcoding and streaming processes. For compar-
ison purposes, the raw FullHD video will be considered as a reference value and
compared against the transcoded videos at different bit-rates prior to and after
streaming. In fact, variable bit-rates will be used during the streaming of the
video, adapting to the available network conditions. However, the reduction of
the videos’ bit-rate will lower the initial PSNR, therefore the bit-rate reduction
must be sensible. In order to measure the PSNR resulting from the transcoding
and streaming process, the Evalvid tool [8] and its known methods will be used.

5.1 Usability / Wearable Characteristics

Bearing in mind the use cases proposed for the Tutamen platform, its usability
and overall look and feel experience is of paramount importance. In fact, the
definition of a comfortable and intuitive device for either physicians, fireman
or any other unit working under emergency situations, has influenced not only
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the design of the wearable communication unit but also of its mechanisms and
interaction procedures with the remote units in control centres. Therefore, the
results obtained from the process of creating the hardware-based interface and
the communication module, provide important insights for future related works.

The developed work was closely followed by doctors and physicians which
provided their contribute and knowledge regarding the main requirements and
challenges in emergency situations. A key point was the ease in using the entire
platform, not only should the device be easily carried, being light in both weight
and size, but it should also be intuitively operated, requiring as few buttons
as possible. These requirements resulted in a solution slightly exceeding 1kg
that can be used by fitting an adjustable belt, capable of being worn with any
uniform in any atmospheric conditions. Moreover, taking into account the ease
of operation, a simple three button system was developed.

With the available buttons, the units carrying the Tutamen device are able to
start and stop the entire system by using the power button as well as to start and
stop a direct call to the control centre or hospital. Moreover, since some disaster
scenarios lack the desirable lighting, the third button can be used to enable a
powerful lighting system, capable of providing good quality video. Finally, due
to the harsh conditions in which emergency units usually operate, the buttons
module is protected with a cover and each operation (i.e. button press), requires
a button press of at least two seconds, thus avoiding accidental operations.

An important requirement identified during the development of this work, in
conjunction with emergency teams, was that the equipment should be as hands-
free as possible. Therefore, the video acquisition unit, as well as the audio and
lighting systems, have considered taking into account this aspect. Regarding
the video and lighting systems, they have been designed so that both can be
attached to a working helmet or to a headband, allowing the individual wearing
the device to transmit and illuminate the desired regions of interest without any
adjustments or configurations. Additionally, in order not to distract the person
operating Tutamen, each action in the system is transmitted through a headset
that is also used to transmit audio to the control centre.

5.2 Technical Performance

In order to correctly address the difficulties found by the operating teams in the
field, the performance of the used hardware has been taken into consideration,
influencing the choices for each component included in the equipment. The used
camera is able to provide FullHD Video at several frame rates, guaranteeing a
170° field of view through a wide angle lens, for up to 2.5 hours of continuous
video. The camera has a dedicated power source which can easily be replaced or
recharged.

Coupled with the camera acquisition unit, a supportive light system has been
developed, providing a 52 Lumen output with a wide viewing angle as well.
The lighting system not only has a small power consumption (1.1 Watt), which
increases the total working time of the Tutamen solution, but also it is able to
operate for 50,000 hours without having to be replaced.



Tutamen: An Integrated Personal Mobile and Adaptable Video Platform 449

Regarding the overall system’s autonomy, the used batteries are able to sup-
port the platform up to 3 hours in full load, offering the possibility of being
replaced by other charged batteries while the empty batteries can be recharged
in a separate module. The running time of the system can be vastly extended if
the calls to the coordination centre are only periodic. Moreover, the system can
be easily shut-down and booted into working mode in a matter of seconds.

Considering the audio system, which will provide most of the feedback to
the physician, a single-sided ear coupling Sennheiser headset is used for sys-
tem related events (i.e. warnings and notifications such as system ready, new
call arrived, among others), while at the same time it is also used for the com-
munication between the physician and the control centre. The headset includes
also an adjustable microphone, a button to mute the microphone and a volume
regulator for a better experience.

5.3 Calling Performance

The establishment of call between the field teams and the control centres involves
the transmission of both audio and FullHD video. Since audio over the internet
has already been widely studied, the call performance analysis will focus on
the challenges posed by the transmission of high-definition video. Taking into
account the variable and limited bandwidth of 3G Networks, different tests were
performed with different encoding bit-rates of the video codec, reflecting the
available bandwidth at a given time. This feature of the Tutamen architecture
aims at guaranteeing the best possible quality at any given time.

Generally, when connecting to a 3G Wireless Network, the device knows the
available bandwidth. However, the announced bandwidth does not always corre-
spond to the real available bandwidth, for instance, while the High-Speed Down-
link Packet Access (HSDPA) standard may announce 7.2Mb/s bandwidth, this
value only represents the maximum bandwidth than can be achieved, providing
no actual guarantees. The presented results show the quality of different bit-rate
videos, transmitted through the same network conditions of 7.2Mb/s of band-
width. Since many interferences may occur, the desired transmission bit-rate
should be bellow the maximum available bandwidth.

The transcoding process at lower bit-rates may reduce the overall quality of
the video. However, the results we present in this paper show that less harm-
ful to previously adapt the video quality to the available network conditions,
rather than maintaining a higher quality and incur packet losses that may carry
key frames. In fact, the resulting degradation of a higher bit-rate video being
transmitted over a lower bandwidth network, may be higher than the the degra-
dation of a video previously transcoded with a lower bit-rate, thus with a forced
reduction of the video quality before being streamed, which during the streaming
process has few or no losses that compromise the video integrity.

Table 1 presents the percentage of degradation obtained for different bit-
rate videos, considering the same network conditions. This illustrates the need
to correctly adapt videos’ bit-rates during the transcoding process, guaranteeing
that the number of losses is reduced and that overall perceived quality is the best
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Table 1. Degradation Comparison over a network of 7.2 Mbps

Bit Rates % of Degradation

Mb/s Transcoding Streaming Overall

12.0 2.17 33.65 35.09
7.2 4.64 22.47 26.06
5.5 6.02 18.45 23.36
2.0 11.08 16.61 25.85

.384 18.37 0.00 18.37

possible. In particular, by analysing the results in this figure, it becomes clear
that bit-rates higher or closer to the network’s maximum bandwidth, despite
having a lower degradation during the transcoding process, register a higher
degradation after being streamed. On the other hand, moderate adjustments of
bit-rate are able to provide a better quality after being streamed, presenting a
lower degradation.

Nonetheless, as previously mentioned, the sent videos’ bit-rate must be enough
such that it does not affect the original quality significantly. For example, for a
2Mb/s bit rate, it is clear in Table 1 that even though the lower bit-rate video is
within the limits of the network, with few packet losses, it has an initially higher
degradation than for 5.5Mb/s, not being worth the using a lower bit rate.

An interesting result occurred for the 384kb/s bit rate as despite having a
higher transcoding degradation, there were no registered packet losses. The over-
all quality is a result of the x264 codec which is able to maintain an acceptable
quality regarding the measured PSNR, suggesting that other measurement mech-
anisms should be used with this codec.

6 Conclusions

The constant development of lighter and more powerful hardware has motivated
the creation of new approaches for improving citizens life quality. The work
presented in this paper introduces a portable platform for high quality video
transmission in emergency scenarios. By resorting to state-of-the-art hardware
and video codecs, 3G networks are used to guarantee the expertise of highly
qualified professionals in remote locations in timely matter.

Resulting from the feedback obtained from different emergency teams, the
designed equipment and architecture stand-out by being extremely portable and
simple to use, while allowing High-definition Video to be seamlessly transmitted
between teams in the field and experts in the control centre.

In order to assess the quality provided by the Tutamen platform, compre-
hensive video tests were performed, evaluating the quality of the transmitted
videos with different bit-rates in different network conditions. The perceived
video quality is of paramount importance as it will be the main input source at
the control centre. The obtained results revealed that the platform is capable
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of successfully encoding and transmitting HD Video with a good MOS (higher
than 4), adapting to different network conditions.

An important contribution from the developed work concerns the integra-
tion of off-the-shelf hardware with the defined software platform, guaranteeing
real-time adaptable video transmission that guarantees the best possible video
quality.

Future work involves the extension of this platform to other services such
as security and education. Moreover, in order to further improve the adaptable
characteristics of the presented solution, an additional feature would be the
reduction of the video’s resolution when FullHD is not mandatory or whenever
network conditions are very poor.
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Abstract. This paper examines the process of developing key performance in-
dicators (KPIs) for evaluating the use of high definition video (HD) to video 
(V2V) communication for tele-monitoring patients in a healthcare setting. The 
research is performed in the context of the European Commission funded 
LiveCity project and uses as a case study the monitoring of glaucoma patients 
using V2V technology. Initially, a set of KPIs are defined for V2V use in 
eHealth services based on literature and secondary research and these KPIs are 
then refined based on interviews with medical staff involved in the treatment of 
glaucoma patients. The obtained KPIs are used to analyse the potential of using 
V2V services in the context of tele-monitoring glaucoma patients. 

Keywords: high definition video, eHealth, tele-monitoring, glaucoma, KPIs. 

1 Introduction 

In the current economic climate, where governments are under constant pressure to 
deliver ‘better for less’, the role and impact that Information and Communication 
Technology (ICT) has on core public services such as healthcare has increased more 
than ever before. In particular, most European governments see ICT as a means to 
facilitate and improve health services and as a mechanism to reduce the cost associ-
ated with healthcare service delivery [1, 2, 3, 4]. Among the variety of existing health 
services, in this paper, we focus on tele-monitoring and we argue that it is possible to 
improve the quality and acceptance of existing tele-monitoring services by using HD 
V2V communication. This research is performed in the context of the LiveCity pro-
ject (EU FP7 CIP grant agreement No. 297291), and focuses on the case of tele moni-
toring for glaucoma patients. 

Although tele-monitoring is not necessarily a new concept, problems are reported 
due to image noise and jerky sound that may be crucial for the proper diagnosis of 
patients [5]. In this context, the LiveCity project aims to ensure that HD V2V com-
munication is provided between the hospital and the patient. This is of particular im-
portance for the LiveCity case study, as it involves communication with glaucoma 
patients, and in this case, for a consultation, high quality images are imperative [6]. 
However, the technical details on providing high quality video are out of the scope of 
this paper, as this paper focuses on the evaluation of tele-monitoring services through 
V2V by defining a set of KPIs. 
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In order to do so, the paper is structured as follows: The next section sets the back-
ground of this research. It is followed by a brief introduction on how delivery of  
HD V2V services can be facilitated over public infrastructure. The next section then 
briefly introduces the evaluation phases of the LiveCity project, followed by an initial 
set of KPIs for eHealth services. This is followed by the main results of a  
semi-structured interview that was conducted to collect data from a doctor treating 
glaucoma patients. The paper then concludes by offering a discussion of the results, 
conclusions and future work. 

2 Background 

Using ICT in health services (electronic health – eHealth) has been seen as a solution 
for reducing the cost associated with healthcare delivery [2], improving decision mak-
ing to increase the quality of service offered to patients, improving the access to in-
formation [7], and contributing to the saving of lives through advanced tools and 
techniques [8]. However, the adoption of ICT in healthcare has not met initial expec-
tations with reports of poor take up by both practitioners and patients [9, 10]. Prior 
research has identified several issues with the current use of e-Health such as the 
communication infrastructure [1, 10], the necessity for the system to be user centric 
[11], and the need to involve stakeholders from the initial stages of service design [1]. 

Several services that have been used in e-health, such as Electronic Health Records 
(EHRs) [12, 13], picture archiving and communication system, and tele-medicine [14] 
as core services that are enabled by ICT. This research focuses on a particular type of 
tele-medicine/tele-monitoring, and explores the use of HD V2V between the patient 
and the hospital. Tele-monitoring has been used for the monitoring of patients suffer-
ing from a wide range of diseases such as: diabetes, hypertension, home delivery, 
home nursing care for elderly and chronically ill, and glaucoma, either through the 
use of voice or voice and video communication [15, 16]. In this paper we address tele-
monitoring for glaucoma patients. Glaucoma is one of the major causes of blindness 
worldwide and its treatment requires frequent monitoring of patients [17]. When the 
communication between patient and doctor has been done through V2V, prior re-
search shows that although there is no cost saving between a tele-monitoring consul-
tation and one in the hospital, patients were often satisfied with their personal cost and 
time savings that came as a consequence of using the system [18]. Among the draw-
backs reported for remote consultation, poor image quality appears as one of the big-
gest issues impeding tele-monitoring.  

Problems with the image quality have also been observed in conventional tele-
medicine [19]. Such problems have resulted in adequate information not being avail-
able for proper diagnosis of patients [5]. In a more recent study, Bradford et al. [20] 
reported that problems with poor video quality in tele-monitoring contexts have led 
the nurse  “to use a mobile phone for audio and the Internet video call for visual 
communication only, as the quality of the video could be improved by allowing more 
bandwidth” [20]. In this respect, LiveCity aims to alleviate the problems that exist 
with the delivery of video over public internet infrastructure and facilitate the delivery 
of high definition video for the eHealth context as part of its portfolio. 
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3 Using High Definition Video in Tele-monitoring: LiveCity 

As previous studies performed on video to video communication for tele-monitoring 
reported various difficulties encountered when delivering video over the Internet, 
such as poor image and noise quality [5], the LiveCity project aims to alleviate the 
problems that the transmission of high definition video over public Internet infrastruc-
ture faces, through the use of a Virtual Path Slice (VPS) controller (Fig. 1).  While it 
is not our intention to discuss the technical characteristics and functions of the VPS 
controller in this paper, essentially it is an application that manages bandwidth by 
avoiding interference from unwanted traffic and therefore ensuring that any loss of 
delivered data and delays are reduced [21]. It therefore creates a virtual path over the 
public Internet to allow traffic (data, voice and video) to flow freely without losing 
quality. This ensures that signals are not interrupted by other external Internet traffic 
when the connection between two points of contact is established, therefore guaran-
teeing the transmission of high quality live video images between two points of con-
tact.  

 

Fig. 1. Video Platform with the Use of VPS Controller [21] 

Transmission of HD V2V is particularly important for certain consultations for 
which the medical staff need to see detailed information. In this respect, the quality of 
images need to be very good, as is the case of glaucoma patients, where a high quality 
picture of the eye is necessary for a proper diagnosis [6]. Glaucoma treatment usually 
consists on applying eye-drops, this being the preferred treatment to an operation. The 
treatment requires taking the medication in the same dose at the appropriate time and 
proper application of the eye-drops. However, it is reported that almost half of the 
patients fail to apply the eye drops correctly [6], resulting in improper treatment of 
glaucoma leading to complications, side effects, eye-damage and vision loss. In such 
circumstances the communication between the doctor and the patient is extremely 
important for the success of the treatment. However, due to various reasons, such as 
convenience, cost or impossibility to arrive at a hospital premises or private clinic, 
communication and/or consultation between the patients and the healthcare provider 
can sometimes be difficult. This is especially significant in cases where patients are 
unable to physically visit their doctor due to disability or old age, or for those people 
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living in remote locations. In this respect, tele-monitoring could help in consulting 
glaucoma patients and checking whether they take their treatment properly. In this 
paper we focus on the first phase of evaluating the tele-monitoring of glaucoma pa-
tients using HD V2V in the context of the LiveCity project and defining the KPIs to 
be used in the second phase for assessing the success of tele-monitoring in this con-
text. 

4 Evaluation 

The purpose of the evaluation is to determine relevant Key Performance Indicators 
(KPIs) for successful adoption of video-to-video tele-monitoring for glaucoma pa-
tients. The LiveCity evaluation consists of two phases [22]. In the first phase, KPIs 
are determined. During the second phase, the obtained KPIs from the first phase are 
being applied to assess the LiveCity use case (in this case, the treatment of glaucoma 
patients using V2V tele-monitoring) and revise the KPIs. The revised KPIs will result 
in final recommendations for designing and implementing V2V tele-monitoring ser-
vices for glaucoma patients.  

The research presented in this paper focuses on the first phase. During this phase 
an initial set of KPIs are identified, followed by a revision of the originally obtained 
KPIs based on stakeholders consultations (in this case, interviews with doctors). The 
importance of involving relevant stakeholders in the implementation of ICT in public 
services in general [23] [12], and understanding doctors’ perception of using HD V2V 
communication in particular is imperative before such services are implemented in 
healthcare settings to facilitate their adoption. 

In this respect, it is important to find out what criteria are necessary to facilitate a 
successful adoption of HD V2V communication as proposed in the LiveCity project 
in the context of a healthcare setting. With this aim, we performed a preliminary in-
terview with a doctor treating glaucoma patients at a large University Clinic hospital 
in Attica, Greece. This is the place where the LiveCity pilot will take place and the 
interviewed doctor will be involved in tele-monitoring glaucoma patients.  

The interview was semi-structured with open-ended questions. Semi-structured in-
terviews are the most common used tool in qualitative research in information sys-
tems [24]. The interview was conducted in April 2013 and tape recorded with the 
doctor’s permission. Since the purpose of this study was focused on the initial explo-
ration of the concept of V2V used for the tele-monitoring of glaucoma patients, and 
not generalisation, a single in-depth interview was deemed adequate to fulfil the over-
all aim of the study. 

4.1 Initial KPIs 

In Table 1, we present the initial Use Case related KPIs we perceive to be important 
for evaluating the LiveCity platform, as drawn from the literature and consultation 
with LiveCity project partners. The technical KPIs related to the network connectivity 
and application are not presented in this paper as they are general to every LiveCity 
services and have been previously covered in [22, 25]. The remaining KPIs have been 
organised into user requirements and process requirements. 
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Table 1. Initial Health KPIs 
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Anonymity of sensitive data  

Encryption of Sensitive data and communication  

Data storage in a physically secure location 

Data Security 

System development cost 

Time for examination 

Hospital resources committed for the new system 

Learning time for new system use  

Time-to-doctor: meeting the doctor and starting the examination 

Physical presence cost including transfer to the hospital 

Waiting time in the hospital for examination  

Number of patients involved in the pilot  

Number of visits to the hospital (emergency) 

Number of visits to the hospital (outpatient) 
Waiting time in the hospital (emergency visit) 

Waiting time in the hospital (outpatient appointment) 

Number of patients  

Conformance to treatment 

Intraocular pressure control 

Ease of appointment scheduling (time required) 

Ease of appointment scheduling (ease of set up) 
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User Requirements: these are related to the actual utilisation of the V2V service by 
the involved users and the respective level of user experience. KPIs are built around: 

• Usability/Ease of Use: V2V services shall be easy to use by different classes 
of users, 

• Satisfaction: captures the different levels of user experience, 
• Reliability: reflects user point of view regarding reliability aspects of the 

V2V provision. 
Process Requirements: these are related to the end-to-end process tailored to the 

various V2V provision scenarios. In this case, in Table 1, we outline examples of the 
specific use case related KPIs for delivering health services using V2V. 

4.2 Refining the KPIs: Interview with the Doctor 

After defining the initial KPIs from literature and secondary research, we conducted 
an in-depth interview with the doctor involved in treating glaucoma patients and who 
will be testing the tele-monitoring HD V2V solution offered by the LiveCity project. 
The purpose of this interview was to assess the criteria that are most important from 
his (the doctor’s) point of view for the successful adoption of V2V in treating  
glaucoma patients. The interviewed doctor worked at the University Hospital Clinic 
responsible for treating (including performing surgical operations) patients with glau-
coma in the Attica region as well as from across Greece who commute to the hospital 
for check-ups and treatment. In this particular case, it is anticipated that tele-
monitoring using HD V2V will facilitate better patient conformance to the right 
treatment and correct application of the eye-drops with the remote assistance from 
their doctor. Moreover, it is hoped that V2V will help patients access medical infor-
mation remotely when needed and have their questions or queries answered with re-
gards to their treatment. In the scope of the proposed activities, doctors will be able to 
interact with their patients and will be able to monitor them allowing frequent patient 
consultation during the medical treatment process. The high quality of live V2V will 
eliminate the necessity for patients to travel and visit their hospital and will allow 
doctors to monitor how patients apply their eye-drops and guide them to take correc-
tive action when necessary. The necessity of refining the KPIs is motivated by the fact 
that the quality of service is mostly context dependent [26, 27, 28], with prior research 
showing failed attempts to measure it using general scales in new contexts [29].  

The interview with the doctor took place in April 2013. As a result of the inter-
view, additional items were created and qualitative findings were matched with the 
existing scales to match construct definitions. During the interview, the doctor hig-
hlighted the importance of some of the initial KPIs presented in Table 1, such as the 
importance of patient satisfaction with the system, “….if they [patients] are happy 
themselves, the patients who use the technology are satisfied, they will like it, will use 
it or we may even lose them in the process”. In this process, the Doctor emphasised 
that the “video quality is the most important thing” due to the neccessity to see a 
detailed picture of the human eye. 
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Table 2. New KPIs Identified for tele-monioring of Glaucoma Patients using V2V 
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Criteria Interview quote 

Improvement in the patients’ health 
“if they do not follow the treatment correctly, the 
eye will be lost” 

Reduce the medication cost  

“if they put their drops correctly, maybe they need 
less bottles, less medicine, less eye drops… this 
means they do not pay extra money for medicine 
they do not need to use… often a lot of medicine is 
wasted because patient do not know how to use it” 

Improved doctor / patient 
communication 

“follow our patients more closely” 

Improved monitoring of patients 
by doctors 

“We [doctors] are always worried whether they 
[patients] use the drops correctly”  
“Patients underestimate the difficulty to put a drop 
into the eye, so we [doctors] can see them [patients] 
in their home and how they use the eye drops” 

Improvement in the availability
/easiness for patients to reach 
doctors  

“in case they [patients] want to ask something as an 
emergency … they will find it easier this way”  
“patients often complain that when they want to 
reach us [doctors], it is very difficult to get an 
appoitment”  
“through the V2V solution, they [patients] find it 
more easy to reach us” 

Improve patient perception of doctor 
availability  

“feeling that we [doctors] are available for 
them [patients]” 

Improvement in patient management

“we [doctors] can decide whether they [patients] 
need to came or they can stay at home and continue 
the treatment…. This will help to reduce 
transportation costs”  
“..So many times they [patients] do not need to 
come to the hospital…it would be even better for us 
to decide if they need to come….. I believe that 
patient management as a result of using the system 
would be extremely better with V2V… not just 
better” 

Improvement in the number of 
patients treated 

“due to the improved patient management and less 
appointments and physical consultations, we will be 
able to treat more patients” 

Improve the patient 
skills/knowledge in applying their
eye drops  

“Patients underestimate the difficulty of putting a 
drop into the eye”… “they [patients] need to be 
trained, educated, and reminded” 

Patient reliability in getting the 
treatment correctly 

“Ideally we would realise that  patients who have 
been educated for the first month with more 
consultations, appoitments, video to video 
consultations could be more reliable with the 
treatment afterwards” 
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5 Discussions, Conclusions and Future Work 

One of the clear benefits of using V2V enabled tele-monitoring is the ability to treat 
patients without the need for physical consultation and the need to be transported to a 
hospital. This could be particularly important for patients living in remote locations 
where access to the hospital is difficult, or for the elderly (who are most prone to be 
affected by glaucoma and require usually to be accompanied to the hospital) by allow-
ing them to be independent for a longer period of time without the need to commute 
to the hospital.    

The purpose of this paper was to determine a set of KPIs aimed at assessing tele-
monitoring services for glaucoma patients. With this aim, we first identified generic 
KPIs from the literature, secondary sources and through consultation with the involved 
partners in the LiveCity project. This was followed by an interview with a doctor treat-
ing glaucoma patients at a large hospital in Athens, Greece. We presented the KPIs 
identified initially as well as the new ones obtained as a result of the interview.  

From a theoretical perspective this study extends service quality research by devel-
oping a set of indicators for tele-monitoring patients who suffer from glaucoma. The 
implications of this research are highly relevant to the decision makers of eHealth 
platforms who are offering tele-monitoring services for glaucoma patients. These 
findings improve the general understanding of how doctors evaluate service quality in 
the context of glaucoma treatment using tele-monitoring. The proposed indicators 
should contribute to paving the way for conducting effective design of service deliv-
ery systems in the context of eHealth services.  

Several limitations in this paper are worth noting. This research was conducted in 
only one country, and by interviewing only one doctor responsible for treating glau-
coma patients. Replication in other contexts would increase the confidence in the 
proposed indicators; hence, the findings should be treated as indicative rather than 
confirmatory. 

Once the V2V system is implemented for tele-monitoring of glaucoma patients in 
the context of the LiveCity project, we propose to refine the KPIs during the imple-
mentation and testing of the system and consequently propose a framework for evalu-
ating the V2V enabled tele-monitoring of health services. The obtained KPIs and 
framework will then be used as a source to develop a ‘how to’ guide for delivering 
V2V based eHealth services.  
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Abstract. High-Efficiency Video Coding is currently proposed as the newest 
and most efficient video coding standard by the ITU-T Video Coding Experts 
Group and the ISO/IEC Moving Picture Experts Group. Compression 
improvement relative to existing standards is estimated in the range of 50%. It 
is a block-based hybrid video coding algorithm that introduces several novel 
features compared to MPEG-4 like Coding Units associated with Prediction 
Units and Transform Units, Advanced Motion Vector Prediction, minimization 
of a rate-distortion Lagrangian cost, directional orientations for intra-picture 
prediction etc. The core algorithm of Context-Adaptive Binary Arithmetic 
Coding is based upon that of the MPEG-4 standard. View synthesis algorithms 
for HEVC stereo and 3D encoding are expected to be finalized as a standard 
extension. A Multi-view Video Coding scheme based upon the estimation of 
correlated parameter sets of elastic models between views is wherein adopted. 
The order of the tensor equals the number of multiple views. Underlying 
distributions are updated step-by-step. They are modeled according to context 
indices.   

Keywords: object oriented coding, H264/AVC, High Efficiency Video Coding 
HEVC/H.265, higher order motion compensation models, CABAC, 3D 
television, Rate-Distortion theory. 

1 Introduction   

High Efficiency Video Coding (HEVC) [1,2] is a video compression standard that is 
proposed as a successor to H.264/MPEG-4 AVC (Advanced Video Coding) developed 
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by the ISO/IEC Moving Picture Experts Group (MPEG) and the ITU-T Video Coding 
Experts Group (VCEG) under the name ISO/IEC 23008-2 MPEG-H Part 2 and ITU-T 
H.HEVC [3]. MPEG and VCEG have established a Joint Collaborative Team on 
Video Coding (JCT-VC) in order to develop the HEVC standard. HEVC standard is 
said to improve video quality, double the data compression ratio compared to H.264, 
and support 8K UHD and resolutions up to 8192×4320 pixels [4]. Two profiles are 
supported, namely Main Profile and High Efficiency 10 (HE10). The HEVC Main 
Profile (MP) is compared in coding efficiency to H.264/MPEG-4 AVC High Profile 
(HP), MPEG-4 Advanced Simple Profile (ASP), H.263 High Latency Profile (HLP), 
and H.262/MPEG-2 Main Profile (MP). As of the end of January 2013, ISO/IEC and 
ITU-T had approved HEVC as ISO/IEC 23008-2 High Efficiency Video Coding and 
ITU-T Rec. H.265 respectively, as the final draft international standard.  

Simulcast as well as Multiview Video Coding are described in the context of the 
MPEG-4 AVC standard (Version 8: July 2007 (including SVC extension), Version 9: 
July 2009 (including MVC extension). [5]. A standard MVC coder consists of N 
parallelized single view coders. Each of them uses temporal prediction structures and 
encodes a sequence of successive pictures as intra (I), predictive (P) or bi-predictive 
(B) frames. Nevertheless MVC is not appropriate for delivering 3-D content for 
autostereoscopic displays since the bit rate required for coding multiview video with 
the MVC extension of H.264/AVC increases approximately linearly with the number 
of coded views. The transmission of 3D video in the Multiview Video plus Depth 
(MVD) format appears as a promising alternative. ISO/IEC and ITU-T established 
JCT-3V for the 3D video coding standards as of July 2012. AVC compatible video-
plus-depth extension is expected within 2013 [6]. The transmission of 3D video in 
according to Multiview Video plus Depth (MVD) associates encoded depth data 
representing the basic geometry of the captured video scene with picture frames. 
Depth data are estimated based on the acquired pictures. They are obtained by the 
application of depth estimation algorithms and should not be regarded as ground truth. 
Based on the transmitted video pictures and depth maps, additional views suitable for 
displaying 3D video content on autostereoscopic displays can be generated using 
depth image based rendering (DIBR) techniques at the receiver side. All video 
pictures and depth maps that represent the video scene at the same time instant build 
an access unit. The access units of the input MVD signal are coded consecutively 
similar to MVC. The video picture of the so-called independent view inside an access 
unit is transmitted first directly followed by the associated depth map. Thereafter, the 
video pictures and depth maps of other views are transmitted. A video picture is 
always directly followed by the associated depth map. Advanced Motion Vector 
Prediction (AMVP) is used. Work on HEVC 3D and scalable extensions has been 
currently under development. It focuses on  

• Coding of Independent Views (2D video coding) 
• Coding of Dependent Views (DCP, inter-view motion/residual prediction) 
• Coding of Depth Maps 
• Encoder Control 
• View synthesis algorithms 
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Final draft amendment (FDAM) for HEVC for stereo and 3D is expected in 2015. It 
improves the compression capabilities for dependent video views and depth data. As 
of the end of January 2013, ISO/IEC and ITU-T had approved HEVC as ISO/IEC 
23008-2 High Efficiency Video Coding and ITU-T Rec. H.265 respectively, as final 
draft international standard. 

2 Higher Order Models for Motion Compensation and Encoder 
Control  

2.1 Novel Video Encoding Features of the HEVC/H. 265 Standard 

The video coding layer of HEVC employs the same “hybrid” approach used in all 
video compression standards since H.261. Each picture is split into block-shaped 
regions, with the exact block partitioning being conveyed to the decoder. The first 
picture of a video sequence (and the first picture at each “clean” random access point 
into a video sequence) is coded using only intra-picture prediction. Transform 
coefficients from region-to-region within the same picture are spatially predicted but 
there are no dependencies upon other pictures. The remaining pictures of a sequence 
or frames between random access points are encoded using temporally-predictive 
coding modes. The encoding process for inter-picture prediction consists of choosing 
motion data comprising the selected reference picture and motion vectors (MV) that 
are applied for predicting the samples of each block. Residual frames are transformed 
by a linear spatial transform. The transform coefficients are scaled, quantized, entropy 
coded and transmitted together with the prediction information. Novel features of the 
HEVC standard are outlined as follows:  

• Larger and more flexible coding, prediction, and transform units. 
• Improved mechanisms to support parallel encoding & decoding. 
• More flexible temporal prediction and scanning structure.   
• More accurate intra prediction approach and directions/modes. 
• More accurate motion parameters (including merge mode) and sub-pixel 

prediction. 
• Inclusion of non-square transform and allowing asymmetric motion 

prediction. 
• More flexible transform, choice of DST, and no-transform option. 
• Rate-distortion optimized quantization (RDOQ). 
• Improved in-loop filters, including the new sample adaptive offset 

The Coding Tree Unit (CTU) in HEVC replaces the macroblock structure as 
known from previous video coding standards. It has a size selectable by the encoder 
and it can be larger than a traditional macroblock. The quadtree syntax of the CTU 
(see Fig. 1) specifies the size and positions of its luma and chroma Coding Blocks 
(CB). A Coding Tree Block (CTB) may contain only one Coding Unit (CU) or may be 
split to form multiple CUs. Thus each CU is characterized by its Largest CU (LCU) 
size and the hierarchical depth in the LCU that the CU belongs to. It has an associated 
partitioning into Prediction Units (PUs) and a tree of Transform Units (TUs).  
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Intra-picture prediction, inter-picture prediction or skip mode are selected at CU level. 
A PU is basically the elementary unit for prediction and it is defined after the last 
level of CU splitting. Prediction type and PU splitting type are two concepts that 
describe the prediction method. Intra prediction allows for symmetric splitting 
whereas inter prediction allows for both symmetric and asymmetric splitting. At the 
level of PU, intra-prediction is performed from samples already decoded in adjacent 
PUs. Such modes as DC (average/flat), angular directions (one from up to 33 as in 
Fig. 2), Planar Intra Prediction (surface fitting), SDIP (Short Distance Intra 
Prediction), MDIS (Mode Dependent Intra Smoothing) may be used. Advanced 
motion prediction (see for example [7]) featuring a “merge” mode or the skip mode 
may be used for inter prediction. Quarter-pixel precision and 7-tap or 8-tap filters are 
used for interpolation of fractional-sample positions. Multiple reference pictures are 
used. A deblocking filter similar to the one used in H.264/MPEG-4 AVC is operated 
in the inter-picture prediction loop. An adaptive loop filter (ALF) is alternatively 
employed for higher efficiency. The coefficients of ALF are calculated and 
transmitted on a frame basis and the MMSE estimator is used. For each degraded 
frame, ALF can be applied to the entire frame or to local areas. Similar transforms as 
for H.264 (including the discrete sine transform and the Hadamard transform) are 
used for encoding the residual data. Three different scanning modes (namely zigzag, 
horizontal and vertical scan) are used to improve the residual coding.  

Such novel features as the option to partition a picture into rectangular regions 
called tiles and wavefront parallel processing (WPP) are introduced into the HEVC 
standard in order to enhance its parallel processing capabilities.  

The core algorithm of Context-Adaptive Binary Arithmetic Coding (CABAC) is 
based upon that of the H.264/MPEG-4 standard. The number of contexts used in 
HEVC is substantially less than the number of contexts in H.264/MPEG-4 AVC 
whereas the entropy coding design allows for better compression. 

2.2 Motion Compensation Using Higher Order Models and Rate-Distortion 
Control     

Higher order motion models and view synthesis techniques are currently investigated 
in the literature for sub-pixel motion compensation that may be applied 3D and 
multiview encoding. Higher order motion models such as the affine model (AMMCP) 
[8], the mesh based MCP [9], the elastic MCP [10] and View Synthesis by Depth 
Image Rendering (DIBR) [11, 12] have been proposed as possible extensions of 
existing standards. The transformation of one view to another is based on the camera 
parameters. DIBR uses a view and a depth map for generating arbitrary views. Rough 
3D information can be reconstructed based on the depth map so that the 
transformation due to the disparity effect can be generated. The video compression 
with DIBR becomes the compression of depth image instead of the correlations 
between views. The elastic MCP model estimates the spatial transformation 
parameters between the predicted block with translational MV and the current block. 
The motion parameters are encoded in the bit stream. The pixel location of the 
predicted block (xi, yi) is transformed to (x’i, y’i) by the following equations,  
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.                                    MPEG-4                HEVC  
 

Fig. 1. Structure of Coding 
Tree Units (CTU). 
Prediction and Transform 
Units (PU and TU) are 
depicted. 

Fig. 2. Intra-picture prediction for boundary samples of 
adjacent blocks (MPEG-4 and HEVC) 
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where P is the number of elastic parameters used, ml is the elastic parameter and 
),( iil yxϕ  is the basis function. The elastic MCP model uses discrete cosines as the 

basis functions and it is defined by   
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where 1  2/ ++= vuPl  and 12/),(0 −≤≤ Pvu . Conventional motion vector is 
equal to motion parameters [m1 mP/2+1] in such a case. 

The minimization of a Lagrangian cost function for motion estimation was 
proposed in [13] (see Fig. 3). Given a reference picture list R and a candidate set M of 
motion vectors, the motion parameters for a block sk, which consists of a displacement 
or motion vector m=[mx, my] and, if applicable, a reference index r, determine the 
coding mode for coding a block of samples, such as a macroblock or a coding unit. 
Additional features of a coding mode are the intra or inter prediction modes or 
partitions for motion-compensated prediction or transform coding including the 
quantization step. Given the set of applicable coding modes for a block of samples sk, 
the used coding mode is chosen according to   
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Fig. 3. Rate control model 

 

Fig. 4. Context-based Adaptive Binary Arithmetic
Coding 

   Fig. 5. Updates-update symbols 
between sequential video frames 

where the distortion term Dk(c) represents the SSD between the original block sk and 
its reconstruction s’k, that is obtained by coding the block sk with the mode c. The 
term Rk(c) represents the number of bits (or an estimated thereof) that are required for 
representing the block sk using the coding c for the given bitstream syntax. It includes 
the bits required for signaling the coding mode and the associated side information 
(e.g. motion vectors, reference indices, intra prediction modes and coding modes for 
sub-blocks of sk) as well as the bits required for transmitting the transform coefficient 
levels representing the residual signal. A coding mode is often associated with 
additional parameters such as coding modes for sub-blocks, motion parameters and 
transform coefficient levels. While coding modes for sub-blocks are determined in 
advance, motion parameters and transform coefficient levels are chosen according to 
Eq. 3. For calculating the distortion and rate terms for the different coding modes, 
decisions for already coded blocks of samples are taken into account (e.g. by 
considering the correct predictors or context models).   

3 A Scalable Context-Based Adaptive Model for Encoding 
Motion Compensation Parameters in Multi-view 3D Systems    

3.1 The Context-Based Adaptive Binary Arithmetic Coding (CABAC) Model   

CABAC (Context-based Adaptive Binary Arithmetic Coding) as well as  
Rate-Distortion Optimization are included in the HEVC standard. Context-based 
Adaptive Binary Arithmetic Coding (CABAC) [14] achieves good compression 
performance through the selection of probability models for syntax elements 
according to context. It estimates adaptively probabilities based on local statistics and 
uses arithmetic coding rather than variable-length coding. The following steps 
[15,16,17,18] are involved in coding a data symbol: 1. Binarisation, 2. Context model 
selection, 3. Arithmetic encoding  and 4. Probability update. The above steps are 
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illustrated in Fig. 4. The design of binarization schemes relies on a few basic code 
trees, whose structure enables a simple on-line computation of all code-words without 
the need for storing tables. There are four such basic types [16] namely the unary 
code, the truncated unary code, the k-th order Exp-Golomb code and the fixed-length 
code. There are binirization schemes based on a concatenation of these elementary 
types. The nodes located in the vicinity of the root node of a binary tree are the 
natural candidates for being modelled individually, whrereas a joint model should be 
assigned to all nodes on deeper tree levels corrresponding to the tail of the probability 
density function. According to CABAC, given a predefined set T of past symbols, a 
so-called context template, and a related set C={0,…,C-1} of contexts, contexts are 
specified by a modeling function CTF →:  operating on the template T. For each 
symbol x to be coded, a conditional probability p(x|F(z)) is estimated by switching 
between different probability models according to the already coded neighboring 
symbols Tz ∈ . After encoding x using the estimated conditional probability 
p(x|F(z)), the probability model is updated with the value of the encoded symbol x. 
Thus p(x|F(z)) is estimated on the fly by tracking the actual source statistics. The 
entity of probability models used in CABAC can be arranged in a linear fashion such 
that each model can be identified by a unique so-called context index γ.  

3.2 A Context-Based Adaptive Model for Correlated Motion Compensation 
Parameters in Multiple Views    

The proposed encoding scheme investigates context-based adaptive models for 
correlated multilinear object entities between multiple views [19]. It is a model that 
does not depend upon the parameters of the recording cameras. It is applicable to such 
object entities as transform elements and/or motion vector parameters and it scales in 
a straightforward fashion from stereo to multiple free views. It combines adaptivity 
regarding the context templates with updates of the correlated orthonormal features  
of the object entities through all views per GOP. Let us assume an Nth-order  

tensor A, which resides in the tensor multi-linear space NIII RRR ⊗⊗⊗ 21  where 
NIII RRR ,, 21   are the N vector linear spaces of multiview system featuring N views. 

The “k-mode vectors” of A are defined as the Ik-dimensional vectors obtained from A 
by varying its index in k-mode while keeping all other indices fixed [20,21]. Multi-
view motion prediction using cross-view prediction vectors may be defined per GOP 
through a video object that we call Motion Prediction video-Object and is denoted as 
MPO. Let us define a group of motion vector parameters pertaining to k-view within 
some GOP as [ ]k

kI
kkk MMM )(21

)( =M . Prediction of motion vectors - which 

are denoted as ] [), ,( yxblockblock vvtnm =v  for a block indexed by ) ,( blockblock nm at 

t - is carried out once with respect to one of the views or a linear combination of a 
selected subset. The motion vectors pertaining to k-view according to the elastic 
model may be decomposed as follows,  
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Motion Prediction video-Object (MPO) holds the orthonormal cross-view prediction 
vectors. It is defined as, 
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Unfolding MPO along the k-mode is denoted as  
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111 Νkkk IIIII

k R xxxxxx  +−∈MPO , (6)

where   the  column   vectors  of   MPO(k)   are  the   k-mode   vectors   of   MPO. 
Unfolding the Multi-view Video Plane of an N-view system along the k-mode view 
results into the following matrix representation 
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where ⊗  denotes the Kronecker product. The core tensor S (in a representation 
similar to the one described in Eq. 8) is analogous to the diagonal singular value 
matrix of the traditional SVD and coordinates the interaction of matrices to produce 
the original tensor. Matrices M(k) are orthonormal and their columns span the space of 
the corresponding flattened tensor denoted as MPO(k). The objective of MPC analysis 
for predetermined dimensionality reduction is the estimation the N projection matrices 
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~ )( =∈ xM } that maximize the total tensor scatter [22],  
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. One may estimate adaptively the cross products between motion 

vector parameters of different video views by maximizing sequentially Eq. 8 for all 
modes. Its decomposition into non-negative parts and the application of a 
multiplicative update rule that maintains orthonormality [23,24] is suggested in [19].  

The following algorithm outlines in detail the steps of the proposed encoding 
approach for multi-view systems:       
 Select reference frames for GOP and initialize motion 
vector parameters per GOP  
I –  Estimate the average motion vectors [vx vy] that 

are common for all views according to Eq. 4.     
II – Subtract average values and estimate the sets of 

motion vector parameters that are strongly 
correlated. Carry out prediction using adjacent 
macroblocks and solve Eq. 8 iteratively (on the 
fly) for optimal MPOs using multiplicative updates 
(or operational updates). Assume (Fig. 5) that  
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   where t is the frame index, w(t) stands for a 
white process featuring zero mean and (t)denotes  
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  some type of operation at t like element-by-
element multiplication, component rotation, 
permutation etc.  

III– Initial sets of motion vector parameters are 
transmitted as ordered mutivalue sequences indexed 
by position/order of component.Probability density 
functions are entropy encoded. A context index 
increment denoted as )_  ,__( indexbincomponentofordersχ  

can be assigned. Select the context template for 

the cP
N

k
k ≤

=1

 most correlated linear projections of 

motion parameter sets between views, i.e the joint 
pdfs yielding the highest values of S(i1,i2,…;t). 
Address order_of_component starting from the 
maximum S in decreasing order. This constitutes an 
indirect indexing of orthonormal basis vectors. 
Transmit symbols •(t) (multiplicative updates or 
operations) per view and order_of_component in a 
similar fashion (up to Pk indices for View k) as 
indicated by the structure of MPOs.          

IV–  Encode the symbol levels corresponding to the 
values of the selected sets of the motion vector 
parameters, i.e. for the set yielding the smallest 
distortion error provide order_of_component and 
level. Each level is encoded as a sequence of 
indexed bins using CABAC models. Find residual 
distortions.      

V–   Carry out rate control according to Eq. 3 by 
selecting the total number of symbols. Select 
between the c most correlated symbols per 
block/CTU. Continue as long as one gets a valid 
estimate, i.e. maintain decreasing distortion 
differences. Otherwise break.  

VI-  Encode residual frames and repeat until end of GOP 
(go to Step II).  

4 Numerical Simulations  

Numerical simulations for the proposed encoding method have been carried out for 
the image sequences used for video view interpolation as described in [25]. Each 
sequence is 100 frames long. The camera resolution is 1024x768 and the capture rate 
is 15fps. The frames of the ballet sequence in [25] are used to obtain the numerical 
values presented in this section. The multi-view GOP for the numerical simulations 
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consists of initial four (4) frames. A fixed size macroblock featuring dimensions of 
8x8 pixels is used to carry out motion compensation. The average of the first frame of 
View 1 and of the first frame of View 2 is used as a reference. The elastic MCP model 
as described in Eq. 2 uses sixteen (16) discrete cosines as the basis functions 
(parameter P equals 32). The context and the distributions for the first stereo GOP of 
the sequence are illustrated in Fig. 6 Entropy encoding is used based upon the 
probabilities depicted in Fig. 6.a. The 32x32 sigma values ordered according to 
magnitude as obtained from the proposed algorithm are given in Fig. 6.b. The 
histogram of the highest sigma values over all macroblocks is presented in Fig. 6.c. 
The magnitude of the residual frames corresponding to View 1 and View 2 are 
marginally decreased as linear correlated components between views are taken into 
account. Peak-Signal-to-Noise-Ratio (PSNR) values corresponding to the two views 
are 31.9 dB and 31.0 dB respectively when the two (c=2) most correlated linear 
components are used. The additional overhead is estimated to 0.11 bits/pixel. Original 
and residual frames are given in Fig. 7. PSNR values are slightly improved when the 
six (c=6) most correlated linear components are taken into account. PSNR value for 
View 1 equals 31.9 dB whereas PSNR value for View 2 equals 31.2 dB for an 
estimated additional overhead of 0.17 bits/pixel. Nevertheless savings on the 
bits/pixel required for underlying motion compensation could be made should the 
proposed approach be applied.      

 

  
-a- -b- -c- 

Fig. 6. Contexts and distributions for the s(i1, i2,…;t) values for the first four frames of the 
ballet video sequence  (-a- probabilities for one up to sixteen correlation coefficients; -b- the 
distribution of all 32x32 sigma correlation coefficients and -c- histogram of the highest sigma 
values over all macroblocks) 

        

Fig. 7. Views 1 and 2 and residual frames for joint motion vector compensation (the two largest 
s(i1, i2,…;t) values have been used) 

5 Conclusion  

A novel scalable approach to multi-view video encoding based on the so-called MPO 
structure is proposed. It takes advantage of the correlated linear components between 
views and it requires no prior knowledge of the capturing cameras in space. Strongly  
correlated linear components, i.e. lower order projections of tensorial objects, are 
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multiplicative per GOP (or frame or slice). The correlated linear components are 
assigned initial values per GOP (or frame or slice) whereas subsequent operations 
(updates and permutations) are defined upon index position. Context templates 
corresponding to different distributions of the sigma correlation parameters may be 
selected according to the CABAC model. Updating adaptively indexed orthonormal 
basis functions in conjunction with CABAC increases encoding efficiency and allows 
for the incorporation of SVD and MPC transforms into the existing approaches. Initial 
numerical results indicate that the proposed method yields improvements in encoding 
multiple views in MPEG standards under development like the HEVC.     
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Abstract. Based upon the core concept of the LiveCity Project we focus on the 
specific City Cultural Experiences v2v Pilot, designed to allow for visitors at 
two defined locations to interact with one another in a joint experience and to 
get educational/entertainment benefits, originating directly from the museum 
content delivery. We discuss a set of semi-pervasive games (the so-called 
“Twin Cities” games) which are designed to bring people together at remotely 
twinned locations through the use of video-to-video communication and multi-
touch interaction. We also present an early classification of video-to-video 
(v2v) interaction games that is designed to inform designers about the potential 
of such technologies. We classify them as: using video for awareness and 
communication, interacting with video and video as a game. 

Keywords: Content management system (CMS), Internet, gamification, 
“mixed” reality game, pervasive game, video-to-video (v2v) communication. 

1 Introduction 

Information and communication technologies (ICTs) can enable learning and 
educational activities and help people gain new skills in the modern digital-based 
economies and societies [1]. Among the core priorities for maximizing the social and 
economic potential of ICT [2] should be the proper development & the dispersion -as 
widely as possible- of a variety of modern infrastructures and/or corresponding 
facilities, composing the so called “Future Internet” (FI) [3]. Thus, the future 
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economy will be a network-based knowledge economy, with the Internet being at its 
center. This option will be critical to support growth and investments as well as to 
ensure citizens can access the content and services they want, occasionally via new 
modes and novel educational or communication means. 

The aim of the LiveCity (“Live Video-to-Video Supporting Interactive City 
Infrastructure”) Project is to empower the citizens of a city to interact with each 
other in a more productive, efficient and socially useful way by using high quality 
video-to-video (v2v) over the Internet. Video-to-video can be used for a variety of 
selected activities such as to save patients’ lives, improve city administration, reduce 
fuel costs, reduce carbon footprint, enhance education and improve city experiences 
for tourists and cultural consumers. To realize its specific targets, LiveCity proposes 
certain well defined scenarios/use-cases and then it realizes, during its life-time, 
corresponding pilot actions with the involvement of multiple users. According to the 
original LiveCity context and conformant to the specific description of its WP4 (“City 
Cultural & Educational Experiences v2v Pilot”), two specific scenarios will be 
developed and the inclusion of live (interactive) v2v communication for use in 
schools and museums will be examined, respectively. In particular, one of the two 
essential scenarios is the “Museum Exhibit” which proposes the establishment a 
cultural-oriented scenario and it is designed to allow the visitors at two defined 
locations to interact with one another in a “joint experience”; the related “locations” 
are the city of Athens (with the participation-involvement of OTE’s 
Telecommunications Museum) and the city of Luxembourg (with the 
participation/involvement of the Post & Telecoms (P&T) Museum). LiveCity also 
aims to “promote” awareness of each city to visitors at both locations. The final 
design will use live interactive v2v as the “basis” for the interaction along with a 
multi-touch table and perhaps an external display, operated at both museums. Via this 
modern kind of application, “games” that are to be deployed will allow people 
playing together in real time, solving a number of puzzles and clues about related 
topics as well as promoting a variety of educational aspects for various potential 
categories of users - museum visitors (i.e.: pupils, students, teachers, educators and 
the public). Focusing upon an interactive v2v communication directly to the public 
via the LiveCity Project, can be a decisive option for the promotion of OTE’s 
Telecommunications Museum collections to the Hellenic and/or the European public 
and for the proper and wider dissemination of its programs and/or other related 
(educational, informative, etc.) initiatives, towards supporting the effort for a more 
efficient digital cultural and scientific inclusion of local and virtual citizens; this is 
particularly important for LiveCity as this museum also intends to apply the 
corresponding facilities to educationally-oriented activities in cooperation with two 
schools of the Municipality of Vrilissia in Athens, also participating to the LiveCity 
scope. Moreover, similar beneficiary options stand for the P&T Museum in the city of 
Luxembourg. The proposed activities and the related methodologies will also make 
all involved people learning more effectively and will support the acquisition of new 
skills, via the usage of v2v facilities, on a “pure” multimedia-based environment. This 
will help the effort for ensuring the effective use and exploitation of cultural resources 
by developing technologies and for making them widely available, usable and re-
usable regardless of their form, location, time-sphere, etc. In the scope of LiveCity-
based activities, it should be expected that either visitors of the involved museums or 
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other potential users of the proposed innovative solutions may be able to have 
benefits, directly from the museum content delivery. This will also help to “disperse” 
cultural and scientific-technological knowledge in a broader multi-media-based 
environment and will “trigger” or “challenge” new options for enhancing quality of 
experience (QoE) for the end-users. 

2 Background 

Modern Internet-based facilities have radically modified the way people can 
communicate, amuse or even make business (in a variety of sectors [4]) and this has 
become obvious in a variety of v2v platforms supporting such aspects. Digital 
distribution of cultural and creative content can enable content providers to reach new 
and larger audiences while this also permits users to enjoy new experiences. 
According to the actual EU policy [5], Europe needs to “push ahead” with the 
creation, production and distribution (on all platforms) of digital content. Yet to date 
there is little bringing together of museums, cultural venues or twinned cities by using 
recent technologies. Within the scope of the LiveCity Project we have promoted the 
realization of a way of interactive v2v communication between citizens being at 
“twinned museum” sites, intending to support exchange of information and of 
experiences; museums can reside in different cities as well as in different European 
countries. This innovative manner of communication also focuses upon specific 
cultural and educational aspects with the aim of further enhancing interactivity 
between all potentially involved users. The challenge becomes greater as, apart from 
museums, other organizations such as schools, educational institutes or municipal 
authorities can also “join” the effort at later stages. In order to allow for the exhibit to 
be used after LiveCity has ended at other locations, a content management system 
(CMS) is being developed which will allow other venues or cities to “add” their own 
content to the standard deployed games. We have chosen to “base” the game on the 
underlying definition of “mixed” reality ([6], [7]) which states that a “mixed reality is 
one where multiple devices allow views and interactions within a given context”. This 
is in contrast to the mixed reality continuum [8] which consists of two opposing 
“poles”, real environments and virtual environments with augmented reality and 
augmented virtuality exisiting in between. Drawing on the first definition, a “game” 
could consist of mobile devices, fixed screens and tablet computers. Based on this 
approach we have developed a platform which embraces displays, multi-touch tables 
and allows the addition of tablet devices. Given the emphasis on supporting 
collaboration between two remote locations the game is known as “Twin Cities”. 

The inspiration for our work comes from two previous EC-funded projects, that is: 
IPerG1 which developed the “epidemic menace game” and IPCity2 which developed 

                                                           
1  IPerG (Integrated Project on Pervasive Gaming) was an EU-funded project (FP6 - 004457) 

which started on 01.09.2004 and came to an end on 29.02.2008. Its aim has been the 
creation of entirely new game experiences, which are tightly interwoven with our everyday 
lives through the objects, devices and people that surround us and the places we inhabit. The 
approach has been through the exploration of several showcase games which come under 
the description of “pervasive games” - a radically new game form that extends gaming 
experiences out into the physical world. [http://iperg.sics.se/index.php.]. 
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the mixed reality tent to allow improved participation in the urban redesign process. 
In the IPerG case, a control room consisting of multiple screens was used where 
players there could control -or provide- advice to players outside using mobile 
devices. In our system, there are two connected “control” rooms where visitors at 
each museum can play together a set of common games. From the IPCity scope we 
embraced the idea of using an interactive table-top and video display of a remote 
location and scouting. In the IPCity example, people move objects around on the 
interactive table and simultaneously these moves are represented on the large screen. 

3 Pervasive Gaming Examples in the LiveCity Context 

Pervasive games focus on a game play that is embedded in our physical world. 
Elements of the physical world are inherent parts of the game. Their characteristics 
and states are sensed and can influence the course of the game. Moreover, pervasive 
games allow for a game that can be potentially accessed at any time and from any 
location. Many of these games rely on mobile and pervasive computing technology, 
such as cellular phones and location sensors and focus on location-based aspects. The 
“Twin Cities” game is semi-pervasive in the sense that it extends two of three facets 
of pervasive gaming ([9], [10]), namely social and temporal expansion. For example, 
unlike traditional computer of board games, the “Twin Cities” lets anyone take part, 
thus making it a socially expanded game. Indeed, the only restriction on who can play 
relates to how many people can physically stand round the table, coupled with any 
legal considerations (e.g., legal age of consent to use such systems). Additionally, the 
public location of the game means that others can see and even partially participate in 
the experience. Due to the “shared nature” of the experience (which is to be outlined 
in the following parts) this lets people assume many roles [11], including: (i) Player: 
someone who influences the game, e.g. someone who directly takes part by using the 
table; (ii) Spectator: someone who is aware of the game and can influence it, (e.g. 
standing around but not directly playing the game); (iii) Bystander: Someone who is 
unaware of ongoing game, and has no ability to participate. (These could be other 
museum visitors who walk around the area but do not pay attention to the game).  

In addition to the spatial expansion, “Twin Cities” also explores the use of temporal 
expansion in the context that while individual games can be played, they may take as 
long as the players wish or indeed be merged into a set of games in which the players 
collaborate or compete over a period of time - which again is undefined. At the time 
of writing the present paper, we are exploring how to let players save their scores and 
retain them for future use. This would allow them to return to the venues many times 
and play against other potential users. We intend to explore the concept of 

                                                                                                                                           
2 IPCity (FP-2004-IST-4-27571) was an IP EU-funded Sixth Framework program on 

Interaction and Presence in Urban Environments. Its research aim was to investigate 
analytical and technological approaches to presence in real life settings. Analytically, this 
includes extending the approaches to presence accounting for the participative and social 
constitution of presence, the multiplicity and distribution of events in time and space. More 
information can be found at: http://www.ipcity.eu/. 
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“gamification” [12] where elements such as leader-boards or badges can be used to 
confer status on people and to encourage them to “remain” within the game. 
“Presence” is a critical component of the experience within the “Twin Cities” 
context, intending to allow people from different cultures to get together via a “game-
like” environment. In our scope we can consider two main forms of presence [13]: 

 Social presence: The feeling of being with another person. 
 Physical presence: The feeling of being at another place. 

The “Twin Cities” framework targets the concept of social presence where the video 
feed is designed to make people feel like they are together [14]. In particular, the 
emphasis is on improving communication through the use of tangible user interfaces 
such as the multi-touch table. Prior work in the IPCity context has identified that a 
shared table approach can be used to foster communication between different people 
and this encourages negotiation & discussion about relevant topics. Our approach 
extends this perspective to video communication and to remote locations. 

3.1 Game Design  

This section provides an overview of the selected game designs. Since both involved 
“parties” are Telecommunications/Post Museums (in Athens and Luxembourg) it 
would be desirable [15] to combine the following key factors: (i) Take advantage of 
live v2v infrastructure, where it is possible, to enhance the experience of the games 
within the participating museums; (ii) consider and promote awareness of the other 
museum’s exhibits-collections, and; (iii) provide general information about 
telecommunications and/or related technical facilities. In order to perform an effective 
design and thus to ensure wider applicability-adoptability of the games, the latter have 
been designed in a way to be “as simple as possible” regarding their perceptive 
concept without necessitating any specific technical -or other- prior knowledge by the 
intended users-visitors of the museums. The related concept, per game, has been 
selected so that to be explicitly relevant to a collection of exhibits and/or to an event-
activity promoted by the museum(s). Furthermore, a critical priority of the full game 
design process was to improve cultural and educational interactivity between users 
residing in different locations (i.e., cities or countries), in parallel with the inclusion of 
multiplayer setting so that to have, occasionally, many participating users.   

Designing the games ([16], [17]) should also take under consideration the factors 
discussed as follows: 1) For both involved museums we have considered the next 
classification regarding visitors: a) School groups (i.e.: ages 5-15) cover 90% of 
visitors (school groups usually consist of teams of 20-35 students); b) Individual 
children (i.e.: ages 5-10) cover 5%, and; c) Adults (i.e.: ages 35-45) cover the 
remaining 5% of the visitors’ population. 2) Some of the games should mainly 
address adults in order to “attract” this age group; in this context: a) There should be a 
co-operation mode between the visitors of the two museums; b) A game should be 
playable in both groups and by individuals; c) A game should encourage movement 
and discovery of the related museum’s collections. Among the priorities that have 
influenced the game design process was the inclusion of “multi-player” involvement, 
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although this also depends on other factors like the frequency of visits, any specific 
events that can attract more people in certain time-slots, etc. In order to overcome this 
restriction, it would be ideal if the game(s) could be considered as “operational” even 
in case of the absence of (remote) players ([18], [19]). This simply implicates that it 
should be possible, for a museum’s visitor to “access” a game being at a certain level 
of progress or to access a new one. The LiveCity platform supports a v2v-based game 
concept to fulfill this feature, together with the one of the “distant presence”. In 
addition, appropriate equipment (such as cameras) is to be set-up in the participating 
museums to extend the proximity area of the multi-touch tables that are to be used for 
the games. The following sections discuss the selected game designs. 

3.1.1 Game Conceptualization 
As noted earlier, our work is predominantly focused on providing a degree of social 
presence between game players, our objective being to use multi-touch interaction 
and a live video feed between the two locations. Our initial game designs focus on 
supporting social presence from three main game design perspectives where video is 
used in different ways to encourage play, discussion and cross-cultural awareness. 
These are outlined in Table 1 below, with the top level “using video for awareness 
and communication” being the most basic through “Video as the Game”, where the 
objective is to make the video component the goal. A brief description based on each 
game is provided in the following section; a more thorough description and additional 
rationale for the concepts used in some of the games can be found in [19]. 

Table 1. Use of live video-to-video feeds in games 

Level Example Games
Using video for awareness and 
communication 

Mosaic, memory and putting things in the right 
order and quiz and build it together 

Interacting with video Embedded video in mosaics or memory games 
Video as the game TV show with live video mixed with CMS content 

– create a live broadcast  
 

Using Video for Awareness and Communication 
 

These games use video to encourage discussion about the content on each multi-touch 
table. Rather than the video being the driving factor in the game, video is used 
passively where players at each location can see and hear the players at the other 
location while they take part either in local game (one museum only) or multi-player 
game (two museums playing together). This style of game play was conceived as a 
way to break down the usual “cultural divide” between twinned locations such as 
towns or museums where the actual inhabitants or visitors often never meet one 
another and instead it is on the officials or designated people who get a chance to 
meet. The approach is also designed to be relatively free form in the sense that while 
the games should encourage discussion about the content at both museums the visitors 
are in fact totally free to talk about whatever they wish as there are no content, time or 
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participant restrictions. To a limited extent this allows for a semi-pervasive 
experience as both players and spectators can take part. Indeed, as the games are 
ongoing, spectators are free to interact as they wish, perhaps just waving to people or 
even talking to people at the remote locations. This, in turn, may shape players’ 
behavior. 
 

 

Fig. 1. Mosaic/Jigsaw game example 

For this game type content from each museum is placed in a jigsaw or mosaic 
which is then put into the wrong order (see Fig.1). Players of the games are then 
asked to put re-assemble the contents to create the correct image. A more complex 
version of mosaic based on the “Interacting with Video” level is outlined later. 

While mosaic/jigsaw mainly concentrate on visual content play, i.e. they are about 
reassembling an image the “putting things in the right order” concept operates on both 
this and the conceptual level. Alternatively, content can be placed in the right order 
based on conceptual details. For example, at the conceptual level in a telecoms 
museum, people could be asked to construct a telecoms network across Europe by 
connecting the correct components such as cables, switches and tele-houses in the 
right order. Alternative approaches to this include placing things in historical order 
(see Fig.2).  

 

 

Fig. 2. Put-in-order game with telephone devices 



 (Semi-) Pervasive Gaming Educational and Entertainment Facilities 481 

 

The classic memory game is familiar to many people and is often played with a 
deck of cards where people turn over two cards and if they match they keep them 
facing up. The game is played until all cards have been matched in pairs. This 
approach is used within our system but with tiles, each tile consisting of a piece of 
relevant content for example telephones or stamps (see Fig.3). The memory game can 
be played either on a visual basis or again on a conceptual one, where people are 
asked to memorize related concepts when turning over cards. 

Quizzes are another popular format and are again applied with LiveCity, in the 
example (see Fig.4) (know as “Whose phone is it?”) players are asked to match the 
phone with the right person. In this case, multi-touch is used to drag the images 
around. While players may be able to guess some of the answers for this, other 
quizzes’ players may also need to spend time finding out about contents in the 
museum. Additionally, this approach encourages the exchange of information 
between the two museums as players could be quizzed on content in the other 
museum. This would necessitate that players find out and discuss content together. 

 

 

Fig. 3. Memory game example: stamps Fig. 4. The quiz game concept 

 
The building together game starts by showing the players an image of an object 

(e.g.: a museum exhibit, art piece, building, or something else), which is then split 
into several parts which, in turn, are randomly rotated, resized and mixed. The 
objective is to “build” the original object from its parts. On the first floor of the OTE’s 
Museum in Athens there is a wall-to-wall poster of Alexander Graham Bell, which 
consists of dozens of the Museum’s exhibits and could be easily used for the purposes 
of this specific game (as shown in Fig.5). Multi-touch interaction enables an arbitrary 
number of players to collaborate in the game. Collaboration with the remote players 
will be facilitated by the live v2v link between game sites. Multi-touch interaction 
enables an arbitrary number of players to collaborate in the game. Collaboration with 
the remote players will be facilitated by the live v2v link between game sites.  
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Fig. 5. The Alexander Graham Bell “build together” game concept 

 
The previous games use the multi-touch table and video feed from a static location 

in the museum which could result in people being drawn away from the museum 
content. This problem is not unique to our proposed games and has also been noted in 
[20] where authors suggest that care should be taken to integrate “more closely” real 
world elements with game content. Therefore, in order to encourage greater 
exploration of the museum itself, they could be combined with mobile devices so that 
people must search for information within the museum and take a video or picture in 
order to complete the game. 

 
Interacting with Video 
The majority of the games described in the previous section can also use live video as 
content. Under this scenario the live video feed becomes embedded to form all -or 
part- of that particular game. This approach means that players have to physically 
collaborate on both sides by, for example, remaining still in order for players at the 
other location so that they can correctly reassemble the mosaic. However, as video is 
relatively uncontrollable they may adopt other strategies such as using particular 
movements in order to play a game. These types of games have the potential to 
increase the level of embodied interaction among players which we hope will, in turn, 
raise their sense of involvement, engagement and social presence. 

In the mosaic game, players at each location could see a live video feed of people 
from the other location; the video feed is then broken up incorrectly across the mosaic 
tiles. Under this scenario the players would be confronted with the choice of 
remaining still at each location -or if they are particularly competitive- perhaps 
moving around in order to confuse the people at the other location. Such an approach 
would allow for the exploration of collaborative versus co-operative forms of 
embodied interaction within such games. Related to this gaming concept is the 
memory game with a live video feed; under this scenario one of more of the tiles 
could contain live video from each location which players then have to match. In this 
setting one tile could represent one feed, or a feed could be spread across many tiles. 

 
Video as the Game 
This concept uses the video feed as the objective of the game. The objective of the TV 
broadcast game is to create an engaging gamified museum browsing experience 
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which encourages visitors to browse more attentively, discover important, interesting 
or unusual exhibits selected by the exhibition curators, learn about them and share 
that knowledge via the live video stream with visitors at the other museum. This 
approach utilizes the v2v platform, multi-touch table and mobile devices. The game 
functions in the following way: The visitors of the connected museums can browse 
through the images of the other museums’ exhibits by using multi-touch tables. If the 
visitors of the Museum A (Team A) want to learn more about a particular exhibit they 
click a “Show it” button. The multi-touch table at the Museum B displays a message 
that someone from the Museum A wants to see the particular object. The objective of 
the Museum B visitors (Team B) is to locate and present the object via live video 
stream by using provided mobile devices with the game application. Once the 
challenge is accepted the game starts. First, Team B has to locate the object and take 
the picture of it by using the mobile application. The picture is instantly displayed in 
the Museum A and its team confirms that the correct exhibit is photographed. Then 
Team B has up to 5 minutes to learn as much as possible about the object and prepare 
to present it. Meanwhile, Team A is shown a presentational video or audio guide 
based presentation about the same object, they can read additional information and 
see more images of the particular object. When Team B is ready (or when 5 minute 
time limit is reached), they start the “broadcast” and have up to 2 minutes to present 
the object through live video. The provided mobile camera-enabled devices -such as 
tablets- are used to capture the video, by using the game application. When 2 minutes 
run out the video is stopped, or can be done manually, if the team mentioned 
everything they wanted. While the presentation is running, people in Museum A see a 
live video stream and the list of facts about the object on the multi-touch table. If the 
broadcasting team mentions a certain fact or feature, the viewers have to tap on the 
button to confirm that the fact was mentioned correctly. Once the broadcast is over, 
the teams can swap and the presenter can request to present the object from the other 
museum too. The points are calculated for the least amount of time taken to locate the 
exhibit, and prepare for the presentation. Facts about the exhibit can have different 
point weight depending on their complexity (e.g. a player scores 1 point for 
mentioning that the object is a “light bulb and 5 points for mentioning “Thomas 
Edison”). Every participating museum can create or accept the challenges and the 
roles can be switched instantly once the running activity is finished. 
 
Content Management 
In order to let other twinned locations create similar experiences, a content 
management system has been developed which lets other venues use their content 
within the game templates. 

4 Conclusion 

In this paper we have presented a number of games which use video in different ways 
to promote cross-cultural awareness at twinned locations. Our work was based on the 
view that video-to-video is largely underutilized within the domain of game playing 
yet when combined with multi-touch and related forms of intuitive interaction it has a 
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great potential to provide rich experiences. We have expanded upon this by providing 
three different levels of game which use video-to-video communication in different 
ways. This classification should provide a useful basis upon which future work can be 
based. Furthermore, the designs and classifications indicate that at a generic level 
video to video interaction offers a potential to improve interaction between people 
and in particular within the proposed cultural contexts.  
 
Acknowledgments. The work presented in this paper is from the LiveCity project 
which is funded by the European Commission under DG CONNECT (FP7-ICT-PSP, 
Grant Agreement No.297291). Photographs of museum content are from the P&T 
Post/Musée (Luxembourg) and the OTE’s Telecommunications Museum (Athens). 
We gratefully acknowledge the assistance of the staff from both museums. 

References 

1. European Commission, Information Society and Media: Education and Information 
Society: Linking European Policies. Luxembourg (2006) 

2. Commission of the European Communities: Communication on Europe 2020: A strategy 
for smart, sustainable and inclusive growth COM(2010) 2020 final (March 03, 2010) 

3. Future Internet Assembly (FIA): Position Paper: Real World Internet (2009) 
4. Amit, R., Zott, C.: Value Creation in eBusiness. Strategic Management Journal 22,  

493–520 (2001) 
5. Commission of the European Communities: Communication on A Digital Agenda for 

Europe COM(2010) 245 final/2, 26.08.2010. Brussels, Belgium (2010) 
6. Koleva, B., Benford, S., Greenhalgh, C.: The Properties of Mixed Reality Boundaries. In: 

Proceedings of the Sixth European Conference on Computer-Supported Cooperative 
Work, Copenhagen, Denmark, pp. 119–137 (1999) 

7. Benford, S., Giannachi, G.: Performing Mixed Reality. Massachussets Institute of 
Technology (MIT) Press (2011) 

8. Milgram, P., Kishino, F.: A Taxonomy of Mixed Reality Visual Displays. IEICE 
Transactions on Information Systems E77-D12, 449–455 (1994) 

9. Montola, M.: Exploring the Edge of the Magic Circle: Defining Pervasive Games. In: 
Proceedings of DAC 2005 Conference, Copenhagen, Denmark, December 1-3 (2005) 

10. Montola, M., Stenros, J., Waern, A.: Pervasive Games: Theory and Design. Morgan 
Kaufmann, San Francisco (2009) 

11. Montola, M., Waern, A.: Participant Roles in Socially Expanded Games. In: Strang, T., 
Cahill, V., Quigley, A. (eds.) Pervasive 2006 Workshop Proceedings 165-73, PerGames 
2006 Workshop of Pervasive 2006 Conference, May 7-10, pp. 99–106. University College 
Dublin, Dublin (2006) 

12. Deterding, S., Sicart, M., Nacke, L., O’Hara, K., Dixon, D.: Gamification: Using Game 
Design Elements in Non-Gaming Contexts. In:  Proceedings of the 2011 Annual 
Conference Extended Abstracts on Human Factors in Computing Systems, Vancouver, 
Canada, pp. 2425–2428. ACM (May 2011) 

13. IJsselstein, W., Riva, G.: Being there: The experience of presence in mediated 
environments. In: Riva, G., Davide, F., IJsselstein, W.A. (eds.) Being there: Concepts, 
Effects and Measurements of User Presence in Synthetic Environments, pp. 3–16. IOS 
Press, Amsterdam (2003) 



 (Semi-) Pervasive Gaming Educational and Entertainment Facilities 485 

 

14. Huizinga, J.: Homo Ludens. A Study of Play Element in Culture. Beacon Press (1955) 
15. Salen, K., Zimmerman, E.: Rules of Play. Game Design Fundamentals. MIT Press, 

Massachusetts (2004) 
16. Piekarski, W., Thomas, B.: ARQuake: The Outdoor Augmented Reality Gaming System. 

Communications of the ACM 45(1), 36–38 (2002) 
17. Björk, S., Holopainen, J.: Patterns in Game Design. Charles River Media, Massachusetts 

(2005) 
18. Preece, J., Rogers, Y., Sharp, H.: Interaction Design: Beyond Human Computer 

Interaction. Wiley College (2002) 
19. Popleteev, A., McCall, R., Molnar, A., Avanesov, T.: Touch by Touch: Promoting Cultural 

Awareness with Multitouch Gaming. In: The Proceedings of the LiveCity Workshop on 
Smart and Pervasive Communications at the 4thInternational Conference on Smart 
Communications in Network Technologies (SaCoNet), Paris, France, June 17-19 (2013) 

20. Herbst, I., Braun, A.-K., McCall, R., Broll, W.: TimeWarp: Interactive Time Travel with a 
Mobile Mixed Realty Game. In: The Proceedings of the 10th International Conference on 
Human-Computer Interaction with Mobile Devices and Services, pp. 235–244. ACM 
(2008) 



 

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 486–496, 2013. 
© IFIP International Federation for Information Processing 2013 

Modeling and Trading FTSE100 Index Using a Novel 
Sliding Window Approach Which Combines Adaptive 
Differential Evolution and Support Vector Regression  

Konstantinos Theofilatos1, Andreas Karathanasopoulos2, Peter Middleton3,  
Efstratios Georgopoulos4, and Spiros Likothanassis1 

1 Department of Computer Engineering and Informatics, University of Patras, Greece 
{theofilk,likothan}@ceid.upatras.gr 

2 Business School, University of East London, Unighted Kingdom 
a.karathanasopoulos@uel.ac.uk 

3 Management School, University of Liverpool, Unighted Kindgom  
peter.william.middleton@gmail.com 

4 Technological Educational Institute of Kalamata, Greece 
sfg@teikal.gr 

Abstract. The motivation for this paper is to introduce a novel short term 
trading strategy using a machine learning based methodology to model the 
FTSE100 index. The proposed trading strategy deploys a sliding window 
approach to modeling using a combination of Differential Evolution and 
Support Vector Regressions. These models are tasked with forecasting and 
trading daily movements of the FTSE100 index. To test the efficiency of our 
proposed method, it is benchmarked against two simple trading strategies (Buy 
and Hold and Naïve Strategy) and two modern machine learning methods. The 
experimental results indicate that the proposed method outperformsall other 
examined models in terms of statistical accuracy and profitability. As a result, 
this hybrid approach is established as a credible and worth trading strategy 
when applied to time series analysis.  

Keywords: Differential Evolution, Support Vector Regression, Confirmation 
Filters, FTSE100, Daily Trading. 

1 Introduction 

Modeling and trading financial indices remains a very interesting but challenging 
topic in econometrics Forecasting financial time series is a difficult task because of 
their complexity and their dynamic and noisy nature. All traditional linear methods 
and even more sophisticated non-linear machine learning models have failed to 
capture the complexity and the nonlinearities that exist in financial time series. This is 
particularly the case during times of uncertainty such as during the credit crisis in 
2008.More robust and intuitive models have since been research and applied to 
financial times series in order to overcome these inefficiencies associated with 
previous models [1].  
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Non-linear machine learning models have three main limitations. The first 
disadvantage is that most are calibrated to search for a global optimal estimator which 
in most cases does not exist due to the dynamic nature of financial timeseries. 
Another drawback is that the algorithms which are used for modeling financial time-
series have a lot of parameters which need to be optimized and if this procedure is not 
performed correctly then the extracted prediction models will produce unsatisfactory 
results due to the data-snooping effect. Another mistake which is commonly made by 
practitioners is that, most of the time the training of a prediction model is performed 
separately from the construction of a trading strategy and thus the overall 
performance is reduced.  

The purpose of this paper is to present a novel methodology which is capable of 
overcoming the aforementioned limitations. This methodology is based on a sliding 
window approach for the one day ahead prediction of the FTSE100 returns. To 
forecast every single return, the proposed trains a machine learning model using a 
sliding window of contemporary limited historical data. Thus the proposed method 
searches for the optimal predictor for each day. The machine learning model which 
was applied is an adaptive hybrid combination of Differential Evolution and the nu-
Support Vector Regression (SVR) algorithm [2]. The adaptive Differential Evolution 
[3] (DE) was used for selecting the optimal feature subset, optimizing the parameters 
of nu-SVRs and at the same time optimizing the confirmation threshold for the 
confirmation filters which are used as parameters for our trading strategy.Moreover, a 
specialized fitness function was designed and used for the evaluation step of the 
adaptive Differential Evolution Algorithm which takes into account metrics for both 
statistical accuracy and trading performance. 

The performance of the proposed methodology is compared with two traditional 
linear models and two non-linear machine learning approaches. The empirical 
analysis reveals that our proposed methodology clearly outperforms the other existing 
models ranking the highest across all of the examined metrics. 

The novelty of the proposed approach is twofold. The first contribution lies in the 
application of a sliding window training method and the second offers an original 
adaptive hybrid machine learning methodology. On review of existing literature, the 
latter is unique and original as this is the first time that an adaptive Differential 
Evolution algorithm and nu-SVRs are combined into one model used for forecasting 
financial time series. Moreover, our proposed machine learning method is not only a 
simple combination of existing methods. The Differential Evolution algorithm 
optimizes not only the feature subset and the parameters of nu-SVRs but also a 
parameter of our trading strategy. When this was combined with the usage of a new 
fitness function specialized in trading tasks, it enabled our proposed method to fill the 
gap between financial forecasting and trading. 

The rest of the paper is organized as follows: Section 2 describes the dataset used 
for our experiments. In Section 3the proposed methodology was described in detail 
and in Section 4 the benchmark models are described and the experimental results are 
presented. Finally, Section 5 presents concluding remarks and some interesting future 
directions for research. 
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2 Related Financial Data  

The FTSE 100 index is a weighted according to market capitalization which currently 
comprises of 101 large cap constituents listed on the London Stock Exchange. For the 
purpose of our trading simulation the iShares FTSE100 exchange traded fundis traded 
to capture daily movements of the FTSE100 index. Positions are initiated on the open 
of a trading day and closed at or around 16:30 GMT.The cash settlement of this index 
is simply determined by calculating the difference between the traded price on the 
open and the closing price of the index on the . When the model forecasts a negative 
return then a short position (sale) is assumed on the open and when it forecasts a 
positive return a long position (purchase) is taken. Profit / loss is realised on a daily 
basis and positions are not held overnight.  

The FTSE 100 daily time seriesis non-normal (Jarque-Bera statistics confirms this 
at the 99% confidence interval), containing slight negative skewness and relatively 
high kurtosis. Arithmetic returns where used to calculate daily returns and they are 
estimated using equation 1. Given the price level P1, P2,…,Pt, the arithmetic return at 
time t is formed by: 

1

1

−

−−
=

t

tt
t P

PP
R                                 (1) 

In table 1 we present the full dataset used. 

Table 1. Total dataset 

Name of Period Trading Days Beginning End 

Total Dataset 1260 1  January 2008 31 December 2012 

In sample Dataset 756 1  January 2008 31 December 2010 

Out of Sample Set 504 1 January 2011 31 December 2012 

 
As inputs to our algorithms, we selected a combination of autoregressive inputs, 

moving average time series of the FTSE100 returns, a FTSE100 volume time series, 
daily highs and lows of FTSE100 index, the VIX realized volatility index, and two 
metric times series which capture the aggregate advancing and declining volumes as a 
daily percentage as provided by FACTSET(2013) The inputs used in our modeling 
process are described in table 2. 

In contrast to other non-linear approaches we have incorporated the VIX index to 
capture volatility. It is believe that this will be of particular benefit during times of 
higher volatility such as period of crisis. Moreover, some advanced volume metrics 
where studied as they are considered significant for capturing the markets liquidity. 
For instance, the advancing volume metric provides a sum of daily volume for those 
companies with advancing prices during a particular day. The declining volume 
metric provides a sum of daily volume for those companies with a declining price 
during a specific day. 
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Table 2. Explanatory Variables 

Number Variable Lag 

1 Daily High of FTSE100 all share return 1 

2 Daily Low of FTSE100 all share return 1 

3 FTSE100 all share return 1 

4 FTSE100 all share return 2 

5 FTSE100 all share return 3 

6 FTSE100 all share return 4 

7 FTSE100 all share return 5 

8 FTSE100 all share return 6 

9 FTSE100 all share return 7 

10 5 day Moving Average of FTSE100 all share returns 1 

11 15 day Moving Average of FTSE100 all share returns 1 

12 30 day Moving Average of FTSE100 all share returns 1 

13 FTSE100 daily volume 1 

14 5 day Moving Average of FTSE100 daily volume 1 

15 15 day Moving Average of FTSE100 daily volume 1 

16 30 day Moving Average of FTSE100 daily volume 1 

17 VIX Realized Volatility Index 1 

18 5-day Moving Average of the VIX Index 1 

19 15-day Moving Average of the VIX Index 1 

20 30-day Moving Average of the VIX Index 1 

21 Aggregate Advancing Volume Percentage metric 1 

22 5-day Moving Average of Aggregate Advancing Volume Percentage metric 1 

23 15-day Moving Average of Aggregate Advancing Volume Percentage metric 1 

24 30-day Moving Average of Aggregate Advancing Volume Percentage metric 1 

25 Aggregate Declining Volume Percentage metric 1 

26 5-day Moving Average of Aggregate Declining Volume Percentage metric 1 

27 15-day Moving Average of Aggregate Declining Volume Percentage metric 1 

28 30-day Moving Average of Aggregate Declining Volume Percentage metric 1 

 
Advancing volume percentage is defined as:  
((Sum of Volume (Day t)) for all companies  
where Price (Day t) > Price (Day t-1)/ Sum of Volume for all constituents   (2) 

Declining volume percentage is defined as: 
((Sum of Volume (Day t)) for all companies  
where Price (Day t) < Price (Day t-1)/ Sum of Volume for all constituents   (3) 
These calculations use daily prices and volumes for each constituent as provided 

by the FactSet Pricing Database (2013). 
Finally, the set of explanatory variables were normalized in the interval of [-1,1] to 

avoid overrating inputs which takes higher absolute values. 
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3 Proposed Method 

The proposed methodology is a sliding window approach which is designed to 
perform daily forecasting and trading. To forecast future values of the FTSE100 
returns it trains a machine learning model using a window of a specific amount (name 
sliding window size) of historical prices for the examined inputs. By this way it 
outperforms other classical methodologies as it uses most recent data to update 
prediction models when forecasting next day returns.  

The machine learning methodology which was used is based on the nu-Support 
Vector Regression predictors [4].   

Support vector machines (SVM) are a group of supervised learning methods that 
can be applied to classification or regression. SVMs represent an extension to 
nonlinear models of the generalized algorithm developed by Vapnik [2]. They have 
been developed into a very active research area and have already been applied to 
many scientific problems. For instance, SVM have already been applied in many 
prediction and classification problems in finance and economics [5, 6] although they 
are still far from mainstream and the few financial applications so far have only been 
published in statistical learning and artificial intelligence journals. 

SVM models were originally defined for the classification of linearly separable 
classes of objects. For any particular linear separable set of two-class objects SVM 
are able to find the optimal hyperplanes that separates them providing the bigger 
margin area between the two hyperplanes. However, SVM can also be used to 
separate classes that cannot be separated with a linear classifier. In such cases, the 
coordinates of the objects are mapped into a feature space using nonlinear functions. 
Every object is projected in a high-dimensional space feature space in which the two 
classes can be separated with a linear classifier. 

In the task of forecasting financial indexes SVMs can be used for forecasting the 
directional movement of the examined index. However, these forecasts are not  easily 
transformed to an effective trading strategies as the application of confirmation filters 
is not straightforward. The introduction of the ε-sensitive loss function by 
Vapnik(1995) [2] improves the Support Vector Regression approach and provides a 
robust technique for solving difficult regression problems. An improvement of the 
classical e-SVM is the more flexible nu-SVR [4] which is adopted for this particular 
study. When training nu-SVRs, the features which should be used as inputs should be 
selected carefully to avoid the curse of dimensionality. Moreover, the parameters C 
(regularization parameter), gamma (Radial Basis Function parameter) and nu should 
be optimized.  

In more recent years a variety of meta-heuristic optimization problems have been 
proposed such as Genetic Algorithms [7] and Differential Evolution [3]. The most 
important problem they encounter is the fact that their own parameters should be 
calibrated in such a manner to enable them to effectively explore the search space 
while at the same time performing effective local searches. 

The DE algorithm is currently one of the most powerful and promising stochastic 
real parameter optimization algorithms [3]. It belongs to the wider family of 
evolutionary algorithms as its operation is based on an iterative application of 
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selection, mutation and crossover operators. DE is mainly based on a specific 
mutation operator. This operator randomly selects individuals from the population 
based on scaled differences between other randomly selected and distinct population 
members.  

The representation schema which DE uses is the continuous gene representation. 
Thus, candidate solutions are represented as strings of continuous variables 
comprising of feature and parameter variables. For every candidate input of our model 
a feature variable is added to the representation of a member of DE's population. 
These genes take values from 0 to 2 with values higher than 1 indicating that this 
feature should be used as input to the SVR model. Four parameter variables are 
included in the representation of a candidate solution of DEs in the proposed 
methodology. These are C (values in the interval [0,1024]), gamma (values in the 
interval [0, 1024]) , nu ( values in the interval [0,1]) and the optimal confirmation 
threshold (values in the interval [0, 0.01]). 

The mutation operator which was selected for our proposed methodology selects 
for every population member Xi three random distinct members of the population (X1,i 
, X2,i , X3,i ) and produces a donor vector using the equation (3): 

Vi = X1,i + F *(X2,i –X3,i)    (3) 

where F is called mutation scale factor. 
The crossover operator applied was the binomial one. This operator combines 

every member of the population xi with its corresponding donor vector Vi to produce 
the trial vector Ui using the equation (4). 
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Where: ]1,0[, jirand  is a uniformly distributed random number and Cr is the 

crossover rate.  
Next the selection operator is applied. Every trial vector Ui is evaluated and if it 

suppresses the corresponding member of the population Xi it takes its position in the 
population. To evaluate the candidate solutions of the proposed methodology we used 
the following specialized fitness function: 

Fitness Function = Correct_rate - 1000*MSE+Annualized_Return  (5) 

Where: Correct_Rate is the percentage of correct predictions, Annualized Return is 
the annualized return of the extracted trading strategy when taking into account the 
transaction costs and applying the corresponding conformation filter. MSE is  
the Mean Square Error (we multiplied it with 1000 to normalize its values in the 
magnitude of the ones of Correct Rate and Annualized Return). The aforementioned 
fitness function enables us to achieve high statistical metrics in our forecasting task 
while at the same time extracting optimized profitable trading strategies. 

The termination criterion which was used was a combination of the maximum 
number of generations to be reached with a convergence criterion. The convergence 
criterion terminates the algorithm when the performance of the best member of the 
population is less than 5% away than the mean performance of the population. 
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The most important control parameters of a DE algorithm are the mutation scale 
factor F and the crossover rate Cr.  Parameter F controls the size of the differentiation 
quantity which is going to be applied to a candidate solution from the mutation 
operator. Parameter Cr determines the number of genes which are expected to change 
in a population member. Many approaches have been developed to control these 
parameters during the evolutionary process of the DE algorithm [3]. In our adaptive 
DE version, we deployed one of the most recent promising approaches [8]. This 
approach randomly selects values during every iteration .For the F parameter selected 
from a uniform distribution with mean value 0.5 and standard deviation 0.3 and a 
random value for the parameter Cr from a uniform distribution with mean value Crm 
and standard deviation 0.1. Crm is initially set to 0.5. The Crm is replaced during the 
evolutionary process with values that have generated successful trial vectors. As a 
result, this approach replaces the sensitive user defined parameters F and Cr with less 
sensitive parameters like their mean values and their standard deviation.  

The parameters of our method which needed to be optimized where the population 
size, the maximum number of generations to reach and the sliding window size. These 
parameters were optimized with thorough experimentation using only the in-sample 
dataset and examining the values of the fitness function described in equation 5. The 
optimal values which were found and used where the following: population size = 30, 
maximum number of generations to reached = 200, sliding window size = 252. 

4 Comparative Experimental Results 

4.1 Benchmark Models 

The simple benchmark trading strategies which were used for comparison reasons 
were Naive Strategy and Buy and Hold Strategy. Buy and Hold is a simple strategy, 
where traders buy the index (asset) at the beginning of the review period and sell it at 
the end of a predetermined period or once a price target has been reached. The naive 
strategy simply takes the most recent period change as the best prediction of the 
future change. Then it goes long if the forecasting is positive and short if it is 
negative. 

From the machine learning benchmark models the ones which were used for 
comparative reasons, were the hybrid combination of Genetic Algorithms and 
Artificial Neural Networks proposed in [9] and the hybrid methodology combining 
Genetic Algorithms and Support Vector Machines [10]. 

Neural networks exist in several forms in the literature. The most popular 
architecture is the Multilayer Perceptrons (MLP). Their most important problem is 
that they require a feature selection step and their parameters are hard to be optimized. 
For these reasons outline by [9] Genetic Algorithms [7] were used to select suitable 
inputs. The Levenberg–Marquardt back propagation algorithm [11] is employed 
during the training procedure which adapts the learning rate parameter during this 
procedure. 

In the second machine learning model which was used for comparative reasons 
[reference] the authors proposed a hybrid GA and SVM model which is designed to 
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overcome some of the limitations of Artificial Neural Networks and simple SVMs. 
More specifically in this methodology, a genetic algorithm is used to optimize the 
SVM parameters and on parallel to find the optimal feature subset. Moreover, this 
approach used a problem specific fitness function which is believed to produce more 
profitable prediction models. 

4.2 Trading Performance 

In this section we present the results of each model from trading the FTSE100 index. 
The trading performance of all the models considered in the out-of-sample subset is 
presented in table 3. The trading strategy for the GA-MLP and the GA-SVM is simple 
and identical for both of them: go long on the open when the forecast return is above 
zero and go short when the forecast return is below zero. Each position is held for 
only one trading day. The trading strategy for our model is identical with the previous 
result except it is more selective when trading as we apply a confirmation filter. The 
confirmation filter restricts the model for trading when the forecasted value is less 
than the optimal confirmation threshold for its sliding window period. Because non-
linear methodologies are stochastic by nature a single forecast is not sufficient enough 
to represent a credible result. For this reason, an average of ten estimations where 
executed to represent each model as presented in table 3. 

Table 3. Trading Results 

 
Naive 

Strategy 

Buy and Hold 

Strategy 

GA-

MLP 
GA-SVM 

Proposed 

Method 
Annualized Return 
(excluding costs) 

6,68% -1,64% 11,61% 16,27% 23,56% 

Positions Taken 
 (annualized) 

64 0,5 56 60 47 

Transaction Costs 6,41% 0,05% 5,66% 6,01% 4,7% 
Annualized Return  
( including costs) 

0,27% -1,69% 5,94% 10,26% 18,86% 

Annualized Volatility 17,98% 18,04% 18,04% 18,03% 13,69% 

Information Ratio 
(including costs) 

0,01 -0,09 0,33 0,57 1,38 

Maximum Drawdown -31,29% -22,42% -30,15% -30,15% -15,32% 

Correct Directional 
Change 

49,30% 50,10% 53,28 54,08% 56,75% 

 
As it was expected the proposed methodology clearly outperformed the existing 

models with leading results across all the examined metrics.  
To further examine the findings of the proposed methodology, table 4 presents the 

percentage of which each input was selected during the sliding windows training 
period. 
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Table 4. Percentage of Selection for each Variable 

Number Variable Percentage of 
selection 

1 Daily High of FTSE100 all share return 45,02% 

2 Daily Low of FTSE100 all share return 49,40% 

3 FTSE100 all share return 43,43% 

4 FTSE100 all share return 35,06% 

5 FTSE100 all share return 58,57% 

6 FTSE100 all share return 46,61% 

7 FTSE100 all share return 39,44% 

8 FTSE100 all share return 45,02% 

9 FTSE100 all share return 37,45% 

10 5 day Moving Average of FTSE100 all share returns 58,96% 

11 15 day Moving Average of FTSE100 all share returns 50,20% 

12 30 day Moving Average of FTSE100 all share returns 43,43% 

13 FTSE100 daily volume 49,80% 

14 5 day Moving Average of FTSE100 daily volume 46,61% 

15 15 day Moving Average of FTSE100 daily volume 33,07% 

16 30 day Moving Average of FTSE100 daily volume 31,47% 

17 VIX Realized Volatility Index 49,40% 

18 5-day Moving Average of the VIX Index 51,00% 

19 15-day Moving Average of the VIX Index 43,82% 

20 30-day Moving Average of the VIX Index 39,04% 

21 Aggregate Advancing Volume Percentage metric 52,59% 

22 5-day Moving Average of Aggregate Advancing Volume 

Percentage metric 

47,81% 

23 15-day Moving Average of Aggregate Advancing Volume 

Percentage metric 

47,81% 

24 30-day Moving Average of Aggregate Advancing Volume 

Percentage metric 

45,82% 

25 Aggregate Declining Volume Percentage metric 49,40% 

26 5-day Moving Average of Aggregate Declining Volume 

Percentage metric 

46,22% 

27 15-day Moving Average of Aggregate Declining Volume 

Percentage metric 

34,26% 

28 30-day Moving Average of Aggregate Declining Volume 

Percentage metric 

40,24% 

 
From table 5 we see which inputs were more influential in explaining the 

directional changes of the FTSE100 during the period of January 2008 – December 
2012. Although a relatively short time period was examined for the moving average 
series it can be seen that the shorter term moving average series offer more 
explanation for daily variations of the FTSE100 index. One possible explanation for 
this finding is that long term moving averages converge to a constraint value which is 
slightly varying.  
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5 Conclusions and Future Work 

In the present paper we introduced a novel methodology for acquiring profitable  
and accurate trading strategies when speculatively trading the FTSE100 index.  
This methodology is a sliding window combination of an adaptive Differential 
Evolution with nuSVRs. It not only addresses the limitations of existing non-linear 
models but it also displays the benefits of using an adaptive hybrid approach to 
utilizing two algorithms. Furthermore, this investigation also fills a gap in current 
financial forecasting and trading literature. This was accomplished by using a 
specialized fitness function and deploying differential evolution to optimize the 
confirmation threshold of the applied trading strategy on parallel of optimizing the 
nu-SVR model.  

Experimental results proved that the proposed technique clearly outperformed the 
examined linear and machine learning techniques in terms of an information ratio and 
net annualized return. This technique is now a proven and profitable technique when 
applied to forecasting a major equity index. Further applications will be made to test 
the robustness of our model by trading other equity indices and a wider range of asset 
classes. In addition, the universe of inputs will be expanded in future research to 
include returns from specific stocks, fixed income time series, commodities and 
various other explanatory variables. 
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Abstract. This paper applies a Gene Expression Programming (GEP) algorithm 
to the task of forecasting and trading the SPDR Down Jones Industrial Average 
(DIA), the SPDR S&P 500 (SPY) and the Powershares Qqq Trust Series 1 
(QQQ) exchange traded funds (ETFs). The performance of the algorithm is 
benchmarked with a simple random walk model (RW), a Moving Average 
Convergence Divergence (MACD) model, a Genetic Programming (GP) algo-
rithm, a Multi-Layer Perceptron (MLP), a Recurrent Neural Network (RNN) 
and a Gaussian Mixture Neural Network (GM). The forecasting performance of 
the models is evaluated in terms of statistical and trading efficiency. Three trad-
ing strategies are introduced to further improve the trading performance of the 
GEP algorithm. This paper finds that the GEP model outperforms all other 
models under consideration. The trading performance of GEP is further en-
hanced when the trading strategies are applied. 

Keywords: Genetic Programming, Gene Expression Programming, Daily  
Trading, DJIA, S&P500. 

1 Introduction 

Evolutionary and Genetic Programming are becoming popular forecasting tools with 
an increasing number of Finance applications ([1] and [2]). This paper applies a 
promising evolutionary algorithm, the GEP, to the task of forecasting and trading the 
DIA, SPY and QQQ ETFs. Its performance is benchmarked with a simple random 
walk model (RW), a Moving Average Convergence Divergence (MACD) model, a 
Genetic Programming (GP) algorithm a Multi-Layer Perceptron (MLP), a Recurrent 
Neural Network (RNN) and a Higher Order Neural Network (HONN). All models are 
evaluated in terms of statistical accuracy and trading profitability.   

The models under study will forecast the one day ahead return of the DIA, SPY 
and QQQ ETF. Based on the sign of the forecasted return, a trading signal will be 
generated. In order to further improve the trading performance of the GEP algorithm, 
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three trading strategies based on one-day ahead volatilities forecasts of the series un-
der study and the size of the forecasts will be introduced. 

The five non linear forecasting models will attempt to capture the non linear, non 
stationary and complex behaviour that dominate financial trading series. The RW and 
MACD models will act as linear benchmarks. Concerning the trading strategies,  
the economic rational is twofold. To improve the trading performance of the best 
performing model (the GEP) and to reduce the risk from the trading signals generated. 
Complicated trading strategies can be a profitable tool to investors as they consider 
additional factors that might improve the overall profitability of their portfolio.  

The GEP algorithm is a domain-independent technique that runs in various envi-
ronments. These environments are structured in a manner which approximates prob-
lems in order to produce accurate forecasts. GEP is based on the Darwinian principle 
of reproduction and survival of the fittest. It applies biological genetic operations such 
as crossover recombination and mutation to identify complex non-linear and non-
stationary patterns. [3] and [4] underline that Evolutionary Algorithms address and 
quantify complex issues as an automated process via programming, which enable 
computers to process and solve problems.  

In financial forecasting although there are several applications of NNs, the empiri-
cal evidence of GEP is quite limited with the notable exceptions of [5] and [6]. This 
can be explained by the complexity of the algorithm compared to NNs (see [7]). Nev-
ertheless, GEP has been applied successfully in other fields of science, such as mining 
and computing ([8] and [9]). A primitive form of the GEP algorithm, the Genetic 
Programming (GP) has several financial applications. [10] applied successfully GP in 
predicting the daily highest and lowest stock prices of six US stocks while [11] ap-
plied successfully the same algorithm to the task of forecasting two exchange rates.  

NNs are popular forecasting tools in Finance with numerous applications. [12] 
used NNs to combine volatility forecasts of the US, Canadian, Japanese and UK stock 
markets and [13] use NNs to forecast and trade successfully the general index of the 
Madrid Stock Market.  

Although there are limited empirical evidence around the forecasting superiority of 
GEP compared to NNs and GP, their theoretical advantages are great. Genetic Pro-
gramming (GP) classifies its individuals as non-linear comprising of different shapes 
and sizes (tree like structures). On the other hand, GEP it also classifies classifies 
individuals as symbolic strings of fixed size (i.e. chromosomes). GEP clearly distin-
guishes the differences between the genotype and the phenotype of individuals within 
a population. In [7] the authors argue that GEP represents not only an individual’s 
genotype, in the form of chromosomes, but also its phenotype as a tree like structure 
of expressions in order to establish fitness. Compared with NNs, GEP has no risk of 
getting trapped in local optima and is able to reach the optimal solution faster.  
The findings of this paper support these arguments as the results show that the GEP 
algorithm outperforms all other models in terms of statistical accuracy and trading 
efficiency.  

The rest of the paper is organized as follows. Section 2 describes the dataset while 
section 3 describes the GEP algorithm and the benchmark models while Section 4 
displays the empirical results. Section 5 provides some concluding remarks.  
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2 Dataset 

In this study, seven forecasting models are employed to the task of forecasting and 
trading the one day ahead logarithmic return of the DIA, SPY and QQQ ETFs. ETFs 
are investment funds that are designed to replicate stock market indices. The DIA, the 
SPY and the QQQ ETF are designed to mimic the Down Jones Industrial Average, 
the S&P 500 and NASDAQ 100 stock market indices respectively. ETFs offer inves-
tors the opportunity to trade stock market indices with extremely low transaction 
costs. 

The period from 03/09/2002 to 31/12/2008 will act as initial in-sample and the pe-
riod from 02/01/2009 to 31/12/2012 as out-of-sample period. The parameters of the 
forecasting models will be optimized during the in-sample period and their perfor-
mance will be validated to the unknown out-of-sample dataset. This estimation will be 
rolled forward each year. For example in the start, the models will be trained from 
03/09/2002 to 31/12/2008 and validated from 02/01/2009 to 31/12/2009. Then the in-
sample period would be rolled forward one year (02/01/2003 to 31/12/2010) and the 
forecasting models would be validated from 03/01/2011 to 30/12/2011. This rolling 
forward estimation is conducted three times. 

3 Forecasting Models 

In this section, the forecasting models under study are discussed. 

3.1 The Gene Expression Programming  

GEP models are symbolic strings of fixed length that represent the chromo-
some/genotype (genome) of an organism. They are encoded as non linear entities of 
different sizes and shapes determining an organism’s fitness. GEP chromosomes are 
consisted by multiple genes with equal lengths across the structure of the chromo-
some. Each gene is comprised of a head (detailing symbols specific to functions and 
terminals) and a tail (only includes terminals). These can be represented mathemati-
cally by equation [1]: 

1)1( +−= hnt  (1)

where: 
h = the head length of the gene. 
t = the tail length of the gene. 
n = total number of arguments within the function (maximum arity) 

 
The set of terminals included within both the heads and tails of the chromosomes is 

consisted by constants and specific variables. Each gene is equal and fixed in size  
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and they hold the capacity to code for multiple and varied expression trees (ET). The 
structure of GEP is able to cope in circumstances when the first element of a gene is 
terminal producing a single node as well as when multiple nodes (‘sub-trees’ repro-
duced by functions) are produced in search for eventual terminality. In GEP valid ETs 
are always generated while in GP this is not guaranteed. Each gene encodes an ET 
and in situations where multiple generations arise, GEP codes for sub ETs with inter-
linking functions to enable reproduction of generations. The parameters of our GEP 
algorithm are based on the guidelines of [5] and [7]. The different steps of the algo-
rithm are explained below: 

In the beginning GEP randomly generates an initial population from populations of 
individuals and all succeeding populations are spawned from this initial population. 
The size of the initial population in this application is set to 1000. In the spawning of 
new generations genetic operators evolve each of the individuals by ‘mating’ them 
with other individuals in the population. These genetic operators are deciphered by 
the nature of the problem. In the next step we develop expression trees from our 
chromosomes. The structure of each ET is in such a way that the root or the first node 
corresponds with beginning of each gene. The resulting offspring evolved from the 
first node is dependent on the number of arguments. In this process of evolution the 
functions may have numerous arguments however the terminals have a parity of zero. 
Each of the resulting offspring’s characteristics is populated in nodes ordered from 
left to right. This process is concluded once terminal nodes are established. Later the 
initial population is generated and the resulting ETs are developed. This is explained 
in detail by [7]. In order to create an accurate model suited to our forecasting re-
quirements it is imperative that a function which minimizes error and improves accu-
racy is used. In our application, the fitness value is defined as the MSE with the low-
est MSE being targeted as the best. The main principal during the process of evolution 
is the generation of offspring from two superior individuals to achieve ‘elitism’. As a 
consequence the best individuals from the parent generation produce offsprings with 
the most desirable traits whilst the individuals with less desirable traits are removed. 
On this basis our model minimizes error and maintains superior forecasting abilities. 
As explained in greater detail by [7], elitism is the cloning of the best chromo-
some(s)/individual(s) to the next population (also called generation). The role of ‘elit-
ism’ (via suited genetic operators) enables the selection of fitter individuals without 
eliminating the entire population.  The selection of individuals based on their ‘fit-
ness’ is carried out during the ‘tournament’ selection for reproduction and modifica-
tion. This process selects the individuals at random with the superior ones being  
chosen for genetic modification in order to create new generations. The size of each 
tournament is set to 20. In the reproduction of future generations, we apply the muta-
tion and recombination genetic operators. Then the tournament losers are replaced 
with the new individuals created by the reproduction in the population. A check is 
made to determine whether the termination criterion is fulfilled, if it is not we return  
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to the second step. As a termination criterion we used a maximum number of 100,000 
generations during which the GEP was left to run. As a result the best individual 
found during the evolution process is presented. 

A RW and a MACD model will act as linear benchmarks to the GEP algorithm 
while three Neural Network (NN) models and a GP algorithm will act as non linear 
benchmarks.  

3.2 Non Linear Benchmarks 

Three Neural Network (NN) models and a GP algorithm will act as non linear 
benchmarks. All four models are well documented in the literature.  

NNs are usually consisted by three or more layers. The first layer is called the input 
layer (the number of its nodes corresponds to the number of indepedent variables). In 
this study the inputs were selected among the first 12 autoregressive lags of the fore-
casting series. The specific choice of each set of inputs was based on a sensitivity 
analysis in the in-sample period.  The last layer is called the output layer (the number 
of its nodes corresponds to the number of response variables). An intermediary layer 
of nodes, the hidden layer, separates the input from the output layer. Its number of 
nodes defines the amount of complexity the model is capable of fitting. Normally, 
each node of one layer has connections to all the other nodes of the next layer.  The 
training of the network (which is the adjustment of its weights in the way that the 
network maps the input value of the training data to the corresponding output value) 
starts with randomly chosen weights and proceeds by applying a learning algorithm 
called backpropagation of errors ([14]).The iteration length is optimised by minimis-
ing the MSE in a subset of in-sample dataset (the last year of the in-sample period 
each time). The most popular architecture NN model is the MLP. RNNs have the 
ability to embody short-term memory and past errors while HONNs are able to cap-
ture higher order correlations (up to the order three or four) within the dataset.  

GP are algorithms that evolve algebraic expressions which enable the analysis / op-
timization of results in a ‘tree like structure’. A complete description of GEP is pro-
vided by [4].  

4 Empirical Results 

4.1 Statistical Performance 

In the table below, the statistical performance in the out-of-sample period of all  
models is presented. For the the Root Mean Squared Error (RMSE), Mean Absolute 
Error (MAE) and Theil-U statistics, the lower the output the better the forecasting 
accuracy of the model concerned. The Pesaran-Timmermann (PT) test (1992)  
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examines whether the directional movements of the real and forecast values are in 
step with one another. It checks how well rises and falls in the forecasted value follow 
the actual rises and falls of the time series. The null hypothesis is that the model under 
study has no power on forecasting the ETF return series. The Diebold-Mariano (1995) 
DM statistic for predictive accuracy statistic tests the null hypothesis of equal predic-
tive accuracy. Both the DM and the PT tests follow the standard normal distribution.  

Table 1. Out-of-sample statistical performance 

  RW MACD GP MLP RNN HONN GEP 

DIA RMSE 1.027 0.239 0.073 0.136 0.085 0.069 0.057 

MAE 0.833 0.162 0.059 0.097 0.077 0.054 0.046 

Theil-U 0.989 0.756 0.634 0.673 0.641 0.620 0.601 

PT 0.02 0.35 5.89 5.02 5.68 6.44 6.99 

DM -14.85 -10.47 -4.62 -5.91 -5.73 -4.45 - 

SPY RMSE 
1.021 0.287 0.068 0.143 0.072 0.064 0.053 

MAE 0.831 0.195 0.055 0.103 0.061 0.052 0.042 

Theil-U 0.977 0.792 0.621 0.686 0.672 0.613 0.597 

PT 0.05 0.30 6.48 4.85 5.79 6.52 7.11 

 DM -14.56 -11.41 -5.59 -6.65 -5.97 -5.08 - 

QQQ RMSE 1.022 0.295 0.069 0.127 0.071 0.067 0.055 

MAE 0.834 0.204 0.058 0.088 0.059 0.055 0.044 

Theil-U 0.987 0.799 0.632 0.658 0.644 0.616 0.599 

PT 0.08 0.25 6.14 5.19 5.73 6.50 7.08 

 DM -15.31 -12.04 -.5.42 -5.81 5.70 -4.77 - 

 
From the table above we note that GEP outperforms all benchmarks for all the sta-

tistical measures retained. The HONN model presents the second best performance 
while the GP algorithm produces the third more statistically accurate forecasts. The 
PT statistics indicate that all non-linear models under study are able to forecast accu-
rately the directional movements of the three ETF return series while the DM statis-
tics confirm the statistical superiority of the GEP forecasts. On the other hand, the two 
statistical benchmarks seem unable to provide statistically accurate forecasts for the 
series and period under study.  
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4.2 Trading Performance 

The trading performance of our models in the out-of-sample period is presented in the 
table below. 

Table 2. Out-of-sample trading performance 

  MACD GP MLP RNN HONN GEP 

DJIA Information Ratio -0.17 0.76 0.63 0.67 0.79 0.94 
Annualised Return 
(including costs) 

2.16% 15.22% 10.01% 12.94% 15.92% 23.55% 

Maximum Draw-
down 

-23.24% -22.04% -20.91% -19.95% -21.42% -17.87% 

S&P 
500 Information Ratio -0.24 0.85 0.51 0.74 0.92 1.28 

Annualised Return 
(including costs) 

-2.12% 19.57% 7.65% 16.79% 19.67% 26.68% 

Maximum Draw-
down 

-36.16% -30.12% -35.92% -34.16% -32.54% -26.56% 

NASDA
Q 100 

Information Ratio -0.38 0.78 0.70 0.76 0.86 1.21 
Annualised Return 

(including costs) 
-3.65% 17.57% 14.51% 16.42% 19.54% 24.02% 

Maximum Draw-
down 

-32.85% -28.19% -30.81% -31.91% -27.91% -24.41% 

 
From the table above we note that GEP clearly outperforms its benchmarks are all 

the trading criteria retained. In the next section, two trading strategies are introduced 
to further increase the trading performance of GEP. 

4.2.1 Time Varying Volatility Leverage 
In order to further improve the trading performance of our models we introduce  
a leverage based on one day ahead volatility forecasts. The intuition of the strategy  
is to exploit the changes in the volatility. As a first step we forecast the one day  
ahead exchange rate volatility with a GARCH, GJR, RiskMetrics and EGARCH 
model in the test and validation sub-periods. Then, we split these two periods into six 
sub-periods, ranging from periods with extremely low volatility to periods experienc-
ing extremely high volatility. Periods with different volatility levels are classified in 
the following way: first the average (μ) difference between the actual volatility in  
day t and the forecast for day t+1 and its ‘volatility’ (measured in terms of standard 
deviation (σ) are calculated; those periods where the difference is between μ plus one 
σ are classified as ‘Lower High Vol. Periods’. Similarly, ‘Medium High Vol.’ (be-
tween μ + σ and μ + 2 σ) and ‘Extremely High Vol.’ (above μ + 2 σ periods can be  
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defined. Periods with low volatility are also defined following the same 1 ζ and 2 σ 
approaches, but with a minus sign. For each sub-period leverage is assigned starting 
with 0 for periods of extremely high volatility to a leverage of 2.5 for periods of ex-
tremely low volatility.  

4.2.2 The Strongest Signal 
The second trading strategy is based on the absolute values of our forecasts. The GEP 
algorithm is forecasting the one-day ahead return of the three indices. In this trading 
strategy, each day we invest to the index that our GEP algorithm is giving the highest 
in absolute value return or else the strongest signal. Instead of investing in the three 
indices based on our GEP forecasts, we invest only to the one that the algorithm indi-
cates that will be the most profitable. These trades are held for one day unless in the 
following day, our GEP signals indicate the same index with the same sign. 

4.3 Empirical Results 

In the table below, we present the performance of our trading strategies. 

Table 3. Trading Strategies 

 
We note that all trading strategies were successful. 

5 Conclusions 

In this study, a GEP algorithm was applied to the task of forecasting and trading the 
DJIA, S&P 500 and NASDAQ 100 indices. It was benchmarked against several non 
linear models. The GEP forecasts outperformed its benchmarks in terms of annualised 
return and information ratio. This trading performance was further enhanced with the 
introduction of two trading strategies. 

These results should go a step towards convincing a growing number of quantita-
tive fund managers and academics to experiment beyond the bounds of traditional 
statistical and neural network models. They also validate the importance of trading 
strategies in improving the profitability of trading signals. 

 GEP-DJIA GEP-
S&P500 

GEP-
NASDAQ 100

GEP-
Level of 
Confi-
dence 

Information Ratio 1.03 1.32 1.29 1.96 
Annualised Return 
(including costs) 

26.85% 28.14% 26.98% 34.54% 

Maximum Draw-
down 

-18.95% -28.95% -22. 95% -25.81% 
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Abstract. The motivation for this paper is to investigate the efficiency of a 
Neural Network (NN) architecture, the Psi Sigma Network (PSN), in forecast-
ing US unemployment and compare the utility of Kalman Filter and Support 
Vector Regression (SVR) in combining NN forecasts. An Autoregressive Mov-
ing Average model (ARMA) and two different NN architectures, a Multi-Layer 
Perceptron (MLP) and a Recurrent Network (RNN), are used as benchmarks. 
The statistical performance of our models is estimated throughout the period of 
1972-2012, using the last seven years for out-of-sample testing. The results 
show that the PSN statistically outperforms all models’ individual perfor-
mances. Both forecast combination approaches improve the statistical accuracy, 
but SVR outperforms substantially the Kalman Filter. 

Keywords: Forecast Combinations, Kalman Filter, Support Vector Regression, 
Unemployment. 

1 Introduction 

Many applications in the macroeconomic literature aim to derive and compare infor-
mation from econometric models’ forecasts. For that reason, forecasting competitions 
of linear and non-linear architectures are common and focus on numerous time series, 
such as unemployment, inflation, industrial production, gross domestic product etc. 
The artificial NNs are computation models that researchers include in such macroeco-
nomic forecasting schemes, because they embody promising data-adaptive learning 
and clustering abilities. 

The motivation for this paper is to investigate the efficiency of a Neural Network 
(NN) architecture, the Psi Sigma Network (PSN), in forecasting US unemployment 
and compare the utility of Kalman Filter and Support Vector Regression (SVR) in 
combining NN forecasts. An Autoregressive Moving Average model (ARMA) and 
two different NN architectures, a Multi-Layer Perceptron (MLP) and a Recurrent 
Network (RNN), are used as benchmarks. The statistical performance of our models 
is estimated throughout the period of 1972-2012, using the last seven years for out-of-
sample testing. The results show that the PSN statistically outperforms all models’ 



 Kalman Filter and SVR Combinations in Forecasting US Unemployment 507 

individual performances. Both forecast combination approaches improve the statistic-
al accuracy, but SVR is substantially better than the Kalman Filter. 

Section 2 is a short literature review and Section 3 follows with the description of 
the dataset used in this application. Sections 4 and 5 give an overview of the forecast-
ing models and the forecast combination methods implemented respectively. The 
statistical performance of our models is presented in Section 6. Finally, some con-
cluding remarks are summarized in Section 7. 

2 Literature Review 

Forecasting unemployment rates is a very popular and well documented case study in 
the literature (see amongst others Rothman [16], Montgomery et al. [14] and Koop 
and Potter [11]). Swanson and White [20] forecast several macroeconomic time se-
ries, including US unemployment, with linear models and NNs. In their approach, NN 
architectures present promising empirical evidence against the linear VAR models. 
Johnes [9] reports the results of another forecasting competition between linear auto-
regressive, GARCH, threshold autoregressive and NNs models, applied to the UK 
monthly unemployment rate series. In his application, NNs are superior when the 
forecasting horizon is 18 and 24 months ahead, but fail to outperform the other mod-
els in shorter forecasting horizons.  

Liang [12] applies Bayesian NNs in forecasting unemployment in West Germany 
and shows that they present significantly better forecasts than traditional autoregres-
sive models. Teräsvirta et al. [22] examine the forecast accuracy of linear autoregres-
sive, smooth transition autoregressive and NN models for 47 monthly macroeconomic 
variables, including unemployment rates, of the G7 economies. The empirical results 
of their study point out the risk for implausible NN forecasts at long forecasting hori-
zons. Nonetheless, their forecasting ability is much improved when they are combined 
with autoregressive models. This idea of combining forecasts originates from Bates 
and Granger [1].  Newbold and Granger [15] also suggested combining rules based on 
variances-covariances of the individual forecasts, while Deutsch et al. [3] achieved 
substantially smaller squared forecasts errors combining forecasts with changing 
weights. Harvey [8] and Hamilton [7] both propose using state space modeling, such 
as Kalman Filter, for representing dynamic systems where unobserved variables (so-
called ‘state’ variables) can be integrated within an ‘observable’ model. Finally, Terui 
and Van Dijk [23] also suggest that the combined forecasts perform well, especially 
with time varying coefficients. 

3 US Unemployment Dataset 

In this application, we forecast the monthly percentage change of the US unemploy-
ment rate (UNEMP), as provided by the online Federal Reserve Economic Data 



508 G. Sermpinis, C. Stasinakis, and A. Karathanasopoulos 

(FRED) database of the Federal Reserve Bank of St. Louis1. The forecasting perform-
ance of our models is explored over the period of 1972 to 2012, using the last seven 
years for out-of-sample evaluation. The time series is seasonally adjusted and it is 
divided into three sub-periods as summarized in Table 1 below: 

Table 1. The US Unemployment Dataset - Neural Networks’ Training Dataset 

 
The following graph presents the US unemployment rate for the period under 

study: 

 

Fig. 1. The US Unemployment Rate 

In the absence of any formal theory behind the selection of the inputs of a NN, we 
conduct some NN experiments and a sensitivity analysis on a pool of potential inputs 
in the in-sample dataset in order to help our decision. Finally, we select as inputs sets 
of autoregressive terms of UNEMP that provide the best statistical performance for 
each network in the test sub-period. These sets are presented in Table 2 below: 

 
 

                                                           
1 Based on the description given by FRED, the US unemployment rate or civilian unemploy-

ment rate represents the number of unemployed as a percentage of the labour force. Labour 
force data are restricted to people 16 years of age and older, who currently reside in 1 of the 
50 states or the District of Columbia, who do not reside in institutions (e.g., penal and mental 
facilities, homes for the aged) and who are not on active duty in the Armed Forces. 
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PERIODS MONTHS START DATE END DATE 
Total Dataset 492 01//01/1972 01/12/2012 

Training Dataset 
(In-sample) 

324 01//01/1972 01/12/1998 

Test Dataset 
(In-sample) 

84 01/01/1999 01/12/2005 

Validation Dataset 
(Out-of-sample) 

84 01/01/2006 01/12/2012 
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Table 2. Neural Networks’ Inputs 

 

 

 

 

 

 

 

 

 

 

 
 

*UNEMPL UNEMP (1) is the first autoregressive term of the UNEMP series 

4 Forecasting Models 

4.1 Auto-Regressive Moving Average Model (ARMA) 

In this paper an ARMA model is used to benchmark the efficiency of the NNs’ statis-
tical performance. Using as a guide the correlogram and the information criteria in the 
in-sample subset, we have chosen a restricted ARMA (7, 7) model, where all the coef-
ficients are significant at the 95% confidence interval. The selected ARMA model is 
presented in equation (1) below: 

1 2 4 7 1 2 4 7
ˆ 0.03 1.025 0.293 0.511 0.321 1.006 0.463 0.545 0.211t t t t t t t t tY Y Y Y Y ε ε ε ε− − − − − − − −= + − + − − + − −  (1) 

where 
t̂Y  is the forecasted percentage change of the US unemployment rate. 

4.2 Neural Networks (NNs) 

Neural networks exist in several forms in the literature. The most popular architecture 
is the Multi-Layer Perceptron (MLP). A standard neural network has at least three 
layers. The first layer is called the input layer (the number of its nodes corresponds to 
the number of explanatory variables). The last layer is called the output layer (the 
number of its nodes corresponds to the number of response variables). An intermedi-
ary layer of nodes, the hidden layer, separates the input from the output layer. Its 
number of nodes defines the amount of complexity the model is capable of fitting. In 
addition, the input and hidden layer contain an extra node called the bias node. This 
node has a fixed value of one and has the same function as the intercept in traditional 
regression models. Normally, each node of one layer has connections to all the other 
nodes of the next layer. 

The network processes information as follows: the input nodes contain the value of 
the explanatory variables. Since each node connection represents a weight factor, the 
information reaches a single hidden layer node as the weighted sum of its inputs. Each 

MLP RNN PSN 

UNEMP (1)* UNEMP (1) UNEMP (1) 

UNEMP (2) UNEMP (3) UNEMP (2) 

UNEMP (4) UNEMP (4) UNEMP (3) 

UNEMP (5) UNEMP (6) UNEMP (6) 

UNEMP (7) UNEMP (7) UNEMP (8) 

UNEMP (10) UNEMP (9) UNEMP (10) 

UNEMP (11) UNEMP (11) UNEMP (11) 

UNEMP (12) UNEMP (12) UNEMP (12) 
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node of the hidden layer passes the information through a nonlinear activation func-
tion and passes it on to the output layer if the calculated value is above a threshold. 

The training of the network (which is the adjustment of its weights in the way that 
the network maps the input value of the training data to the corresponding output 
value) starts with randomly chosen weights and proceeds by applying a learning algo-
rithm called backpropagation of errors [18].The learning algorithm simply tries to 
find those weights which minimize an error function (normally the sum of all squared 
differences between target and actual values). Since networks with sufficient hidden 
nodes are able to learn the training data (as well as their outliers and their noise) by 
heart, it is crucial to stop the training procedure at the right time to prevent overfitting 
(this is called ‘early stopping’). This can be achieved by dividing the dataset into three 
subsets respectively called the training and test sets used for simulating the data cur-
rently available to fit and tune the model and the validation set used for simulating 
future values. The training of a network is stopped when the mean squared forecasted 
error is at minimum in the test-sub period. The network parameters are then estimated 
by fitting the training data using the above mentioned iterative procedure (backpropa-
gation of errors). The iteration length is optimised by maximising the forecasting 
accuracy for the test dataset. Then the predictive value of the model is evaluated ap-
plying it to the validation dataset (out-of-sample dataset). 

4.2.1 The Multi-Layer Perceptron Model (MLP) 
MLPs are feed-forward layered NN, trained with a back-propagation algorithm. Ac-
cording to Kaastra and Boyd [10], they are the most commonly used types of artificial 
networks in financial time-series forecasting. The training of the MLP network is 
processed on a three-layered architecture, as described above. 

4.2.2 The Recurrent Neural Network (RNN) 
The next NN architecture used in this paper is the RNN. For an exact specification of 
recurrent networks, see Elman [5]. A simple recurrent network has an activation feed-
back which embodies short-term memory. The advantages of using recurrent net-
works over feed-forward networks for modeling non-linear time series have been well 
documented in the past. However, as mentioned by Tenti [21], “the main disadvan-
tage of RNNs is that they require substantially more connections, and more memory 
in simulation than standard back-propagation networks” (p. 569), thus resulting in a 
substantial increase in computational time. 

4.2.3 The Psi-Sigma Neural Network (PSN) 
The PSNs are a class of Higher Order Neural Networks with a fully connected feed-
forward structure. Ghosh and Shin [6] were the first to introduce the PSN, trying to 
reduce the numbers of weights and connections of a Higher Order Neural Network. 
Their goal was to combine the fast learning property of single-layer networks with the 
mapping ability of Higher Order Neural Networks and avoid increasing the required 
number of weights. The price for the flexibility and speed of Psi Sigma networks  
is that they are not universal approximators. We need to choose a suitable order of 
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approximation (or else the number of hidden units) by considering the estimated func-
tion complexity, amount of data and amount of noise present. To overcome this, our 
code runs simulations for orders two to six and then it presents the best network. The 
evaluation of the PSN model selected comes in terms of trading performance.2 

5 Forecast Combination Techniques 

5.1 Kalman Filter 

Kalman Filter is an efficient recursive filter that estimates the state of a dynamic sys-
tem from a series of incomplete and noisy measurements. The time-varying coeffi-
cient combination forecast suggested in this paper is shown below: 

 Measurement Equation: ( )
3

2

1

, ~ 0,t t t
i i t t

i
cNNs

f a f NID εε ε σ
=

= +  (2) 

 State Equation:   1 2, ~ (0, )t t
i i t t na a n n NID σ−= +   (3) 

Where: 

• t

cNNs
f  is the dependent variable (combination forecast) at time t 

• ( 1, 2,3)t
i if =  are the independent variables (individual forecasts) at time t 

• ( 1, 2, 3)t
i ia =  are the time-varying coefficients at time t for each NN 

• εt,nt are the uncorrelated error terms (noise) 

The alphas are calculated by a simple random walk and we initialized 1 0ε = . Based 
on the above, our Kalman Filter model has as a final state the following: 

 
13.46 16.38 41.97

NNs

t t t t
c MLP RNN PSN tf f f f ε= + + +

 (4) 

From the above equation we note that the Kalman filtering process also favors the 
PSN model, which is the model that performs best individually. 

5.2 Support Vector Regression (SVR) 

Vapnik [24] established Support Vector Regression (SVR) as a robust technique for 
constructing data-driven and non-linear empirical regression models. They provide 
global and unique solutions and do not suffer from multiple local minima (Suykens 
[19]). They also present a remarkable ability of balancing model accuracy and model 
complexity (and Lu et al.[13]). The SVR function can be specified as: 

 ( ) ( )Tf x w x bϕ= +  (5) 

                                                           
2 For a complete description of all the neural network models we used and their complete speci-

fications see Sermpinis et al. [17]. 
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where w and b are the regression parameter vectors of the function and φ(x) is the 
non-linear function that maps the input data vector x into a feature space where the 
training data exhibit linearity. The ε-sensitive loss Lε function finds the predicted 

points that lie within the tube created by two slack variables
*,i iξ ξ : 

 
(6)

In other words ε is the degree of model noise insensitivity and Lε finds the pre-
dicted values that have at most ε deviations from the actual obtained values yi. The 
goal is to solve the following argument3: 

Minimize 2*

1

1
( )
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n

i i
i

C wξ ξ
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( )

T
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T
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ϕ ε ξ
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 − − ≤ + + 
 

+ − ≤ + +  
          (7) 

The above quadratic optimization problem is transformed in a dual problem and its 

solution is based on the introduction of two Lagrange multipliers 
*,i ia a and mapping 

with a kernel function ( , )iK x x  : 

  *

1

( ) ( ) ( , )
n

i i if x a a K x x b
ι=

= − + where *0 ,i ia a C≤ ≤   (8) 

Support Vectors (SVs) are called all the xi that contribute to equation (8), thus they lie 
outside the ε-tube, whereas non-SVs lie within the ε-tube. Increasing ε leads to less 
SVs’ selection, whereas decreasing it results to more ‘flat’ estimates. The norm term 

2
w characterizes the complexity (flatness) of the model and the term 

*

1

( )
n

i i
i

ξ ξ
=

 + 



 

is the training error, as specified by the slack variables. Consequently the introduction 
of the parameter C satisfies the need to trade model complexity for training error and 
vice versa (Cherkassky and Ma [2]). In our application, the NN forecasts are used as 
inputs for a ε-SVR simulation. A RBF kernel4 is selected and the parameters have 
been optimized based on cross-validation in the in-sample dataset (ε=0.06, γ= 2.47 
and C=0.103). 

                                                           
3 For a detailed mathematical analysis of the SVR solution see Vapnik [24]. 
4 The RBF kernel equation is 2

( , ) exp( ), 0i iK x x x xγ γ= − − > . 

0 | ( ) |
( ) ,

| ( ) |
i i

i
i i

if y f x
L x

y f x if otherε ε
ε

− ≤ ε
= ≥ 0 − −
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6 Statistical Performance 

As it is standard in literature, in order to evaluate statistically our forecasts, the 
RMSE, the MAE, the MAPE and the Theil-U statistics are computed (see Dunis and 
Williams [4]). For all four of the error statistics retained the lower the output, the 
better the forecasting accuracy of the model concerned. In Table 3 we present the 
statistical performance of all our models in the in-sample period. 

Table 3. Summary of the In-Sample Statistical Performance 

 
We note that from our individual forecasts, the PSN statistically outperforms all 

other models. Both forecast combination techniques improve the forecasting accura-
cy, but SVR is the superior model regarding all four statistical criteria. Table 4 below 
summarizes the statistical performance of our models in the out-of-sample period. 

Table 4. Summary of the Out-of-sample Statistical Performance 

 
From the results above, it is obvious that the statistical performance of the models 

in the out-of-sample period is consistent with the in-sample one and their ranking 
remains the same. All NN models outperform the traditional ARMA model. In addi-
tion, the PSN outperforms significantly the MLP and RNN in terms of statistical ac-
curacy. The idea of combining NN unemployment forecasts seems indeed very prom-
ising, since both Kalman Filter and SVR present improved statistical accuracy also in 
the out-of-sample period. Moreover, SVR confirms its forecasting superiority over the 
individual architectures and the Kalman Filter technique. In other words, SVR’s adap-
tive trade-off between model complexity and training error seems more effective than 
the recursive ability of Kalman Filter to estimate the state of our process. 

 ARMA MLP RNN PSN 
Kalman 

Filter 
SVR 

MAE 1.9941 0.0078 0.0077 0.0073 0.0067 0.0062 

MAPE 65.25% 52.78% 50.17% 47.73% 45.76% 41.52% 

RMSE 2.5903 1.0671 0.9572 0.9045 0.8744 0.8256 

Theil-U 0.6717 0.6142 0.5827 0.5325 0.5017 0.4549 

 ARMA MLP RNN PSN 
Kalman 

Filter 
SVR 

MAE 0.0332 0.0072 0.0071 0.0061 0.0057 0.0051 

MAPE 67.45% 50.17% 48.97% 44.38% 40.21% 34.33% 

RMSE 2.4043 0.9557 0.9354 0.8927 0.8549 0.8005 

Theil-U 0.5922 0.5654 0.5591 0.4818 0.4657 0.4154 
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7 Concluding Remarks 

The motivation for this paper is to investigate the efficiency of a Neural Network 
(NN) architecture, the Psi Sigma Network (PSN), in forecasting US unemployment 
and compare the utility of Kalman Filter and Support Vector Regression (SVR) in 
combining NN forecasts. An Autoregressive Moving Average model (ARMA) and 
two different NN architectures, a Multi-Layer Perceptron (MLP) and a Recurrent 
Network (RNN), are used as benchmarks. The statistical performance of our models 
is estimated throughout the period of 1972-2012, using the last seven years for out-of-
sample testing. 

As it turns out, the PSN outperforms its benchmark models in terms of statistical 
accuracy. It is also shown that all the forecast combination approaches outperform in 
the out-of-sample period all our single models. All NN models beat the traditional 
ARMA model. In addition, the PSN outperforms significantly the MLP and RNN in 
terms of statistical accuracy. The idea of combining NN unemployment forecasts 
seems indeed very promising, since both Kalman Filter and SVR present improved 
statistical accuracy also in the out-of-sample period. SVR confirms its forecasting 
superiority over the individual architectures and the Kalman Filter technique. In other, 
SVR’s adaptive trade-off between model complexity and training error seems more 
effective than the recursive ability of Kalman Filter to estimate the state of our 
process. The remarkable statistical performance of SVR allows us to conclude that it 
can be considered as an optimal forecast combination for the models and time series 
under study. Finally, the results confirm the existing literature, which suggests that 
nonlinear models, such as NNs, can be used to model macroeconomic series. 
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Abstract. The task of classification using intelligent methods and learning algo-
rithms is a difficult task leading the research community on finding new classi-
fications techniques to solve it. In this work, a new approach based on particle 
swarm optimization (PSO) clustering is proposed to perform the fuzzy cogni-
tive map learning for classification performance. Fuzzy cognitive map (FCM) is 
a simple, but also powerful computational intelligent technique which is used 
for the adoption of the human knowledge and/or historical data, into a simple 
mathematical model for system modeling and analysis. The aim of this study is 
to investigate a new classification algorithm for the autism disorder problem by 
integrating the Particle Swarm Optimization method (PSO) in FCM learning, 
thus producing a higher performance classification tool regarding the accuracy 
of the classification, and overcoming the limitations of FCMs in the pattern 
analysis area. 

1 Introduction 

Classification is a data processing technique in which each data set is assigned to a 
predetermined set of categories. Generally classification goal is the creation of a mod-
el which will be used later for the prediction-classification of future unknown data. 
Classification problems have been aroused the interest of researchers of different 
domains in the last decade like biology, medical, robotic and so on. Such classifica-
tion paradigms can be the prediction of cancer cell by characterizing them as benign 
or malignant, the categorization of bank customers according to their reliability, the 
determination whether a child suffers from the autism disorder problem and so on 
[1],[2],[3]. Various learning approaches have been proposed for the classification of 
input instances and for the comprehension of complex systems function, like Artifi-
cial Neural Networks, Clustering methods and Genetic Algorithms.  

                                                           
* Corresponding author. 
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Fuzzy Cognitive Map [4] is a soft computing technique which is used for modeling 
and analysis of complex systems. FCM may be considered as a simple mathematical 
model in which the relations between the elements can be used to compute the 
"strength of impact" of these elements. FCM can also be considered as an integration 
of multifold subjects, including neural network, fuzzy logic, semantic network, learn-
ing algorithms. It is a dynamic tool involving feedback mechanisms [4], and this dy-
namicity leads the research community to work on it. Due to its advantageous fea-
tures, such as simplicity, adaptability to system characteristics, support of inconsistent 
knowledge, analysis of complex systems, learning from historical data and previous 
knowledge, FCM has found large applicability in many different scientific fields for 
modeling, control, management and decision making [5]. 

The FCM learning, as a main capability of FCM, is a crucial issue in modeling and 
system analysis. It concerns the adaptation of the connection matrix (known as weight 
matrix) using diverse adaptive and evolutionary type learning methods, such as unsu-
pervised learning based on the Hebbian method [6,7], supervised ones with the use of 
evolutionary computation [8-11] and/ or gradient-based methods [12,13].  

Up to date to the literature, there is no any previous study on proposing a particle 
swarm optimization approach for FCM to perform classification. Previous studies 
related with the FCM application in classification tasks are described. The first work 
was presented by Papakostas et al. (2008) who implemented FCMs for pattern recog-
nition tasks [14]. In their study, a new hybrid classifier was proposed as an alternative 
classification structure, which exploited both neural networks and FCMs to ensure 
improved classification capabilities. A simple GA was used to find a common weight 
set which, for different initial state of the input concepts, the hybrid classifier equili-
brate to different points [14]. Next, Arthi et al. analyzed the performance of FCM 
using Non-linear hebbian algorithm for the prediction and the classification of autism 
disorder problem. The classification approach was based on human knowledge and 
experience, as well as on historical data (patterns). The proposed algorithm presented 
high classification accuracy of 80% [3]. In order to enhance the learning capabilities 
of this hebbian-based type of FCM learning, a new learning approach based on the 
ensemble learning, such as bagging and boosting, was integrated. FCM ensemble 
learning is an approach where the model is trained using non linear Hebbian learning 
(NHL) algorithm and further its performance is enhanced using ensemble techniques. 
This new approach of FCM ensembles, showed results with higher classification 
accuracy instead of the NHL alone learning technique [15]. Recently, Papakostas et 
al. (2012) presented some Hebbian-based approaches for pattern recognition, showing 
the advantages and the limitations of each one [16]. Another study of Zhang et al. [17] 
proposes a novel FCM, which is automatically generated from data, using Hebbian 
learning techniques and Least Square methods.  

This research work is focused on the application of a new classification technique 
concerning the autism disorder. The FCM model constructed by physicians to assess 
three levels of autism (no autism, probable autism and autism) was trained using a 
new particle swarm optimization (PSO) clustering algorithm for forty real children 
cases. In other words, the main objective of this study is to present the PSO algo-
rithmm for FCM learning applied to a classification case study.  
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2 Fuzzy Cognitive Maps 

An FCM is a soft computing technique which combines the main aspects of fuzzy 
logic and neural networks (NN) and avoids the mathematical complexity of system 
analysis. FCM was originated by Kosko [4] as an extension of cognitive maps in 
order to create an abstract modeling methodology to model and represent the behavior 
of a system and the human thinking. Concepts stand for states, variables, inputs, out-
puts and any other characteristics of the system. Each weight expresses the causal 
relationship between two interconnected concepts.  

Generally there are two main approaches for the creation of a FCM, the expert- 
based in which the FCM is a manual created and the computational method in which 
the FCM is made by the processing of historical data. Several scientists have dealt 
with the computational creation of FCMs in the light of learning algorithms [18]. 

FCMs have an inference mechanism similar to those of Neural Networks (NN). 
Combining the Fuzzy Logic and NN, the inference process is accomplished using 
simple mathematical operations between weight matrices, minimizing in doing so the 
complexity of a system. The inference process implementation can be described by 
the following five steps.  

Step 1. Read the input vector A. 
Step 2. Read the weight matrix W. 
Step 3. Calculate the value of each concept by the following 
equation. 

( ) ( ) ( )
1,

1 * 1
n

i i ji j
j j i

A t A t W A t
= ≠

 
= − + − 
 

  (1)

Step 4. Apply a threshold function, usually sigmoid, to the 
values which were calculated in Step 3. 
Step 5. Until the Concept values reach an equilibrium state 
(steady state) we continue the process from Step 3.  

 
Concepts and weight matrix values lie between the intervals [0~1] and [-1,+1], re-

spectively. The main difference from NN is the initial determination of the weight 
matrix and its meaning after estimation. Despite the fact that the main characteristic 
of both techniques is the weight matrix adaptation, on the NN technique the weight 
matrix is initialized with random values for all possible connections among nodes and 
reach to the “global optima”, whereas on FCM each weight value has a real meaning 
for the problem, representing a causal interconnection, so uncertain modification of 
initial values of weights may converge the system to a “local optima”. 

3 Learning Algorithms for FCMs 

The learning approaches for FCMs are concentrated on learning the connection ma-
trix, based either on expert intervention and/or on the available historical data (like 
the neural network learning process). In other words we target on finding weights that 
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better represent the relationships between the concepts. Learning approaches for 
FCMs can be divided into three categories [18]:  

1. The hebbian-based algorithms such as NHL, ddNHL, which produce weight 
matrices based on experts’ knowledge that lead the FCM to converge into an ac-
ceptable region for the specific target problem. 

2. The population-based algorithms such as evolutionary, immune, swarm-based, 
which compute weight matrices based on historical data that best fit the se-
quence of input state vectors or patterns.  

3. The hybrid algorithms which are focused on computing weight matrices based 
on experts knowledge and historical data. 

Although FCMs have not been widely used on classification tasks, the last decade 
some researchers have proved that the classification procedure is feasible with FCMs 
[18]. So far, the usage of FCMs on classification problems has been implemented 
mainly by hebbian learning approaches [9] and by exploiting both neural networks 
and FCMs to ensure improved classification capabilities [14]. First, Papageorgiou et 
al. presented a brain tumour characterization algorithm based on Active Hebbian 
Learning for FCMs [19]. Next, Papakostas et al. presented a pattern classification 
algorithm based on FCMs. To map the outputs of the classifier to a problem’s classes, 
three different class mapping techniques were implemented. The first mapping refers 
to the Class per Output technique where a specific class is assigned to a single output. 
The second class mapping technique, the Threshold one, works by the extraction of 
specific output threshold for the output concept values. The last technique consists of 
the clustering of the values of the output concepts, and for each class the mapping is 
computed by the calculation of minimum distance of each cluster. Recently, Papakos-
tas et al. used for the classification of the data an idea that stems from NN tactics, 
which modifies the structure of FCMs by adding Hidden Concept nodes [17]. An 
extension of FCMs which is also inspired by NN classification theory is also pre-
sented at [15] where ensemble learning approaches like bagging or boosting are im-
plemented. One more novel FCM extension for classification of testing instanced has 
been presented in [17]. The inference process of the LS-FCM model is similar to 
other FCM approaches but it uses a Least Square methodology to overcome the most 
weakness of the existing FCM algorithm, namely the heavy calculation burden, con-
vergence and iterative stopping criteria. Song and his coworkers [20] extended the 
application of the traditional FCMs into classification problems, while keeping the 
ability for prediction and approximation by translating the reasoning mechanism of 
traditional FCMs to a set of fuzzy IF–THEN rules. They focused to the contribution 
of the inputs to the activation of the fuzzy rules and quantified the causalities using 
mutual subsethood, which works in conjunction with volume defuzzification in a 
gradient descent-learning framework. In next section, we suggest a population-based 
algorithm using the Particle Swarm Optimization method in order to achieve higher 
classification accuracy for the autism disorder problem.  
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4 Particle Swarm Optimization Algorithm for FCM 
Classification 

Particle Swarm Optimization (PSO) is a computation method based on the social 
behavior of birds being in a flock. PSO algorithm [21] optimizes a problem by having 
a population of candidate solutions. The solutions called particles and their existence 
is at the problem hyperspace. The motion of each particle into the problem hyper-
space over time according to a simple mathematical equation defines the Particle 
position and velocity. Each particle's position is influenced by its local best known 
position and is also guided toward the best known positions in the search-space, 
which are updated as better positions found by other particles. 

To implement the PSO algorithm for FCM classification two steps are necessary. 
In the first step, a number of prototypes are positioned, in an unsupervised way, on 
regions of the input space with some density of the input data. For this, the Particle 
Swarm Clustering (PSC) [21,22] algorithm is used. In the second step the algorithm 
must decide about the decision boundaries that partition the underlying output vector 
from step one into three sets, one for each class. For this purpose, one-dimensional 
decision boundaries were determined by two methods. The first one is the bayesian 
statistical decision method [22] and the second one is the minimum Euclidean dis-
tance method [23]. The classifier accuracy is estimated by the leave-one-out cross-
validation (LOOCV) method [10].  

To implement the Particle Swarm Clustering algorithm for FCM we assume that 
we have a swarm consisting of k particles {P1, P2, P3… Pk}. For our approach every 
particle position is a candidate FCM, meaning a weight matrix. This matrix can be 
initialized either by random values on the non-zero weights, thus keeping the main 
problem’s signs constrains or by experts’ suggestions. There is in general a plethora 
of weight matrices that lead the concepts to different values according to any input 
data. Let’s consider a data set with T real cases, where each case is represented by a 
vector. For each estimated vector (which is calculated implementing the eq. (1) for a 
given weight matrix and an input vector), there is a particle of greater similarity to the 
input vector, obtained by the Euclidean distance between the particle and the input 
data. This is the winner particle, and its velocity is updated by eq (2).  

( ) ( ) ( ) ( )( ) ( ) ( )( )1 21 * * *j j
i i i i iv t w v t p t x t g t x t+ = + φ − + φ −  (2)

In eq (2), the parameter w, called inertia moment, is responsible for controlling the 
convergence of the algorithm and it is decreased at each step. The cognitive 
term ( ) ( )txtp i

j
i −  , associated with the experience of the particle winner, represents 

the best particle’s winner position, in relation to the jth input data so far. The social 
term ( ) ( )txtg i

j −  is associated with the particle closest to the input data, that is, the 

particle that had the smallest distance in relation to the jth input object so far. The 
parameters w, φ1, φ2, and φ3 (used in eq. (4)) are selected by the practitioner and 
control the behavior and efficacy of the PSO method. They take values within the 
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range [0,1], to avoid the chaotic behavior of position and velocity vectors, in FCM 
equilibrium state. The winner particles position is updated by eq (3) 

( ) ( ) ( )11 ++=+ tvtxtx iii  (3)

The procedure of the Particle Swarm Clustering Algorithm for FCM is shown in 
Pseudocode 1. Step 9 of Pseudocode 1 updates all those particles that did not move at 
iteration t. Thus, after all data sets were presented to the swarm, the algorithm verifies 
whether some particle did not win in that iteration. These particles are updated using 
eq (1) in relation to the particle that was elected the winner more often at iteration t. 
In the last step, the algorithm assigns a label to each estimated data. This task is feasi-
ble because we know a priori the correct labels for each data. This knowledge stems 
from the experts.  

( ) ( ) ( )( )txxtvwtv iwinnerii −+=+ **1 3φ  (4)

There are two possible termination conditions for the algorithm, which are (a) a 
maximum number of iterations which is determined empirically and (b) the minimiza-
tion of a cost function concerning the global optimization methods. In this study the 
following cost function is found to be appropriate: 

( ) ( )( )
2

1 N

i i
i

A Out Y Out
N

−  (5)

Where j is the winner particle, Ai(Out) is the candidate FCM response of the output 
concept for the ith data set and Yi(Out) is the given response for the ith data set. N is the 
number of concepts. 

Pseudocode 1. Particle Swarm Clustering Algorithm for FCMs 

Step 1. At t=0 Initialize the swarm P(0)={P1,P2,…,Pk} with ran-
dom weight matrices for the Position Vector X and the Velocity 
Vector V keeping only the non-zero weights and/or the weights 
signs based on the experts knowledge. 
D: Data set with T real cases 
Y: T-1 training cases of D 
C-labels: The correct labels were determined by experts. 
While stopping criterion is not met 
For each input data row j 
For each Particle i 
Step 2. Compute the new concept values Ajnew by eq(1) 
Step 3. Compute the distance between Ajnew and Y

j 
End for    
Step 4. Find the Particle with the minimum distance and dec-
lare it as the Winner Particle Pjmin 
Step 5. Compare the distance of Winners Particle position to 
its best position thus far. 
d1: distance between Pjmin and Y

j  
d2: distance between the winner’s particle best position 
pbest_Pjmin and Y

j  
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 if d1<d2 then 
  pbest_Pjmin= P

j
min 

Step 6. Compare the distance of Winner’s Particle position to 
its global best position thus far. 
d3: distance between the winner’s particle global best posi-
tion gbest_Pjmin and Y

j  
if d1<d3 then 
 gbest_Pjmin= P

j
min  

Step 7. Change the Velocity of winner’s particle using eq 2. 
Step 8. Change the Position of winner’s particle using eq 3. 
End for 
Step 9. Change the Velocity and the Position for the particles 
who did not win by eq4 and eq 3. 
Step 10. Test the stopping criterion  
 End while 
Step 11. Assign a label to each data set according to C-labels 
Return: The Predicted labels from Step 11 and the new data set 
which is estimated on step 6. 

5 Experimental Analysis and Results 

The autism disorder problem was selected as a very complex process and due to its 
previous use in classification tasks [10,15]. Forty real children cases from an Indian 
hospital were studied and diagnosed by the experts (doctors). Those forty datasets 
were collected for classification of three different categories, like twenty three as 
“Definite Autism” (DA), thirteen as “Probably Autism” (PA) and four as “No-
Autism” (NA) children and gathered in [3]. There is previous experience from experts 
as well as historical data, and the classification objective is to classify these cases into 
three classes: DA, PA and NA in order to achieve higher classification accuracy. 
Experts decided about the concepts and their initial interconnections among them and 
defined that there are twenty three main symptoms for the autism disorder problem, 
such as climbing on things, bringing objects to parents, etc [3]. The decision concept 
concerns the autism class.  

Table 1. Scenario (I): Classification accuracies of Particle Swarm Classification for FCM. Only 
the non-zeros weights are initialized by random values. 

Boundaries 
Decision 

MED BSM MED BSM MED BSM MED BSM 

Particles K=20 K=20 K=20 K=20 K=50 K=50 K=50 K=50 
Iterations  R=100 R =100  R=500  R=500  R=100  R=100  R=500  R=500 
True Positive 
(All %) 

32,12% 33,27% 32% 34.18% 32,12% 34,1% 32,41% 33,18% 

Model Accuracy 82,35% 85,3% 82.05% 87,64% 82,35% 87.43% 83.1% 87.64% 
Correct Classes 
(All) 

89 89 426 432 89 91 417 432 

FCM Classifica-
tion Accuracy  

89% 89% 85,2% 84,6% 89% 91% 83.4% 86,4% 
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Table 2. Scenario (II): Classification accuracies of Particle Swarm Classification for FCM. The 
non-zeros weights are initialized by random values to ± 0.2 of initial values, keeping the 
problem constrains for weights. 

Decision  
Boundaries  

MED BSM MED BSM MED BSM MED BSM 

Particles K=20 K=20 K=20 K=20 K=50 K=50 K=50 K=50 
Iterations  R=100  R=100  R=500  R=500  R=100  R=100  R=500  R=500 
True Positive 
(All %) 

32,56% 33,95% 32.37% 33,78% 32,4% 34,2% 32,42% 34,28% 

Model Accuracy 83,14% 87,05% 83% 86,43% 83,07% 87.79% 83.14% 87.91% 
Correct Classes 
(All) 

81 85 389 401 81 78 399 397 

FCM Classifica-
tion Accuracy  

81% 85% 77,8% 80.2% 81% 78% 79,8% 79,4% 

 
The proposed PSO clustering algorithm for FCM was implemented at the 40 

records to predict the classification category of each one. Figure 1 illustrates the pro-
posed approach in the case of autism classification problem. Two different scenarios 
were examined: (I) the first concerns that the initial non-zero weights are initialized 
by random values and (II) the last concerns that the initial non-zero weights are initia-
lized by random values within a ±0.2 range of their initial values (belong in the inter-
val [Weight-0.2, Weight+0.2]), thus keeping the signs and weight constraints. The 
classification performance results were gathered in Tables 1 and 2, respectively for 
each scenario. 

 
Fig. 1. Particle Swarm Algorithm for FCM Classification 
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In order to estimate the model accuracy (where all the 40 cases were considered) 
and the FCM system’s accuracy (classification accuracy using the LOOVC method) 
two different decision boundaries methods were considered: the Minimum Euclidean 
Distance (MED) and the bayesian statistical decision boundary method (BSM). Addi-
tionally different numbers of Particles were considered, 20 and 50 and different num-
bers of iterations of the algorithm, 100 and 500. 

Figures 2 and 3 illustrate the decision boundaries calculated for the decision con-
cepts produced from one algorithm performance for K=20 and R=100. 

For the algorithm performance, the row True Positive (TP) represents the average 
number of the correctly categorized cases according to the decision boundaries  
chosen. According to LOOCV method 39 random cases were used for the training 
procedure and the remaining one is used for testing. Thus, for the evaluation of the 
approach, 39 of the total 40cases were used for training, and only one for testing 
every time of cross validation. The total model accuracy was calculated by the divi-
sion of the TP cases with 39. The “Correct Class” represents the total number of cases 
that have been classified correctly and the “Classification Accuracy” expresses the 
equivalent proportion.  

 

 

Fig. 2. BSM Classification Lines Fig. 3. MED Classification Lines  

The best accuracy in Scenario (I) is derived for the BSM decision method 
(92.31%), for K=50 and R=100, whereas in Scenario (II) the best accuracy is pre-
sented again for BSM method (87.17%), but for K=20 and R=100. Comparing our 
results with those previously presented using Hebbian-based learning algorithms (the 
result was 79.9%) [3] and ensemble-based learning algorithms (87.5%) [15], it is 
observed that the proosed method outperforms the previous one concerning the NHL 
approach for FCMs, in both scenarios considering random values for non-zero 
weights. However, the proposed PSO approach does not outperform the ensemble-
based FCM learning approach in the cases considering random values in a ±0.2  
interval of the initial defined weights. Some modifications to the PSO clustering pa-
rameters will be investigated in order to increase further the performance of PSO 
algorithm for this task.  
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6 Conclusions 

To sum-up, the PSO clustering approach for FCM learning is able to classify autism 
disorder with reasonably high overall accuracy, sufficient for this application area and 
therefore, it is established as an efficient learning approach for FCMs. This work 
presents our first investigation to explore the PSO system characteristics and capabili-
ties in the FCM learning working on classification tasks and the results encourage us 
to further exploit it. Surely, more research work is needed to be done towards more 
investigation of the learning methodologies of FCMs and their implementation in 
pattern recognition. 
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Abstract. Artificial Intelligence has always followed the idea of using 
computers for the task of modelling human behaviour, with the aim of assisting 
decision making processes. Scientists and researchers have developed 
knowledge representations to formalize and organize such human behaviour 
and knowledge management, allowing for easy translation from the real world, 
so that the computers can work as if they were “humans”. Some techniques that 
are common used for modelling real problems are Rough Sets, Fuzzy Logic and 
Artificial Neural Networks. In this paper we propose a new approach for 
knowledge representation founded basically on Rough Artificial Neural 
Networks and Fuzzy Cognitive Maps, improving flexibility in modelling 
problems where data is characterized by a high degree of vagueness. A case 
study about modelling Travel Behaviour is analysed and results are assessed. 

Keywords: Rough artificial neural networks, fuzzy cognitive maps, knowledge 
representation, modelling problems. 

1 Introduction 

The concept of upper and lower bound has been used in a variety of applications in 
Artificial Intelligence. In particular, theory of rough sets has demonstrated the 
usefulness of upper and lower bounds in fields such as rule generation. Additional 
advances in rough set theory have shown that the concept of upper and lower bounds 
offer a wider framework that can be suitable for diverse types of applications [1].  

On the other hand a Fuzzy Cognitive Map (FCM) is a combination of some aspects 
from Fuzzy Logic, Neural Networks and other techniques; combining the heuristic 
and common sense rules of Fuzzy Logic with the learning heuristics of the Neural 
Networks. They were introduced by Kosko [2], who enhanced cognitive maps with 
fuzzy reasoning, that had been previously used in the field of socio-economic and 
political sciences to analyse social decision-making problems.  

The use of FCM for many applications in different scientific fields was proposed, 
they had been apply to analyse extended graph theoretic behaviour, to make decision 
analysis and cooperate distributed agents, also were used as structures for automating 
human problem solving skills and as behavioural models of virtual worlds, etc. 

This paper proposes rough patterns for simulations using FCM. Each value in a 
rough pattern is a pair of upper and lower bound. Conventional FCM models 
                                                           
* Corresponding author. 
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generally use a precise input pattern in their estimations. The conventional FCM 
models need to be modified to accommodate rough patterns. Rough concepts 
proposed in this paper provide an ability to use rough patterns. Each rough concept 
stores the upper and lower bounds of the input and output values.  

Depending upon the nature of the application, two rough concepts in the net can be 
connected to each other using either two approaches, using the idea of Rough 
Artificial Neural Networks (RANN), which have been studied in literature in many 
aspects. Then, a Fuzzy Cognitive Map with Rough Concepts (RFCM) consists of a 
combination of rough and conventional concepts connected each other, considering 
the hybridization as an approach together with other appropriately defined methods, 
e.g., fuzzy logic and domain-specific analytical techniques.  

Hybrid technique such as rough-fuzzy had been attracting great attentions of many 
researchers since a while, and several examples have shown that the hybrid 
techniques perform better than the non-hybrid in a huge amount of scientific fields. 

2 Rough Artificial Neural Networks  

Generalizations of neurons have been followed by generalizations of the entire 
network structures and corresponding learning mechanisms. New models of neural 
networks have been studied more and more often as hierarchical structures of 
complex concepts (granules), which finally resulted in the methodology of rough-
neural computing: 

• Construction of systems performing complex tasks using simple rough neurons 
and their straightforward generalizations transforming parameters of concepts. 

• Hierarchical structure that represents gradual formation of more complex 
granules (concepts) modelling complex phenomena or structures, or projection 
onto simpler granules (concepts) modelling aggregation of information, conflict 
resolution etc. 

• Flexibility and robustness originating in highly adjustable structure of possibly 
generalized rough neurons, their connections, and intermediate transformations 
enabling to vary the structures of granules (concepts) throughout the network. 

• Ability to learn from examples a desired setting of the network weights, just like 
in case of standard neural network models, in particular ability to adapt the 
mechanism of backpropagation for networks involving complex granules and 
neurons. 

Rough set theory introduced by Pawlak in 1982 is a mathematical tool to deal with 
vagueness and uncertainty of information [3]. The theory of rough sets has 
demonstrated the usefulness of upper and lower bound, so, the concept of upper and 
lower bound has been used in a variety of applications in intelligent system. Driven 
by the idea of decomposing the set of all objects into upper and lower bond, it was 
introduced the idea of rough neuron to construct RANN.  

Each neuron R is a pair, for the upper bound R* and for the lower bound R*. Those 
two neurons can exchange information between each other and between other rough 
(conventional) neuron. Rough neurons proposed [4] provide an ability to use rough 
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patterns, which are based on the notion of rough values. It is possible to use a rough 
neuron to successfully characterize a range or values set for variables such as age, 
weight or temperature. 

3 Fuzzy Cognitive Maps 

FCM in a graphical illustration seem to be a signed directed graph with feedback, 
consisting of nodes and weighted arcs (see figure 1).  

 

Fig. 1. Simple Fuzzy Cognitive Map. Concept activation level. 

Graph nodes place for the concepts that are used to characterize the system 
behaviour and they are connected by signed and weighted arcs showing the causal 
relationships that connect the concepts. It must be mentioned that the values in the 
graph are fuzzy, so concepts take values in the range between [0, 1] and the weights 
of the arcs are in the interval [-1, 1]. The weights of the arcs between concept Ci and 
concept Cj could be positive (Wij > 0) which means that an augment in the value of 
concept Ci leads to the increase of the value of concept Cj, and a decrease in the value 
of concept Ci leads to a reduce of the value of concept Cj. Or there is negative 
causality (Wij < 0) which means that an increase in the value of concept Ci leads to the 
decrease of the value of concept Cj and vice versa [5]. 

Observing this graphical representation, it becomes clear which concept influences 
other concepts showing the interconnections between concepts and it permits 
updating in the construction of the graph. Each concept represents a characteristic of 
the system; in general it stands for events, actions, goals, values, trends of the system 
that is modelled, etc. Each concept is characterized by a number that represents its 
value and it results from the renovation of the real value of the system’s variable. 

Beyond the graphical representation of the FCM there is its mathematical model. It 
consists of a 1  state vector A which includes the values of the n concepts and a n n weight matrix W which gathers the weights Wij of the interconnections between 
the n concepts. The value of each concept is influenced by the values of the connected 
concepts with the appropriate weights and by its previous value. So the value Ai for 
each concept Ci can be calculated, among other possibilities, by the following rule 
expressed in (1). 
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A A W   (1)

Where Ai is the activation level of concept Ci, Aj is the activation level of concept 
Cj and Wij is the weight of the interconnection between Cj and Ci, it is to say, the 
value of Ai depends of the weighted sum of its input concepts, and f is a transfer, 
threshold or normalization function, used over concept value to decrease unbounded 
inputs to a severe range. This destroys the possibility of quantitative results, but it 
gives us a basis for comparing nodes (on or off, active or inactive, etc.). This mapping 
is a variation of the “fuzzification” process in fuzzy logic, giving us a qualitative 
model and frees us from strict quantification of edge weights. 

So the new state vector Anew is computed by multiplying the previous state vector 
Aold by the weight matrix W, see (2). The new vector shows the effect of the change 
in the value of one concept in the whole FCM [6]. 

 (2)

In order to build an FCM, the knowledge and experience of one expert on the 
system’s operation must be used. The expert determines the concepts that best 
illustrate the system; a concept can be a feature of the system, a state or a variable or 
an input or an output of the system; identifying which factors are central for the 
modelling of the system and representing a concept for each one. When the experts 
have observed which system elements influence others; they must determine the 
effect among concepts, with a fuzzy value per interconnection, due to it has been 
reflected that there is a causation fuzzy degree between two connected concepts. 

FCM feedback structure also makes a distinguishing from the earlier forward-only 
acyclic cognitive maps and from modern Artificial Intelligence expert-system search 
trees. Such tree structures are not dynamical systems because they lack edge cycles or 
closed inference loops. Nor are trees closed under combination. Combining several 
trees does not produce a new tree in general because cycles or loops tend to occur as 
the number of combined trees increases. 

4 Introducing Rough Concepts in Fuzzy Cognitive Maps 

When a FCM has been constructed, it can be used to model and simulate the 
behaviour of the system. Firstly, the FCM should be initialized, the activation level of 
each of the nodes of the map takes a value based on expert’s opinion for the current 
state and then the concepts are free to interact. This interaction between concepts 
continues until a fixed equilibrium is reached; a limited cycle is reached or a chaotic 
behaviour is exhibited. So, FCM are a powerful methodology that can be used for 
modelling systems, avoiding many of the knowledge extraction problems which are 
usually present in by rule based systems. 
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It is possible to have better results in the drawing of the FCM, if more than one 
expert is used. In that case, all experts are polled together and they determine the 
relevant factors and thus the concepts that should be presented in the map. Then, 
experts are individually asked to express the relationship among concepts; during the 
assigning of weights, three parameters must be considered: how strongly concepts 
influence each other, what is the sign of the weight and whether concepts cause. 

But is not always easy the initialization process, and how to fix a value or how to 
make different experts agree? In a rough pattern, the value of each variable is 
specified using lower and upper bounds, using the idea from RANN [7]. But also, 
there is a consequence, related to the links, so figure 2 shows how to solve this 
problem. If the rough concept A excites the activity of B (i.e. increase in the output of 
A will result in the increase in the output of B), then A* will be connected to B* and 
A* will be connected to B*. 

 

Fig. 2. Connections between rough concepts 

On the other hand, if A inhibits the activity of B (i.e. increase in the output of A 
corresponds to the decrease in the output of B), then A* will be connected to B* and 
A* will be connected to B* [8]. So now formula (1) cannot be applied, so a 
modification for the inference process is needed. Formulas (3), (4) and (5) will 
describe the necessary readjustment. 

input A output A W  (3)

max , (4)min , (5)

There are different possibilities to choose a transfer function, one of the most used 
in literature appears in (6), but many others can be also used. 11 .  (6)
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To emphasize it is illustrated figure 3, showing the transformation from a classical 
FCM into a RFCM. 

 

Fig. 3. FCM and the corresponding RFCM 

But if the output in general of the rough concept A is desired, it can be computed 
using formula (7). 

,  (7)

5 Workbench for Modelling Complex Systems Based on FCM 
and RFCM 

The scientific literature shows some software products developed with the intention of 
drawing FCM by non-expert in computer science, as FCM Modeler [9] and FCM 
Designer [10]. The first one is a rustic incursion, while the second one is a better 
implementation, but still hard to interact with and almost without experimental 
facilities. Figure 4 shows the general architecture of our proposing workbench to 
model and simulate FCM, having the facility of using also Rough Concepts, in real 
applications where is extremely difficult to set up an initial point of the system, and a 
upper and lower bounds are easily defined. 

 

Fig. 4. General architecture of the proposed workbench 
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this case FCM and RFCM will be study. They try to genuinely simulate individual’s 
decision making processes. Consequently, they can be used not only to understand 
people’s travel behaviours, but also to pretend the changes in their actions due to 
some factors in their decision atmosphere.  

During a decision making process, a decision maker activates a temporary mental 
representation in his working memory based on his previous experiences or existing 
knowledge. Therefore, constructing a mental representation requires a decision maker 
to recall, reorder and summarize relevant information in his long-term memory. It 
may involve translating and representing this information into other forms, such as a 
scheme or diagram, supporting coherent reasoning in a connected structure. 

In the city of Hasselt, capital of the Flemish province of Limburg, Belgium, a study 
related to Travel Behaviour was made. The city has a population around 72 000 
habitants, with a traffic junction of important traffic arteries from all directions. 
Hasselt is surrounded by 2 ring roads, the bigger one serves to retain traffic out and 
the small one helps to keep traffic out of the commercial centre, being almost totally a 
pedestrian area.  

In our experiment more than 220 real habitants were asked to specify how they 
take into account the transport mode they will use for an imaginary shopping activity: 
situation, attribute and benefit variables; and starting from that data, a FCM and 
RFCM structures per person were developed. At the same time, virtual scenarios were 
presented, and the personal decisions of each individual were stored.  

Both models (FCM and RFCM) were created per person, and the scenarios were 
played. Figure 7 presents the performances of the computational models. Although 
the FCM models performed 92.68%, and it is considered a good result, RFCM models 
performed 97.1%, being significantly better.  

 

Fig. 7. FCM vs. RFCM prediction 

In table 1 are indicated other attributes of the comparison, to have more detailed 
information of the experiment execution. Measures indicate a major discharge of the 
RFCM models. 

Table 1. Attributes of the comparison 

 FCM models RFCM models
Accuracy 92.68% 97.1%

Oversized estimation 11.06% 05.57%
Undersized estimation 13.07% 04.79%

Interpretable Yes Yes
Simpler structure (X) (   )

Easier initialization (   ) (X)
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It is considered a substantial result, given by having structures able to simulate how 
people think when a transport mode decision and area election for specific activity is 
asked, offering policy makers a tool to play with, in order to test new policies, and to 
know in advance the possible resounding in the society. 

7 Conclusions 

In this paper, we presented cooperative rough pattern and FCM techniques. A rough 
concept can be view as a pair of concepts supporting upper and lower bounds as 
opposed to precise values, exchanging information with each other during the 
calculation of their outputs. The development of a workbench based on FCM and 
RFCM for the modelling of complex systems was presented, showing facilities for the 
creation of FCM and RFCM, and options to make the inference process 
comprehensible and used for simulations experiments. A better performance of 
RFCM over FCM was obtained in a real world modelled problem. In the presented 
case study a social and politic repercussion is evident, as we offer to policymakers a 
framework and real data to play with, in order to study and simulate individuals 
behaviour for city infrastructure development and demographic planning. 
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Abstract. This paper presents the application of intelligent techniques to con-
trol an industrial mixer. Control design is based on hebbian evolution of fuzzy 
cognitive maps. In this context, this paper develops a dynamical fuzzy cognitive 
map (D-FCM) based on Hebbian Learning algorithms. Two strategies to update 
FCM weights are derived. Finally, the D-FCM is used to control an industrial 
mixer. Simulation results of this control are presented. Additionally, results are 
provided extending some of the algorithms into the Arduino platform in order 
to acknowledge the performance of the codes reported in this paper. 

Keywords: fuzzy cognitive maps, hebbian learning, Arduino platform, process 
control, fuzzy logic. 

1 Introduction 

Artificial Intelligence (AI) has applications in various areas of knowledge, such as 
mathematical biology, neuroscience, computer science and others.  The research area 
of intelligent computational systems aims to develop methods that try to mimic or 
approach the capabilities of humans to solve problems. These news methods are look-
ing for emulate human’s abilities to cope with very complex processes, based on inac-
curate and/or approximated information. However, this information can be obtained 
from the expert’s knowledge and/or operational data or behavior of an industrial  
system [1]. 

In this context, Fuzzy Cognitive Map (FCM) is a tool for modeling the human 
knowledge. It can be obtained through linguistic terms, inherent to fuzzy systems, but 
with a structure similar to the Neural Networks (NN), which facilitates data 
processing, and has capabilities for training and adaptation. FCM is a technique based 
on the knowledge that inherits characteristics of Cognitive Maps and Artificial Neural 
Networks [2], [3], [4], with applications in different areas of knowledge [5], [6], [7], 
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[8], [9]. Besides the advantages and characteristics inherited from these primary tech-
niques, FCM was originally proposed as a tool to build models or cognitive maps in 
various fields of knowledge. It makes the tool easier to abstract the information neces-
sary for modeling complex systems, which are similar in the construction to the hu-
man reasoning. Thus, FCM aggregates benefits of the acquisition, processing and 
adaptability from data and information system to be modeled, with a capacity for 
intelligent decision making due to its heuristic nature. However, FCM has some limi-
tations, especially in time modeling, restricting for applications where the causes and 
effects occur simultaneously. 

In order to circumvent these drawbacks, dynamical fuzzy cognitive maps (D-FCM), 
can be developed which have the capability to model and manage behaviors of non-linear 
time-dependent system and often in real time. Examples of different D-FCMs can be 
found in the recent literature, as examples, we can cite [10], [11], [12], [13]. 

Specifically, the work of Mendonça and collaborators [10] presents a type of D-
FCM, which aggregates the occurrence of events and other facilities that makes ap-
propriate this type of cognitive map, for the development of intelligent control and 
automation in an industrial environment. 

In this paper, we use the same D-FCM proposes in [10] to control an industrial 
mixing tank. Different from [10], we use a hebbian algorithm to dynamically adapt 
the D-FCM weights. In order to validate our D-FCM controller, we compared its per-
formance with a fuzzy logic controller.  This comparison is carried out with simu-
lated data. Moreover, to shown the control portability, we embedded the D-FCM con-
troller into a low cost platform based on Arduino. 

2 Development 

To demonstrate the evolution of the proposal technique (D-FCM) we will use a case 
study well known in the literature as seen in [3], [14] and [15] to test level controllers. 
This case was selected to illustrate the need for refinement of a model based on FCM 
built exclusively with knowledge. The process shown in Figure 1 consists of a tank 
with two inlet valves for different liquids, a mixer, an outlet valve for removal of 
liquid produced by mixing and density meter that measures the quality of the pro-
duced liquid.  

 

Fig. 1. Mixer Tank (Source: adapted from Stylios, Groumpos, Georgopoulos, 1999) 
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Valves (V1) and (V2) insert two different liquids in the tank. During the reaction of 
the two liquids, a new liquid characterized by its density value is produced. At this 
time the valve (V3) empties the tank in accordance with a campaign output flow, but 
the liquid mixture should be in the specified levels. 

Although relatively simple, this process is a TITO (two inputs two outputs) type 
with coupled variables. To establish the quality of the control system of the produced 
fluid, a weighting machine placed in the tank measures the (specific gravity) produced 
liquid. 

When the value of the measured variable G (liquid mass) reaches the range of val-
ues between the maximum and minimum [Gmin, Gmax] specified, the desired mixed 
liquid is ready. The removal of liquid is only possible when the volume (V) is in a 
specified range between the values [Vmin and Vmax]. The control consists to keep 
these two variables in their operating ranges, as, 

 Vmin < V < Vmax (1) 

and 

 Gmin < G < Gmax. (2) 

In this study we tried to limit these values from 800 to 850 [mg] for the mass and 
850 to 900 [ml] for the volume. According to Papageorgiou et al. [16], through the 
observation and analysis of operation of the process is possible for experts to define a 
list of key concepts related to physical quantities involved. The concepts and cogni-
tive model is based on a known FCM model [16], having the following concepts and 
structure: 

• Concept 1 - State of the valve 1 (closed, open or partially open). 
• Concept 2 - State of the valve 2 (closed, open or partially open). 
• Concept 3 - State of the valve 3 (closed, open or partially open). 
• Concept 4 - quantity of fluid (volume) in the tank, which depends on the operation-

al state of the valves V1, V2 and V3. 
• Concept 5  - value measured by the G sensor for the density of the liquid. 

Considering the initial proposed evolution for FCM we will use a D-FCM to con-
trol the mixer which should maintain levels of volume and mass within specified lim-
its. 

The process model uses the mass conservation principle to derive a set differential 
equations representing the process used to test the D-FCM controller. As a result the 
tank volume is the volume over the initial input flow of the intake valves V1 and V2 
minus the outflow valve V3. Similarly, the mass of the tank follows the same principle 
as shown below. The values used for me1 and me2 were 1.0 and 0.9, respectively. 

 V V V V -V  (3) 

  (4) 
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between a FCM and a temporal cyclic state machine, for example the work of Acam-
pora and Loia [18], and switched by triggering events. The results of the weight of the 
causal relations by experts through observation of the dynamic behavior of the system 
by changing the cause and effect of causal relationships are shown in Table 1.  

Table 1. Casual relationship weights 

State/Rules (D-FCM) W13 W14 W23 W24 W53 W54

Initial value -0.35 -0.40 -0.35 -0,40; 0,00 0,00 

Rule 1  
(Weight>850 mg) 

-0,65 -0,65 -0,65 -0,65 0,10 0,10 

Rule 2 
(Weight<840 mg) 

-0,35 -0,40 -0,35 -0,40 0,20 0,20 

Rule 3 
(Weight<820 mg) 

-0,35 -0,45 -0,35 -0,45 0,68 0,68 

 

In order to establish a correlation and a future comparison between techniques of 
intelligent systems, a fuzzy controller was also developed. The fuzzy rule base im-
plements weights assignment using the same heuristic control strategy. 

As a result, both controllers fuzzy and D-FCM can be run under equal conditions 
supporting performance comparisons. As an example, we can mention some rules 
extracted from rule base established by experts: 

If VOLUME is HIGH, then V1 is LOW, V2 is LOW; 

If VOLUME is MEDIAN, then V1 is MEDIAN, V2 is MEDIAN; 

If WEIGHT is LOW, then V1 is HIGH, V2 is HIGH; 

In order to dynamically adapt the D-FCM weights we used the hebbian learning 
algorithm for FCM that is an adaptation of the classic hebbian method [2]. Different 
proposals and variations of this method applied in tuning or in learning for FCM are 
known in the literature [12]. In this paper, the method is used to update the intensity 
of causal relationships in a deterministic way according to the variation or error in the 
intensity of the concept or input variable. Specifically, the application of Hebb learn-
ing provides control actions as follows: if the weight or volume of the liquid mix in-
creases, the intake valves have a causal relationship negatively intensified and tend to 
close more quickly. Conversely, if the volume or weight mixture decreases, the intake 
valves have a causal relationship positively intensified. The mathematical equation is 
presented in (5). 

 1 Δ  (5)  

∆Ai is the concept variation resulting from causal relationship, and it is given by 
∆Ai = Ai(k)-Ai(k-1), γ is the learning rate at iteration k. 

Causal relationships that have negative causality have negative sign similarly  
to positive causal relationships. Equations 6-11 show the implementation of the  
proposal. 
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 1 0.7Δ    (6) 

 1 0.7Δ     (7) 

 1 0.7Δ     (8) 

 1 0.7Δ     (9) 

 1 0.1Δ    (10) 

 1 0.1Δ    (11) 

 
Two variations of the Hebbian learning will be presented. In the first case, a global 

error is assumed as the sum of the variation only of the volume concept. In the second 
case, the variation of volume, weight and output valve affect the causal relationships 
(fig. 2), for example, W51 and W52 are tuned according to the weight variation 
∆Ai=V3(k)-V3(k-1). All values of forgetting factor γ were empirical. Finally, so that 
variations of the weights had the dynamics needed, any errors or variations of A were 
multiplied by a factor 20 concerning the gain value. 

3 Experimental Results 

The results of D-FCM by Hebbian learning with only the volume parameter variation 
are shown in Fig. 3, which shows the behavior of the controlled variables within the 
predetermined range for the volume and the weight of the mixture. It is noteworthy 
that the controller keeps the variables in the control range and pursues a trajectory 
according to a campaign where output flow is also predetermined. In this initial expe-
riment, a campaign with a sequence of values ranging from 7, 5 and 10 ml/min can be 
seen as a set-point output flow (outlet valve). Fig. 4 shows the evolution of the 
weights of the causal relationships during the process. 

 

Fig. 3. Inputs and outputs valves, Volume and weight (HL global variation) 
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Fig. 4. Causal Relationships in the process (HL global variation) 

The fig. 5 shows the results of Hebbian learning algorithm for FCM considering 
the variations ΔAi of the concepts concerning volume, weight and outlet valve, while 
in the fig. 6 is displayed the weights of the causal relationship in the process. 

 

Fig. 5. Inputs and outputs valves, Volume and weight (HL punctual variation) 

 

Fig. 6. Causal Relationships in the process (HL punctual variation) 
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In order to extend the applicability of this work, the developed D-FCM controller 
is embedded into an Arduino platform which ensures the portability of the FCM gen-
erated code. Arduino is an open-source electronics prototyping platform which uses 
ATMega series microcontrollers. 

 

 

Fig. 7. Cycle and image of the communication Matlab - Arduino 

The equations for level and weight are calculated by Matlab simulating the process. 
Through a Serial communication established with Arduino, Matlab sends the current 
values of Volume, Weight and output valve to Arduino that receives these data, calcu-
lates the values of the concept 1 (valve 1) and concept 2 (valve 2) and then returns 
these data to Matlab. After this, new values of Volume and Weight are recalculated. 

Fig. 8 shows the results obtained with the Arduino platform providing data of the 
actuators Valve 1 and Valve 2 with Matlab performing data acquisition. The algo-
rithm switches the sets of causal relations that operate similarly to a DT-FCM (deci-
sion tree - FCM), where the activation rules and weights are shown in Table 1.  

Similarly, fig. 9 shows the results obtained with the Hebbian learning algorithm for 
FCM with the three parameters of ΔAi. 

 

Fig. 8. Inputs and outputs valves, Volume and weight (DT, Arduino) 
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Fig. 9. Inputs and outputs valves, Volume and weight (HL, Arduino) 

4 Conclusions 

Performing a comparison of the results, we see a decrease in the control range in the 
cases where there is variation in causal relationships by Hebbian learning algorithms. 
Figures 7 and 8 show results. 

From the data obtained from Arduino by the variations of the D-FCM embedded in 
the platform, it is observed that the controlled variables are in well behaved ranges, 
which suggests that the D-FCM codes have low computational complexity due to the 
simplicity of mathematical processing compared with the classical fuzzy logic, for 
example. Thus, we can emphasize the portability and the possibility of developing D-
FCM controllers on low cost platforms.  

Future studies address a comparison with classical PID controllers, weighted Fuzzy 
controller or other intelligent controller. Finally, our work will be directed to the ap-
plication of a real mixer controller into a real data environment. 
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Abstract. The paper considers a novel approach to learning the weight
matrix of a fuzzy cognitive map. An overview of the state-of-the-art
learning methods is presented with a specific emphasis on methods ini-
tially developed for artificial neural networks, and later adapted for
FCMs. These have mostly been based on the concept of Hebbian learning.
Inspired by the amount of success these methods have faced in the past,
the paper proposes a new approach based on the application of the delta
rule and the principle of backpropagation, both of which were originally
designed for artificial neural networks as well. It is shown by simulation
experiments and comparison with the existing approach based on non-
linear Hebbian learning that the proposed approach achieves favourable
results, and that these are superior to those of the existing method by
several orders of magnitude. Finally, some possible lines of further inves-
tigation are suggested.

Keywords: fuzzy cognitive maps, learning, backpropagation.

1 Introduction

In the past several learning methods from the theory of artificial neural networks
(ANNs) have been introduced into the theory of fuzzy cognitive maps (FCMs),
and have become successful tools for either learning the weight matrix of the
FCM from scratch, or tuning an initial weight matrix provided by a group of
experts.

Most notable among such approaches were those based on the concept of
Hebbian learning. It has been shown before that Hebbian learning can indeed be
used to train an FCM from historical data (train it to perform regression). The
approach is known as data-driven nonlinear Hebbian learning (DD-NHL). How-
ever, Hebbian learning has originally been proposed as an unsupervised learning
approach, and it is therefore not necessarily best suited for such application.

In this paper we propose an alternative approach, which too is based on a
learning method originally designed for ANNs, that is to say on the delta rule
and the backpropagation principle.

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 547–556, 2013.
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The following sections will provide a brief overview of the DD-NHL approach.
It will then proceed to give some essentials concerning the theoretical back-
ground concerning the delta rule, and backpropagation. The details concerning
the method proposed in this paper will be discussed. Finally, experimental re-
sults will be presented and evaluated, and a comparison with DD-NHL will be
provided.

2 Fuzzy Cognitive Maps

Fuzzy cognitive maps (FCMs) are a symbolic representation for the description
and modelling of complex systems [1]. They can be expressed and visualized
using a weighted directed graph. The nodes of such graph represent the concepts
associated with the modelled system. Every concept Ci is associated with its
activation value Ai.

The edges in the graph are directed and weighted. The weights wij ∈ [−1, 1]
express causal relationships between the concepts. If wij > 0, we say that concept
Ci causes Cj . If wij < 0, concept Ci has negative influence on the activation value
of Cj . If wij = 0, there is no link.

At every time step activation values are updated. The update is synchronous.
The update rule has several distinct forms. We will make use of the most general
one proposed in [2] (the notation has been modified for the sake of consistency):

A
(k+1)
i = f

⎛⎝ N∑
j=1

A
(k)
j wji

⎞⎠ , (1)

where N is the number of concepts, A
(k)
i is the activation value of concept Ci

at time step k. f is the squashing function, which squashes the dot product
N∑
j=1

A
(k)
j wji into some convenient interval.

Most often, f is either the sigmoid function, which squashes the dot product
into interval [0, 1], or the hyperbolic tangent, which yields the interval [−1, 1].
The weight matrix of the FCM is usually constructed by experts. There are sev-
eral approaches which make the task easier and more reliable – for the discussion
of these, the reader may refer to [1, 3] for an instance.

2.1 Fuzzy Cognitive Maps and Learning

There are two main classes of problems in the theory of FCMs to which the
existing learning methods apply: (a) the regression problem, that is how an FCM
can be trained as a regression model for a given dataset; (b)the attractor problem,
that is to say given an initial FCM, how can we shift its attractor to a desired
point, encode a given limit-cycle, etc.

In this paper we shall focus on the regression problem. The methods that can
address the regression problem have very useful applications – given data from a
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real system, they can make the FCM automatically learn to model the system.
They can also be used to fine-tune an existing model designed by experts.

Several learning principles originally developed for ANNs have previously been
applied to FCMs. These approaches were based on the concept of Hebbian learn-
ing. They come in several distinct flavours which will be listed hereinafter.

The first among the approaches inspired by Hebbian learning is the so-called
differential Hebbian learning (DHL) [2, 4]. It has been shown that the rule is able
to encode some sequences into the FCM. However it is not capable of encoding an
arbitrary sequence. Furthermore only binary (or bipolar) sequences are considered.

In [5] the authors propose the so-called active Hebbian learning (AHL) method,
which introduces the idea of the sequence of activation. The expert specifies the
sequence in which the concepts are activated. The process starts from a concept
which activates concepts linked to it, and thus the activation propagates until all
the concepts have been activated at which point the simulation cycle stops and
a new one starts. A distinct form of the Hebb rule is used to provide learning.

Finally, there are several papers (e.g. [6–9]) discussing the so-called nonlinear
Hebbian learning (NHL). The learning rule used in this approach is the Oja rule
[6], although in [7] several extensions are added to it. The procedure is as follows:
An initial FCM is constructed by the experts. This is run using equation (1). In
addition, at every step the rule is applied using the current activation values. Thus
the NHLmethod does not simply learn the proper weightmatrix, but rather it also
helps to drive the process of convergence in an online manner [8].

A more traditional application of the NHL rule is proposed in [9]. In this
case, NHL is used to make an FCM with a randomly initialized weight matrix
learn the cause-effect relationships from historical data. This approach is called
data-driven NHL (DD-NHL). Ideally, historical data from a real system should
be used, but [9] suggests that we can create another FCM with a random weight
matrix, and use that to generate the historical data instead. Such FCM is run
from a randomly selected initial state for a predefined number of steps, and the
resulting concept sequence is used as historical data.

3 Delta Rule and Backpropagation

This section will set forth some of the theory concerning the delta rule and the
principle of backpropagation – methods originally designed for learning in ANNs,
which we now propose to apply to the regression problem of FCM learning.

3.1 The Delta Rule

The delta rule is probably the best known approach to learning weights of an arti-
ficial neuron. It has been designed for supervised learning – that is to say learning
from a dataset consisting of pairs of the following form: (input, desired output).
That is to say, for every sample in the dataset the input as well as the correspond-
ing desired output is specified. Thus it is possible to form an error function [10]:
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E(W ) =
∑
p

Ep(W ) =
1

2

∑
p

(Dp −Op)2, (2)

where W denotes the weight matrix, and Dp and Op denote the desired and the
real output for input pattern p.

The error function can then be minimized using gradient descent, which leads
to the following learning rule [10]:

Δpwj = γδpxj , (3)

where Δpwj denotes the prescribed change of weight wj due to pattern p, γ is
the learning rate, and δp = (Dp − Op)f ′(up). f ′(p) is the first derivative of the

squashing function, and up =
∑N

j=1 wjx
p
j is the inner potential of the neuron

(xp
j is the i-th input of the neuron with pattern p at the input).

3.2 The Backpropagation Principle

The delta rule cannot by itself be used for learning in multi-layer networks,
because only the errors of the output neurons can be computed directly – desired
outputs of hidden neurons are unspecified.

However, the delta rule can be further generalized to multi-layer networks
using the so-called backpropagation principle – in which case the error is propa-
gated back from the output layer to hidden layers. Again, the full derivation of
the rule can be found in [10], and we will only state the resulting rule:

δph = f ′(up
h)

No∑
o=1

δpowho, (4)

where h refers to a neuron of the hidden layer, and o refers to neurons of the
output layer.No is the number of neurons in the output layer. If there are several
hidden layers, the principle can be applied recursively.

The backpropagation principle has further been extended to perform learning
in recurrent neural networks (RNNs) – the approach is known as backpropagation
through time (BPTT). The idea is that an RNN can be unwrapped in time into
a feedforward ANN, and then trained using backpropagation. (For additional
details and precise mathematical and algorithmic formulations the reader may
refer to [11].)

4 The Proposed Approach

Let us now briefly discuss how we propose to apply the above-mentioned prin-
ciples to solve the regression problem of FCM learning.
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4.1 One-Step Delta Rule

First of all, we can directly use the delta rule as given above. The FCM can be
considered as a single-layer network, and thus in this version we do not need
to employ the backpropagation principle. Also, since we will be learning from
historical data where values of concepts are provided for every time step, we
should need to do no BPTT either. We will hereinafter refer to this baseline
approach as the one-step delta rule approach (OSDR). The results, comparison,
and evaluation will follow in a separate section.

4.2 Every-Step Delta Rule with Windowed BPTT

A further approach is proposed and studied by the authors: the every-step delta
rule with windowed BPTT (ESWB) approach. In this case the sequence of his-
torical data is cut into windows of a given size and with a given overlap. For the
sake of brevity we will use the notation w[window size, overlap size] to describe
windowing. The window size is understood to be the number of samples the win-
dow contains, and the overlap size is the number of samples which the window
shares with the following one. Thus, windowing of w[5, 4] refers to windowing
with window size of 5 samples and overlap of 4 samples.

In the ESWB approach we take the first sample and use that as the input
of the FCM. The FCM is then run for window size – 1 steps. Concept values
from the last step are compared to the last sample in the window. Delta rule is
applied to compute the error and to compute weight updates. The updates are
stored in a separate vector – they are not applied to the FCM directly.

BPTT is then applied to propagate the error from the last step back in time.
In addition to this backpropagated error, we also compute the error using the
corresponding samples from the window. These two errors are added together
and used to compute weight updates. Weight updates from all steps are accu-
mulated in the same vector and once all steps have been considered, they are
applied to the FCM as a batch.

Afterwards the algorithm moves to another window. In this way we make use
of both – the BPTT and the error computed for that particular sample.

4.3 One-Step Delta Rule with Windowed BPTT

The final approach is proposed mainly for comparison with the one-step delta
rule with windowed BPTT (OSWB) approach. This approach is closely related
to ESWB except that once the errors are computed using the last sample in
the window, only BPTT is used to compute weight updates. The other samples
from the window are not used to compute error.

5 Simulation Experiments

We conducted several simulation experiments. These were laid out in such man-
ner as to make the results easily comparable to those presented in [9].
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Similarly to their work, we first generate an FCM with a random weight
matrix. This FCM is run for 20 steps so as to generate the historical data.
The data is afterwards used to form (input, desired output) pairs for delta rule
learning. Learning proceeds on this data for the maximum of 100 epochs (it will
also stop if the error goes below 1.10−4). The learning rate is fixed to 0.2.

Testing is first done on the same 20 data steps used in training: these results
are used to compute the in-sample mean square error (MSE). In addition to
that, 10 random initial states are generated and the FCMs are run from each
of these for 20 steps. The difference between the outputs of the original and
the trained FCM is measured and used to compute the out-sample MSE (the
procedure taken in [9]).

5.1 Simulation Setup

Unless said otherwise, for every single setting the learning was tested with FCMs
of several sizes – with 5 concepts, 10 concepts, and 20 concepts – and with
the connection density of 20% and 40% (again the procedure from [9]). The
whole process was repeated for 20 independent runs each time. The results were
averaged across the runs.

For every configuration the mean square error (MSE) is reported, and also
the MSEattr, which specifies how precisely the stable state (the attractor) of
the learning FCM corresponds to that of the original FCM – again by giving
the mean square error for that. It should be noted, that we compare the values
of all concepts – not just of several randomly selected concepts as done in [9].
Also, we did not do restarts in cases when the algorithm did not converge – the
algorithm converged to an acceptable solution every time.

5.2 One-Step Delta Rule

The results achieved using one-step delta rule (OSDR) follow in Table 1.

Table 1. Errors using the one-step delta rule

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 9.96 E-5 3.88 E-6 2.51 E-4 3.88 E-6

40% 2.14 E-4 8.69 E-6 3.77 E-4 8.69 E-6

10 20% 2.38 E-4 7.23 E-6 1.09 E-3 7.23 E-6

40% 3.77 E-4 1.89 E-5 1.23 E-3 1.89 E-5

20 20% 4.13 E-4 2.68 E-5 2.89 E-3 2.68 E-5

40% 6.79 E-4 2.15 E-4 2.22 E-3 2.15 E-4

We also include results achieved DD-NHL [9] for comparison (Table 2). How-
ever, it is difficult to give adequate interpretation to some of the results reported
there. 100% accuracy is reported, by which it is understood that none of the tar-
get concepts differs from its desired value by more than 0.1 once the stable state
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is reached. However, the policy used by the authors is to restart the algorithm
from a new randomly-generated initial weight matrix unless it achieves the ac-
curacy of 100% after a predefined number of iterations. Thus, learning is bound
to either achieve 100% accuracy at some point, or else to go on indefinitely. It
would be of interest to learn how many restarts were required under any given
scenario.

Table 2. Errors using DD-NHL

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 0.129 ? 0.129 ?

40% 0.129 ? 0.129 ?

10 20% 0.176 ? 0.175 ?

40% 0.180 ? 0.180 ?

20 20% 0.180 ? 0.180 ?

40% 0.207 ? 0.207 ?

In any case, the comparison shows that the results achieved using OSDR are
more precise than those achieved using DD-NHL – and that by several orders of
magnitude.

We may also note that we have experimented with several levels of connection
density for the initial weight matrix of the learning FCM, but this did not appear
to make any considerable difference.

5.3 Every-Step Delta Rule with Windowed BPTT

The next experiment was carried out using the ESWB approach. Windowing of
w[5, 4] was used to cut the signal up. The results are presented in Table 3.

When we compare the results with those achieved using one-step delta rule
(OSDR; Table 1), we must conclude that the results achieved using ESWB seem
better – except those for the out-sample MSE, which means that generalization
has regressed a little.

Table 3. Errors using ESWB with w[5, 4]

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 9.08 E-5 1.45 E-7 2.53 E-4 1.45 E-7

40% 1.88 E-4 2.50 E-7 3.86 E-4 2.50 E-7

10 20% 2.77 E-4 2.42 E-7 1.01 E-3 2.42 E-7

40% 3.16 E-4 1.01 E-6 1.15 E-3 1.01 E-6

20 20% 3.38 E-4 1.60 E-6 2.86 E-3 1.60 E-6

40% 5.72 E-4 3.05 E-5 1.98 E-3 3.05 E-5
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What we cannot say with certainty yet is whether the difference results from
using ESWB, or whether it is simply the effect of doing more training (OSDR
is now done several times for most steps due to the overlapping). To ascertain
how much effect should be ascribed to that we present Table 4, which provides
results for OSDR with the maximum number of epochs set to 500 instead of 100
(because most samples now form part of 5 windows instead of one).

Table 4. Errors using OSDR; and max. of 500 epochs

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 1.01 E-4 1.31 E-7 2.06 E-4 1.31 E-7

40% 1.42 E-4 1.99 E-7 3.75 E-4 1.99 E-7

10 20% 2.28 E-4 2.38 E-7 9.99 E-4 2.38 E-7

40% 3.24 E-4 9.50 E-7 1.17 E-3 9.50 E-7

20 20% 3.82 E-4 1.56 E-6 2.96 E-3 1.55 E-6

40% 5.34 E-4 2.67 E-5 1.96 E-3 2.67 E-5

The results for in-sample MSE and out-sample are rather mixed in this case –
none of the two approaches seems to be decisively the better. Therefore we may
conclude that combining the delta rule with BPTT as ESWB approach suggests
does not produce any significant improvement.

5.4 One-Step Delta Rule with Windowed BPTT

Finally, let us present the results achieved using the OSWB approach. Although
the results of the ESWB approach were not very encouraging, the results of
OSWB will be of some theoretical interest even if they prove to be only compa-
rable to those of OSDR with 500 epochs (Table 4) – this will indicate BPTT can
efficiently be applied to FCMs, and it even to a certain extent able to supply
for computing the actual difference between the desired and the real output at
some steps. This property may be useful when data for some of the concepts is
not available for all steps, or is not available at all.

The results follow in Table 5. Windowing of w[5, 4] was applied.

Table 5. Errors using OSWB with w[5, 4].

IN-SAMPLE OUT-SAMPLE

Size Density MSE MSEattr MSE MSEattr

5 20% 1.06 E-4 1.07 E-7 2.72 E-4 1.08 E-7

40% 1.89 E-4 2.23 E-7 4.12 E-4 2.23 E-7

10 20% 2.13 E-4 1.48 E-7 9.41 E-4 1.48 E-7

40% 3.17 E-4 1.38 E-6 1.05 E-3 1.38 E-6

20 20% 3.77 E-4 1.79 E-6 2.95 E-3 1.79 E-6

40% 5.35 E-4 2.67 E-5 1.96 E-3 2.67 E-5
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We conclude that the results are indeed comparable to those achieved using
the 500 epoch OSDR, and using ESWB. In fact, in some cases OSWB even
achieves better results than ESWB.

6 Further Work

Several lines of future investigation may be suggested. There is little doubt that
learning can be made faster and more precise yet by using some of the more
advanced learning methods based on the backpropagation principle, such as
Quickprop, Rprop, or by the Levenberg-Marquardt algorithm. To ascertain how
much effect such methods will have on learning FCMs may form part of future
work.

Also, generalization could be improved by using historical data starting from
several initial states instead of just one sequence of data. It is obvious that one
sequence may not contain all the data required to learn the corresponding matrix
accurately. In cases when more data is available, generalization may be improved
considerably.

It should also be noted that the backpropagation algorithm could be used
to learn even in cases where the activation values of some of the concepts re-
main unknown. Simulation results achieved using the OSWB method indicate
that backpropagation and BPTT in particular can be used effectively in FCM
learning. On the other hand, however, if several concepts are left unspecified,
the learning algorithm will not be able to discriminate between them as it has
no innate understanding of their meaning whatsoever. Therefore this issue will
need some further investigation.

It also remains to be shown how well the learning method will perform when
some of the weights are forced to remain fixed to their initial values.

7 Conclusion

The paper has presented an overview of the state-of-the-art methods for learn-
ing weights of a fuzzy cognitive map. Special emphasis has been put on methods
based on Hebbian learning, which has originally been designed for artificial neu-
ral networks.

Inspired by the success of these approaches, we have proposed and presented
a new method based on the delta rule, and the backpropagation principle, which
has also originally been designed for neural networks. We have given a detailed
description of our approach, and of its several varieties. These have been dis-
cussed, tested by simulation experiments, and compared with data-driven non-
linear Hebbian learning.

It has been shown that the results achieved using the proposed method surpass
the accuracy of nonlinear Hebbian learning by several orders of magnitude.

All the varieties of the approach have been tested in turn. The results seem
to indicate that the principle of backpropagation, and especially that of back-
propagation through time can be used effectively in FCM learning. This should



556 M. Gregor and P.P. Groumpos

allow us to train the FCM even in cases, where the activation values of certain
concept are not know, or even in cases where values for certain time steps are
missing. However, these ideas need further investigation.

In addition to this, several other potential lines of future research and devel-
opment have been indicated.
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Abstract. E-tourism services open up new opportunities for businesses to ex-
pand and when possible to gain completive advantage. Dynamic pricing is an 
area of interest for both researchers and professionals. It’s the process of price 
specification in a way that best suits a tourism organization under certain cir-
cumstances that reflect its competitive environment. Many research studies 
have addressed dynamic pricing from different perspectives. This study sug-
gests that the use of a hybrid approach that combines Delphi method and fuzzy 
cognitive maps is suitable for it introduces fuzzy logic in order to capture the 
subjectivity and vagueness involved into evaluating the business settings, but it 
also provides for the necessary flexibility in analyzing the assumptions and the 
implications of different pricing scenarios. 

Keywords: dynamic pricing, Delphi method, fuzzy cognitive maps, hotel 
management, e-tourism. 

1 Introduction 

Tourist arrivals around the world will increase over 200% by 2020 as predicted by the 
World Tourism Organization [35]. The hotel service has four characteristics [15], 
[36]: Intangibility: referring to the nature of the service. A service consumer cannot 
judge the quality of a service until the service is consumed. Inseparability: which 
implies that both the customer and the service provider should be present so that the 
service takes place. Variability: implying that the service depends on the provider, the 
time and the location that is consumed by the customer. Perishability: which refers to 
the inability of the services to be stored and consumed another time. Heterogeneity: 
implying that when in contrast to the products, services can be differentiated, espe-
cially due to the fact that they are intangible. 

Tourism is a highly competitive business but its competitive advantage is no  
longer natural, but increasingly driven by science, information technology and inno-
vation [5]. The Internet represents already the primary source for tourist to gather 
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information for travelers, since 95% of Web users use the Internet to gather travel 
related information and about 93% indicate that they visited tourism Web sites when 
planning for vacations let alone the fact that the number of people who search the 
Internet for tourism related information increases rapidly [5]. Travelers increasingly 
resort to the Internet to search for tourism offers, to collect destination information 
and to organize their trips. The available information is there on the web and steadily 
increasing as well, thus making competition among business more intensive. In such a 
volatile environment, with well-informed competitors as well as customers, hotel 
management should adapt their pricing policy in order to meet the requirements of 
tourists but also to respond to challenges of the competition. 

However, one of the most important features in hotel management, also in the tour-
ism industry as a whole, is that many of its products / services are perishable. This 
makes it more difficult to set the appropriate price for a given business environment at 
a given point in time [10]. In addition, bearing in mind that tourism is extremely  
vulnerable to various external pressures and events, such as natural disasters and  
terrorist attacks, one cannot be sure for its demand. Therefore, dynamic pricing  
becomes an even more complicated decision problem [34]. As a result, drawing  
the appropriate pricing policy that can flexibly adjust to current circumstances is of 
paramount importance for hotel management. 

2 Literature Review 

One of the many implications that e-tourism has brought to tourism industry is the 
way that tourism businesses set the price for their services. Dynamic pricing, stems 
from dynamic packaging, which can be defined as “the combining of different travel 
components, bundled and priced in real time, in response to the request of the con-
sumer or booking agent” [5]. The problem in the dynamic pricing in the case of the 
hotel industry is related to the unknown demand distribution of this service [34]. Lew-
is and Chambers (1989), in Danziger et al., (2004) [10], claim that “pricing in the 
hotel industry appears to be unscientific, self-defeating, myopic, and not customer-
based”. Other than the seasonality, hotel service prices are influenced by factors such 
as unknown demand distribution, income availability, the political stability in a tour-
ism destination, the terrorist attacks, etc. [34]. 

Dynamic pricing originally introduced in the early 2000s from hotel chains, such 
as Hilton, InterContinental and Ledra Marriott [23]. Dynamic pricing, which is also 
known as yield management pricing policy [2], [30] is commonly used in the hotel 
industry, implying “a method that can help a firm to sell the right inventory unit to the 
right customers at the right time and at the right price, and thus to help a company 
optimize its profit”. It is also defined as a sophisticated way of managing the of-
fer/demand by manipulating prices and available capacity simultaneously [30]. Dy-
namic pricing is related to policies such as the Last Room Availability (LRA) and the 
Best Available Rate (BAR). The LRA policy offers better prices for certain number or 
types of rooms. A hotel could for example adopt the LRA policy for all room types, 
365 days a year, as opposed to a static agreement, where LRA is offered in only 2 
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room types [29]. On the other hand, BAR ensures customers that the price they pay is 
the best rate a hotel can offer, given the demand for that particular day [29].  

There are two ways for consumers and service providers to reach a dynamic pric-
ing agreement. The first is associated to a client who has a significant volume for a 
specific hotel. The amount of discount off of the Best Available Rate (BAR) reflects 
on the one hand the volume that the client brings to this hotel and on the other the 
travel patterns of the client [29]. The second way to reach a dynamic pricing agree-
ment is associated to the multi-location and the minimal volume of this agreement, in 
which case, the client offers small volumes for several locations; thus the hotel chain 
will offer a minimal discount off of the Best Available Rate (BAR) [29]. A blend of 
these two ways is also possible. Given the fact that the pricing in the case of the hotel 
industry is based on a constrained supply and a fluctuating demand, the static model 
of pricing is not realistic. Hence, the dynamic pricing model is regarded as a reasona-
ble solution [29]. Several methods have been applied for hotel services pricing such 
as the Activity Based Costing –ABC [9], the thumb approach and the Hubbart formu-
la. According to the first, “the room price is equal to 1/1000 of the investment price”, 
whereas according to the Hubbart formula “the room rate equals the satisfied room 
revenue divided by the anticipated rooms sold, and satisfied room revenue is the cost 
of the hotel and the owner-desired profit”[6]. Recent studies indicate the value of 
dynamic pricing in terms the financial but also other tangible or intangible benefits it 
produces for hotels. 

3 Methodology 

The aim of this research is to determine the factors that mostly affect the process of 
dynamic pricing and to develop a model that supports the process of dynamic pricing. 
This study consists of two phases. The first phase adopts the Delphi method and cap-
tures the opinions of a group of 30 experts, with respect to the most influential pricing 
factors. A two-round Delphi method identified 20 pricing variables which were then 
included in the dynamic pricing model. In the second phase the same group of experts 
had to indicate the interrelationships among the factors identified during the first 
phase. Then, this study utilizes fuzzy cognitive maps in order to model the interrela-
tionships among the factors identified and to provide a model that supports pricing 
scenarios analysis. The experts were asked to express their beliefs with respect to the 
strength and polarity of all possible causal relationships among the pricing factors 
identified from the Delphi method.  

3.1 Delphi Method 

The Delphi method (DM) was originally developed by Dalkey and Helmer [8]. It can 
be used to acquire experts’ knowledge and beliefs and reach a reliable consensus 
among the experts [24]. DM rounds (up to four) of experts’ questioning provide the 
experts with important information, like medians, averages and deviation from  
the previous rounds, so that they can rethink and revise their original beliefs and  
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assumptions. Studies show that the experts’ opinions converge towards the average of 
the group’s opinions [4]. DM is applied through a series of recurring questions, usual-
ly in the form of questionnaires to a group of experts. After each round of question-
ing, the questions of each subsequent cycle to each member are accompanied by  
information on the responses of the other group members, which are presented ano-
nymously. In this way, feedback is given for the experts to revise their opinions.  
According to Skulmoski et al. [32], the Delphi method is characterised by the Ano-
nymity of the Delphi participants, the Iteration, through which the participants recon-
sider their opinions, the Controlled feedback, since it provides feedback information 
to the experts regarding the other members’ opinions from previous rounds and Statis-
tical aggregation of the experts’ responses, thus producing the consensus of the group. 
DM is simple and flexible [32], it avoids a direct confrontation among the participants 
during the application of the method [28] and it also offers the experts feedback in 
order to review their assumptions and positions [27]. 

Many methods have been proposed to combine experts’ opinions such as mean, 
median, max, min, mixed operators [20]. This research uses the geometric mean to 
represent experts’ consensus. Thus, the importance of each of the factors identified is 
calculated by using the geometric mean of all the corresponding answers of the partic-
ipants. The geometric mean has been used in the literature as one of the best ways to 
aggregate experts’ opinions [16]. 

According to Mullen [26], there is no consensus regarding the size of the experts 
panel required by DM. Panel sizes as little as 9 experts [12] have been used in DM, or 
groups of 10 experts [3], 13 experts[22], or 31 members[16]. DM studies have also 
engaged groups as large as low hundreds, or even thousands in some studies in Japan 
[21]. The panel size of 30 experts in the current study is therefore, within the recom-
mend range. 

3.2 Fuzzy Cognitive Maps 

A Fuzzy Cognitive Map (FCM) is a graph that consists of a number of nodes Ci 
representing the concepts of the domain in study. These nodes are connected to each 
other with weighted arcs W(i,j) showing how concept i is causally affected by concept 
j. The arcs that connect two concepts have weights that correspond to fuzzy qualifiers, 
such as ‘a little’, ‘moderately’, ‘a lot’. Furthermore fuzzy numbers can be assigned in 
order to show the extent to which a concept affects another. FCMs are commonly 
used to model and study perceptions about a domain, to investigate the interrelation-
ships among its concepts and to draw conclusions based on the implications of specif-
ic scenarios. The impact among the concepts of a FCM is estimated using the indirect 
effect. In other words, the impact caused due to the interrelationships among the con-
cepts along the path from a cause variable (X) to an effect variable (Y) and the total 
effect, i.e. the sum of all the indirect effects from the cause variable X to the effect 
variable Y [14]. 

FCMs are represented by means of an NxN matrix, where N is the number of  
the concepts in the FCM with i and j representing concepts in the FCM. Every value 
of this matrix represents the strength and direction of causality between interrelated 
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concepts. The value of causality is assigned values from the interval [-1, +1].  
According to [31]: 

• > 0 indicates a causal increase or positive causality from node i to j. 
• = 0 there is no causality from node i to j. 
• < 0 indicates a causal decrease or negative causality from node i to j. 

The multiplication between matrices representing FCMs produces the indirect and 
total effects [37] and allows the study of the impact that a given causal effect D1 is 
causing. Causal effects can be represented with a 1xN vector [1]. This impact is cal-
culated through repeated multiplications: ΕxD1 = D2, ExD2 = D3 and so forth, that 
is, ExDi = Di+1, until equilibrium is reached, which is the final result of the effect 
D1. Equilibrium is reached when the final result equals to zero, i.e. all cells of the 
resulting vector are equal to zero (0) and there is no any further causal impact caused 
by any concept. Different thresholds, depending on the modelling needs, restrict the 
values that result from each multiplication within the range [-1, +1]. Therefore, if a 
value is greater than (+1) then it is set to (+1), or it is set to (-1) if the resulting value 
exceeds the lower limit of (-1). For example, a threshold of (+/-0.5) implies that if the 
resulting value is greater than (+0.5) or lower than (-0.5) then the value is set to (+1) 
or (-1) respectively. FCMs have been used in many applications such as in modelling 
complex dynamic, which are characterized by strong non linearity [33], in persona-
lised recommendations [17], [25],  in managing relations in airline services [13], in 
systems modelling and decision making [14], in EDI design [18] and in EDI perfor-
mance evaluation [19].  

In order to construct the FCM, this study adopts the approach proposed by [3-4], 
who propose the development of an FCM for ERP tools selection based on experts’ 
consensus, which was reached after a two-round consultation with the use of the Del-
phi method. The FCM is constructed by considering the median of the experts’ res-
ponses in order to represent the magnitude of causality among the FCM concepts. As 
for the sign of each causal relationship, the sign that the majority of the experts pro-
pose is selected.  

4 Delphi Method Results 

The group of experts who agreed to participate in this study had to specify the impor-
tant factors that influence hotel service prices. The two-round Delphi method resulted 
in the following list of 20 factors. 

The results show that trust is the foremost important factor that influences service 
price and the decision of a customer to proceed in booking. It is interesting to note 
that experts find trust even more important than demand. It implies that long term 
good reputation of the hotel and its highly appreciated services among the customers 
can provide the foundation for the hotel management to adjust pricing policies even at 
hard times. Therefore, hotel management should pay special attention to increasing its 
customers’ trust towards their hotel services. 
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Table 1. List of factors affecting dynamic pricing 

Factors affecting dynamic pricing 
Geometric 

Mean 
Trust: Hotels ability to reflect all the necessary reassurances to gain cus-
tomers trust. 

4.39 

Product's description: All the necessary information that may interest the 
customer regarding offered services and hotel facilities. 

4.16 

Awareness and Star Rating: The importance of hotels brand awareness as 
well as its Star Rating Categorization. 

3.60 

The distribution channel: The distribution channel that the company uses for 
its dynamic pricing, and its nature. (Internet, mobile devices, agencies etc). 

3.69 

Forecast ability: Hotel's ability to forecast future bookings (short and 
long term). 

3.70 

Booking incentives: The incentives that hotels offer to its customers in 
order to increase bookings efficiency. Eg: LRA (Last Room Availabil-
ity), BRG (Best Rate Guarantee) etc. 

3.65 

The profile of the customer: The nature of the potential customer. For 
example, there are high-value customers willing to pay more and low-
value customers looking for last minute offers. 

3.27 

Customer's behavioural trends: The way customers react. For example, 
buyers tend to request a ceiling or cap rate because they don't like to 
drive into the unknown. 

4.09 

Competition: The competition between hotels operating in the same market. 3.72 
Market orientation: How clear is the orientation of the market through which 
the hotel offers its services? There is a variety of markets and most of them, 
present their prices as the best existing prices. This can confuse customers. 

3.70 

Heterogeneity among hotels: Usually, many hotels operate in the same 
area, of the same heterogeneous type of service and ranking. 

3.65 

Demand and availability: Demand and availability over the region where 
the hotel operates. 

3.43 

Economical and political situation: Economical and political situation on 
the region where the hotel operates. 

3.81 

Legal constraints: There may exist legal constraints regarding the nature 
of the offers, such as maximum and minimum possible prices. 

3.48 

Booking Season: A product may have different price on an ordinary date 
and different on a holiday season. 

3.06 

Customer's perceptions: Customer's perceptions of price and satisfaction. 
The perception of price fairness over offered services etc. 

3.70 

Customer's preferences: Depending on the product, there might be various 
preferences that define the final product price (wifi, breakfast/dinner etc). 

3.58 

Room availability: Room availability in the hotel. 2.46 

Historical records: Historical records that allow a company to make price 
decisions based on earlier records. 

3.69 

Customer arrival rate: The arrival rate of new customers at the hotel. 3.71 
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5 Fuzzy Cognitive Mapping 

Following the Delphi method, the experts were asked to judge the direction and 
strength of interrelationships among the pricing factors. The median was calculated in 
order to specify the strength of factors’ interralationships, for it allows for positive or 
negative signs to be modelled in the FCM. As for the sign of each relationship, 
following the method by Bueno and Salmeron [3], it is defined according to the 
majority of the experts’ answers. By analyzing experts’ responses the following part 
of the complete FCM was constructed: 
 

 

Fig. 1. Part of the Dynamic Pricing FCM 

By implementing the FCM as a matrix, several pricing scenarios can be investi-
gated. For example, assume that a hotel operates in an area of low heterogeneity, 
which implies that hotel services are similar to each other, thus intensifying the com-
petition and subsequently increasing the pressure for lower prices. Other assumptions 
regarding the current situation of the hotel in the scenario are a high trust that custom-
ers hold for the hotel, and high demand. The linguistic variables used to describe the 
scenario are expressed in terms of the following scale [7]: 

Table 2. Linguistic variables and corresponding mean of fuzzy numbers 

Linguistic Values The Mean of fuzzy numbers 
Very High 1 
High 0.75 
Medium 0.5 
Low 0.25 
Very Low 0 
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Each scenario, which assumes a causal effect, is represented by the Scenario-
Vector (SV), which is a vector (1xn), where n is the number of variables that consti-
tute the dynamic pricing FCM. Drawing on the theory of FCM, by multiplying the SV 
and the FCM, the management can examine the implication on prices and then decide 
what the most favourable pricing policies can be assumed and followed. More than 
one multiplication may be needed, until the system produces a final value for the 
“Price” variable, i.e. the price adjustment (PA). The sign of the value of “Price” indi-
cates that the system suggests a price increase or reduction. The value indicates that 
magnitude of the price adjustment which in fuzzy terms can be a very high or high, 
etc. increase.  

Assume the following scenario represented by the activation vector shown in  
Fig. 2: 

 

 

Fig. 2. FCM scenario 

Specifying the threshold at 0.3 the results of the FCM simulation are the following: 
 

 

Fig. 3. FCM result 

The results in Fig. 3 indicate that price could be increased by low while at the same 
time customers’ perception of the hotel will increase by medium. 

By taking into consideration the current price that hotel management can specify 
the new-price for example, with the following multiplication:  

New-Price = (Old-Price) + ((Old-Price) x (Price-Adjustement)).  
For example, if Old-Price=100 euros and Price-Adjustement = +low, then the 

New-Price=100 + (100*0.3) = 130 euros. 

6 Conclusions 

By applying a hybrid approach that combines the Delphi method and fuzzy cognitive 
mapping this research work investigates the potential of developing FCMs in order to 
support dynamic pricing for hotel management. The combination of the two methods 
has been used in other research works [3] but not in dynamic pricing of hotel services. 
The proposed approach to dynamic pricing can provide hotel management with a 
useful tool in their decision making tasks. As a future work, this study suggests the 
full development and evaluation of a useable tool based on FCM for dynamic pricing. 
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Abstract. In this study, a novel self-tuning method based on fuzzy cognitive 
maps (FCMs) for PI controllers is proposed. The proposed FCM mechanism 
works in an online manner and is activated when the set-point (reference) value 
of the closed loop control system changes. Then, FCM tuning mechanism 
changes the parameters of PI controller according to systems’ current and 
desired new reference value to improve the transient and steady state 
performance of the systems. The effectiveness of the proposed FCM based self-
tuning method is shown via simulations on a nonlinear system. The results 
show that the proposed self-tuning methods performances are satisfactory.  

Keywords: Fuzzy cognitive maps, PI controllers, self-tuning, supervisory 
control, optimization. 

1 Introduction 

Although many innovative methodologies have been devised in the past 50 years to 
handle complex control problems and to achieve better performances, the great 
majority of industrial processes are still controlled by means of simple proportional-
integral-derivative (PID) controllers. PID controllers, despite their simple structure, 
assure acceptable performances for a wide range of industrial plants and their usage 
(the tuning of their parameters) is well known among industrial operators. Hence, PID 
controllers provide, in industrial environments, a cost/benefit performance that is 
difficult to beat with other kinds of controllers. Aström states that more than 90% of 
all control loops utilize PID and most of loops are in fact PI [1].  

Cognitive maps were introduced for the first time by Axelrod [2] in 1976 in order 
to signify the binary cause-effect relationships of the elements of an environment. 
Fuzzy cognitive maps (FCM) are fuzzy signed directed graphs with feedbacks, and 
they can model the events, values, goals as a collection of concepts by forging a 
causal link between these concepts [3]. FCM nodes represent concepts, and edges 
represent causal links between the concepts. Most widely used aspects of the FCMs 
are their potential for use in learning from historical data and decision support as a 
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prediction tool. Given an initial state of a system, represented by a set of values of its 
constituent concepts, an FCM can simulate its evolution over time to learn from 
history and predict its future behavior. For instance, it may stand for that the system 
would converge to a point where a certain state of balance would exist, and no further 
changes would occur. 

The main advantages of FCMs are their flexibility and adaptability capabilities [4]. 
As mentioned in [5], [6] and [7], there is a vast interest in FCMs and this interest on 
the part of researchers and industry is increasing in many areas such as control. In [8], 
FCM is studied for modeling complex systems and controlling supervisory control 
systems. In [9], learning approaches based on nonlinear Hebbian rule to train FCMs 
that model industrial process control problems is performed. A cognitive–fuzzy 
model, aiming online fuzzy logic controller (FLC) design and self-fine-tuning is 
implemented [10]. Fuzzy cognitive network (FCN) is used to the adaptive weight 
estimation based on system operation data, fuzzy rule storage mechanism to control 
unknown plants [11]. Besides, FCN is used to construct a maximum power point 
tracker (MPPT) that operates in cooperation with a fuzzy MPPT controller [12]. By 
combining topological and metrical approaches, an approach to mobile robot map-
building that handles qualitatively different types of uncertainty is proposed [13]. A 
method for neural network FCM implementation of the fuzzy inference engine using 
the fuzzy columnar neural network architecture (FCNA) is proposed [14]. 

In this paper, a novel procedure is proposed to design a self-tuning PI controller via 
FCM particularly for nonlinear systems. Because of nonlinear systems’ dissimilar 
characteristics at different operating points, fixed PI controllers cannot perform 
successive behaviors. In the proposed self-tuning method, FCM is used to supervise 
the control system and decide to change the controller parameters when the operating 
point changes.  

2 A Brief Overview of Fuzzy Cognitive Maps 

A fuzzy cognitive map F is a 4-tuple (N, W, C, f) [15] where; N = {N1, N2, …, Nn} is 
the set of n concepts forming the nodes of a graph. W: (Ni, Nj) → wij is a function of 
N×N to K associating wij to a pair of concepts (Ni, Nj), with wij denoting a weight of 
directed edge from Ni to Nj if i ≠ j and wij equal to zero otherwise. Therefore, in brief, 
W(N × N) = (wij ) ∈ Kn×n is a connection matrix. C: Ni → Ci is a function that at each 
concept Ni associates the sequence of its activation degrees such as for t∈N, Ci(t)∈L 
given its activation degree at the moment t. C(0)∈Ln indicates the initial vector and 
specifies initial values of all concept nodes and C(t)∈Ln is a state vector at certain 
iteration t. f: R → L is a transformation function, which includes recurring 
relationship on t≥0 between C(t + 1) and C(t). 

The sign of wij expresses whether the relation between the two concepts is direct or 
inverse. The direction of causality expresses whether the concept Ci causes the 
concept Cj or vice versa. Thus, there are three types of weights [16]: 

Wij > 0, indicates positive causality, 
Wij < 0, indicates negative causality, 
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Wij = 0, indicates no relation. 
Values of concepts change as simulation goes on are calculated by the following 

formula [17]: 

 1 ∑  (1) 

where Ci(t) is the value of ith node at the tth iteration, eij is the edge weight 
(relationship strength) from the concept Ci to the concept Cj, t is the corresponding 
iteration, N is the number of concepts, and f is the transformation (transfer) function. 

In general, there are two kinds of transformation functions used in the FCM 
framework. The first one is the unipolar sigmoid function, where λ > 0 decides the 
steepness of the continuous function f and transforms the content of the function in 
the interval [0,1]. 

   
  (2) 

The other transformation function, hyperbolic tangent, that has been used and which 
transforms the content of the function is in the interval [-1,1], 

  (3) 

where λ is a parameter used to determine proper shape of the function. Both functions 
use λ as a constant for function slope. 

3 PID Controllers 

In industrial environments, PID controllers provide a cost/benefit performance that is 
difficult to beat with other kinds of controllers. It should be pointed that PID 
controllers actually possess characteristics of both PI and PD controllers. However, 
because of their simple structure, PID controllers are particularly suited for pure first 
or second order processes, while industrial plants often present characteristics such as 
high order, long time delays, nonlinearities and so on. For these reasons, it is highly 
desirable to increase the capabilities of PID controllers by adding new features; in this 
way, they can improve their performances for a wide range of plants while retaining 
their basic characteristics.  

Åström and Hägglund [1] have stated that most of PID controllers that using in 
industry is PI controller, which means that D term is set to zero. Because of noises 
and disturbances on the process, derivative actions may affect control performances 
adversely. In order to avoid this drawback in industrial applications, PID controllers 
are mostly used as PI controllers without losing steady state performances. However, 
in some cases, control signal might be generated out of the operating range of 
actuators due to high-valued integral term. Because of these limitations and 
saturations, closed loop control structure might be broken for a while. Accordingly, 
system begins following set point with a short-term steady state error which is called 
wind-up [18].  
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PID controller in parallel form includes sum of proportional, integral, and 
derivative terms of the error signal. It can be written in time-domain as given as 
follows:   (4) 

Laplace form of the (4) is simpler than the time-domain. Transfer function of a 
parallel connected PID controller is written in (5) as below 1 1

(5) 
where Kp is the proportional, Ki is the integral, Kd is the derivative gain, Ti is the 
integral Td is the derivative time constants. The tuning methods of PID controllers for 
the both linear and nonlinear systems have different approaches. 

A system is said to be linear if it obeys the two fundamental principles of 
homogeneity and additivity. If a given process does not satisfy with the two 
principles, it can be said that the process is a nonlinear. The controller design for a 
linear system is more straight-forwardly in comparison with a nonlinear system. It is 
an obvious fact that the most PID controller design methods are focused on linear 
systems up to the present. The linear system is not dependent on initial conditions or 
operating point. [19] states that the essential disadvantage of existing design methods 
of PI or PID controllers is that desire transient responses cannot be assured for 
nonlinear systems especially parameter variations and unknown external disturbances. 
It is a novel idea to overcome this problem that self-tuning methods which determine 
the controller parameters might be used. As mentioned above, controlling the 
nonlinear systems with linear PID controllers is not a convenient strategy. Some 
studies show that combining of the PID controller with gain scheduling gives fine 
result [20]. The auto-tuning of a PID controller procedure needs gradually less 
exertion than gain schedule strategy [1]. In these mechanisms, PID parameters are the 
functions of error (and derivative of error) or/and process states [21]. There are varied 
prominent studies in self-tuning PID field. Supervisory control or self-tuning can be 
executed via different methods, for instance optimization based [21-23], fuzzy-logic 
mechanism [24, 25], neural networks [26, 27]. In this paper, for the first time in the 
literature and beside of mentioned self-tuning PID strategies, the self-tuning PI 
controller via FCM method is proposed. 

4 Self-tuning Method Based on FCM for PI Controllers 

In this section, the proposed self-tuning PI controller via fuzzy cognitive map, which 
is illustrated in Fig. 1, is presented particularly for the nonlinear systems. When the 
reference value (r(t)) of the closed-loop control system is changed, FCM tuning 
mechanism is triggered. Then, FCM self-tuning mechanism changes control 
parameters, which are the static gain ( ) and the integral time constant (  of PI 
controller according to system’s current state and destination. Since systems are 
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nonlinear, its dynamics and static characteristics are not same for different working 
points. So, as the process state changes the optimal parameters of PI control will 
naturally change nonlinearly. The nonlinear behavior of changing PI control 
parameters are mimicked with the help of FCM. Therefore, main objective is 
designing a FCM mechanism that represents nonlinear changing behavior of PI 
control parameters for different operating conditions. Since  and  are 
independent from each other, FCM design can be separated into two sub FCM design. 
The design methodology is the same for each controller parameter, so only one of the 
sub-FCM is discussed in details.  
 

 

Fig. 1. Self-tuning PI controller structure 

In a FCM design, the first step is determining the concepts. In the tuning 
mechanism, the system’s current output and the desired set-point are the input nodes, 
given as  and . In addition, the output concept is  (or , as . To represent 
nonlinearity of the self-tuning strategy a number of extra inner concepts , which 
represent the nonlinear behavior of the parameter change, are needed. Here, 3, 4, … , -1 and   is total of the concepts depending on the system.  

The next step is to determine which concepts are connected to each other. In 
proposed sub FCM, it is assumed that input concepts are affecting to the whole other 
concepts, moreover output concepts are affected by the whole other concepts. The 
inner nodes are affected from the previous other nodes, and affects to next nodes with 
a one iteration delay. Therefore, one of the proposed inner concept, , is affected 
from  the previous concepts , , … ,  representing nonlinearity. In a similar 
way,  is affecting the further inner concepts  , , … ,  with a one iteration 
delay.   

The third step is to determine the transformation functions  given in (3). In the 
proposed method all concepts expect inner nodes have their own transformation 
functions. By putting all together the change of  provided that 2 at (t+1)th 

iteration will be calculated as follows: 

1 2 (6) 
where   is corresponding transformation function of  with .  
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The last step is to determine connection matrix  and  for transformation 
functions with an appropriate FCM learning methods [28-30] where 3,4 … , . 
Then the built two sub-FCMs are merged into a single FCM to construct the self-
tuning mechanism. 

5 Simulation Results 

A second order nonlinear process with time delay is chosen in order to demonstrate 
the effectiveness of proposed self-tuning PI controller via FCM. As given in [31], the 
nonlinear process can be described by the following differential equation. In practical 
studies, time delay constant ( ) is fixed to 5 seconds. 0.25     (7) 

For this simulation example, the number of inner concepts that represent the 
nonlinear relations in self-tuning is chosen as 6; therefore a FCM with 16 concepts is 
design. The FCM designed for self-tuning is given in Fig. 2. Concepts  and  are 
chosen as input concepts systems current state point and destination state point, which 
is the new reference value, respectively. Moreover,  and  are chosen as output 
concepts which represent  and .  

 

Fig. 2. Illustration of designed FCM for self-tuning mechanism 
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As a first step, optimal PI controller parameters for different operating points have 
been gathered using Big Bang – Big Crunch (BB-BC) algorithm [32] via many 
simulations. Integral square error (ISE) is chosen as the cost function in determination 
of the optimal PI parameters and historical data for learning of FCM is obtained. 
Then, all of the concepts values normalized in order to fall within the range [-1, 1] by 
dividing their maximum values respectively. For determination of the weights 
between the concepts of the proposed FCM, also, BB-BC learning methodology is 
used [29] with FCM-GUI [33]. The weight matrix obtained at the end of BB-BC 
learning is as follows: 

W

0000000 000000000

  

0000000000000000

 

0.860.7400000000000000

 

1.000.860.670000000000000

 

1.000.440.390.97000000000000

 

0.360.790.260.160.1900000000000

 

0.980.470.410.540.750.350000000000

 

0.690.960.810.420.240.210.5000000000

 

0.550.920.210.910.710.630.50.7400000000

 

0.910.6200000000000000

 

0.520.5900000000.33000000

 

0.2100000000.20.0100000

 

0.560.1200000000.700.480.340000

 

0.010.97000000010.220.070.84000

 

0.450.1900000000.520.030.070.020.3700

0.090.500000000.910.920.950.870.370.410

      (8) 

The  values obtained for the concepts are tabulated in Table 1.  

Table 1. Found  values of transformation function of  

Consept   
 Value 0.17 4.41 5.00 3.58 1.41 1.11 0.88 

     Consept   
 Value 0.88 0.09 4.31 4.84 0.00 1.11 0.97 

 
After obtaining the connection matrix W, four different operating conditions are 

chosen in order to test the performances of the proposed self-tuning PI controller. 
While the process is operating at steady state value which is 2, the set point values are 
changed orderly as 1.8, 2.2, 1.9 and 2.1. Hence, there are four different set points and 
control regions which means that the process should operate for each operating 
conditions whether it has different dynamic behaviors. FCM determines the PI 
controller parameters for each new set point value and triggers controller to changes 
the controller parameters for optimal behavior at recent operating condition and 
process dynamics. Table 2 shows the optimal PI parameters and the PI parameters 
obtained by FCM based self-tuning mechanism. System and controller output due to 
set point changes are illustrated in Fig. 3. As can be seen from Fig. 3, FCM Self-
Tuning PI mechanism determines optimal PI controller parameters when set point 
changes. The controller parameters produced by the proposed FCM is very close to 
the optimal parameters.  Therefore, the simulations show that the tuned PI controller 
can perform well in new working condition of system. 
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Table 2. Comparison of optimal controller parameters and proposed FCM parameters 

Change in 
set-point  

2.0-1.8 1.8-2.2 2.2-1.9 1.9-2.1 

 KP  KP KP KP  
Optimal PI 0.91 5.48 3.43 3.82 0.92 5.55 1.07 4.09 

FCM PI  0.96 6.125 1.13 1.15 0.95 6.09 1.08 4.10 

 

 
Fig. 3. The illustration of (a) system response, (b) control output 

6 Conclusion 

In this study, a novel self-tuning PI controller using fuzzy cognitive map is proposed 
for the first time in the literature. The proposed FCM mechanism tunes the PI 
controller parameters using system’s current and desired operation point (reference 
value) when a change in set point occurs. For this study, various simulations are 
studied and one of the simulations based on a nonlinear system is presented. The 
obtained results show that proposed FCM adopts the controller according to system’s 
new working points. The system output shows that PI controller performance is fairly 
for various operation conditions since the proposed FCM represent nonlinear self-
tuning strategy efficiently. FCM is a resourceful tool for self-tuning mechanism of a 
PI controller for nonlinear systems. 

For the future work, the self-tuning PI with FCM mechanism will be extended for 
PID controllers. Then, the proposed method will be implemented on a real-time 
experimental system.  
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Abstract. Fuzzy cognitive maps (FCM) are fuzzy signed directed graphs with 
feedbacks; they are simple and powerful tool for simulation and analysis of 
complex, nonlinear dynamic systems. However, FCM models are created by 
human experts mostly, and so built FCM models are subjective and building a 
FCM model becomes harder as number of variables increases. So in the last 
decade several methods are proposed providing automated generation of fuzzy 
cognitive maps from data. The main drawback of the proposed automated me-
thods is their weaknesses on handling with large number of variables. The pro-
posed method brings out a new strategy called concept by concepts approach 
(CbC) approach for learning of FCM. It enables the generation of large sized 
FCM models with a high precision and in a rapid way using the historical data.   

Keywords: Fuzzy cognitive maps, learning, density, global optimization. 

1 Introduction 

Cognitive maps were introduced for the first time by Axelrod [1] in 1976 in order to 
signify the binary cause-effect relationships of the elements of an environment. Fuzzy 
cognitive maps (FCM) are fuzzy signed directed graphs with feedbacks, and they can 
model the events, values, goals as a collection of concepts by forging a causal link 
between these concepts [2]. FCM nodes represent concepts, and edges represent caus-
al links between the concepts. Most widely used aspects of the FCMs are their poten-
tial for use in learning from historical data and decision support as a prediction tool.  

The main advantages of FCMs are their flexibility and adaptability capabilities [3]. 
As stated in [4], [5] and [6], there is an enormous interest in FCMs and this interest on 
the part of researchers and industry is increasing, especially in the areas of control [7], 
political and social sciences [8], business [9], medicine [10], robotics [11], environ-
mental science [12], agriculture [13] and information technology [14]. 

Mainly, there are two types of FCMs called manual FCMs and automated FCMs. 
The unique difference between them is the way used for forming the FCMs. Manual 
FCMs are produced by experts manually and automated FCMs are produced by other 
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information sources numerically [15]. Even sometimes, producing a FCM manually 
becomes difficult when the experts’ interference could not be enough to solve the 
problem. Because of difficulties in manual FCM generation, the development of com-
putational methods for learning FCM is required for automated FCMs. Lately, a large 
number of methods for learning FCM model structure have been proposed. These 
proposed methods can be summed in three groups named Hebbian-type learning me-
thods, population-based (evolutionary) learning methods and hybrid learning algo-
rithms [4].  

A simple differential Hebbian learning law (DHL) for FCM is stated in [16]. This 
has been extended in [17] as a balanced differential learning algorithm for FCM. Fur-
ther extensions, called nonlinear Hebbian learning (NHL) and Active Hebbian learn-
ing algorithm (AHL) are presented in [18] and [19], respectively. An improved ver-
sion of the NHL method named data driven NHL (DDNHL) is proposed in [20]. 
Another study to train a FCM is proposed in which a new model for unsupervised 
learning and reasoning on a special type of cognitive maps that are realized with Petri 
nets [21]. All Hebbian-type learning methods have the goal to learn the connection 
matrix with single historical data set. 

Rather than Hebbian-type learning methods, population-based learning methods 
are more in demand. The learning goal of population-based methods can be connec-
tion matrix with optimal weights or matching input pattern.  Obtaining the connec-
tion matrix with optimal weights will lead FCM to its desired activation state values 
for each concept. Population based learning algorithms with connection matrix goal 
of learning that are recently studied can be listed as: Particle Swarm Optimization 
(PSO) [22], Genetic Strategy (GS) [23], Real-coded Genetic Algorithm (RCGA) [24], 
Simulated Annealing (SA) [15], tabu search [25], immune algorithm [26], Big Bang-
Big Crunch (BB-BC) optimization algorithm [27], Extended Great Deluge Algorithm 
(EDGA) [28], Artificial Bee Colony (ABC) algorithm [29].  In addition, GA [30] and 
BB-BC [31] learning are used for goal oriented decision support systems on FCM. 

The hybrid learning methods are implemented by combining the first two men-
tioned learning types (Hebbian-based learning (HL) and the population-based learn-
ing) for FCMs. There are two hybrid algorithms studied, one has combined NHL and 
differential evolution (DE) [32] and the other algorithm has combined RCGA and 
NHL algorithms [33]. The learning goals of these two the hybrid learning methods are 
the connection matrix and they use single historical data set. 

In this study, a novel and comprehensive learning approach called concept by con-
cept (CbC) for the development of fuzzy cognitive maps is proposed. The existing 
optimization based learning approaches try to find the weights between the concepts 
at once. The main difference of the proposed approach from the existing learning 
methods is focusing on only one concept and the links (arcs) to this concept first, and 
then learning the weights of these connection weights. Then the algorithm searches 
the next concept and its links and learns the weights. In order to use proposed CbC the 
historical data of all the concepts must be known. The proposed approach is able to 
generate a FCM model from input data consisting of a single or multiple sequences of 
concept state vector values. Proposed CbC is applicable with any of population based 
optimization algorithms proposed in literature for learning of FCMs. The benefit of 
this learning approach is presented with two simulation examples.   
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2 A Brief Overview of Fuzzy Cognitive Maps 

A fuzzy cognitive map F is a 4-tuple (N, W, C, f) [30] where; 
N = {N1, N2, …, Nn} is the set of n concepts forming the nodes of a graph. 
W: (Ni, Nj) → wij is a function of N×N to K associating wij to a pair of concepts 

(Ni, Nj), with wij denoting a weight of directed edge from Ni to Nj,. Thus W(N × N) = 
(wij ) ∈ Kn×n is a connection matrix. 

C: Ni → Ci is a function that at each concept Ni associates the sequence of its acti-
vation degrees such as for t∈N, Ci(t)∈L given its activation degree at the moment t. 
C(0)∈Ln indicates the initial vector and specifies initial values of all concept nodes 
and C(t)∈Ln is a state vector at certain iteration t. 

f: R → L is a transformation function, which includes recurring relationship on t≥0 
between C(t + 1) and C(t). 

The sign of wij expresses whether the relation between the two concepts is direct or 
inverse. The direction of causality expresses whether the concept Ci causes the con-
cept Cj or vice versa. Thus, there are three types of weights [22]: 

Wij > 0, indicates positive causality, 
Wij < 0, indicates negative causality, 
Wij = 0, indicates no relation. 
Values of concepts change as simulation goes on are calculated by the following 

formula [34]: 

 1 ∑  (1) 

where Ci(t) is the value of ith node at the tth iteration, eij is the edge weight (relation-
ship strength) from the concept Ci to the concept Cj, t is the corresponding iteration, N 
is the number of concepts, and f is the transformation (transfer) function. 

In general, there are two kinds of transformation functions used in the FCM 
framework. The first one is the unipolar sigmoid function, where λ > 0 decides the 
steepness of the continuous function f and transforms the content of the function in 
the interval [0, 1].

   
 

 f x  (2) 

The second transformation function, hyperbolic tangent, that has been used and which 
transforms the content of the function is in the interval [-1, 1], 

 f x tanh λ  (3) 

where λ is a parameter used to determine proper shape of the function. Both functions 
use λ as a constant for function slope. 
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3 Concept by Concept Learning Methodology 

Most of the proposed population based learning approaches become time consuming 
when the number of concepts of FCM is relatively high. The main reason of this is the 
quadratic growth of the number of the parameters to be found as concept numbers 
increasing [35]. For a FCM with  concept, there will be  of weights to be found 
with learning algorithm if there is no prior knowledge. Therefore, in order to reduce 
the computational dimension of learning, concept by concept (CbC) method, which is 
usable with any of the population based algorithms, is proposed.  

There are some factors that make the learning of FCM difficult or limit learning 
method. These factors can be listed as types of input data [5, 29], number of nodes 
(N), knowledge of concepts’ links, density measure, algorithms’ search space, input 
nodes in FCM.  

The proposed concept by concept (CbC) learning method develops a candidate 
FCM with any suitable population based global optimization algorithm from input 
and output data as given in Fig. 1. The input and output data are given as time series 
and that consist of a sequence of state vectors which describe a given system at con-
secutive iteration. The number of these successive iterations of the given historical 
data is called as the data length, . Given a FCM with connection matrix  and 
collected data consisting output state vectors matrix of the FCM ( ), related 
to input state vectors matrix ( ). According to FCM iterative calculation 
formula (1), output state vector of  iteration is 1  iteration of input state 
vector can be seen by (4)   1  (4) 

 Output of a FCM can be found from (1) and this also can be expressed by (5). 

N  (5) 

The goal of learning is to determine candidate connection matrix ( ). As men-
tioned previously, assuming that all real input and output data is available, so (5) can 
be stated as follows:  

)    (6) 

Therefore, learning problem becomes  dimensional optimization problem. Since 
all real input and output data are known, this problem can be reduced to  total of 
optimization problem with N dimensional as given in Fig. 1. For example, given 

 is a  column of  is a vector which consists outputs of  
concept . So (6) can be reduced to (7) given as  

 (7) 

where  is a vector of  column of . Concept  is only influenced from 
the weights in , thus, for determining candidate connection matrix  problem 
can be separated into N sub-learning problems; aiming to determine   for  1,2, … , . Accordingly,  matrix can be found by carrying out  learning 
problem in (7) for ,  . 
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Fig. 1. Concept by Concept (CbC) FCM Learning Scheme 

4 Simulation Examples 

In this study, two systems with different characteristics are studied. The historical 
data is generated from the FCMs to use for the proposed CbC learning approach. The 
first system is a real-world FCM being a relatively easy problem with 13 nodes to 
show the proposed method’s power of convergence accuracy. The second system is a 
synthetic (randomly generated) FCM with 100 nodes. This FCM is generated with 
100 nodes and 100% density in order to show that the proposed method is able to 
cope with large scaled FCMs. For optimization algorithms in system 1 and 2, different 
types of cost functions that will be discussed in this section are selected to show the 
adaptiveness of the proposed method. In the simulation studies, BB-BC optimization 
algorithm [37] has been used as the global optimization method for CbC learning 
approach because of its fast convergence. 

4.1 System 1: Suspension Viscosity FCM 

Suspension viscosity FCM [36] is given in (8), stating what the factors affect suspen-
sion viscosity. The 13 concepts (C1 and C2 concepts are the input concepts) of sus-
pension viscosity FCM model are given in Table 1. The transformation function given 
in (3) is utilized since the values of the nodes may fall within the range [-1, 1] and λ is 
chosen as 2 for generating the values of all concepts. 

Table 1. Concepts of Suspension Viscosity FCM Model 

C1: Gravity C7: Liquid viscosity 
C2: Mechanical properties of particles C8: Effective particle shape 
C3: Physicochemical interaction C9: Effective particle size 
C4: Hydrodynamic interaction C10: Temperature 
C5: Effective particle concentration C11: Inter-particle attraction 
C6: Particle-particle contact C12: Floc structure formation 

  C13: Shear rate 

 
The connection matrix of the FCM built by the experts [36] is as in (8). The densi-

ty value of this studied FCM is 39%. As mentioned above, it is assumed that the links 
of concepts nodes are known.  
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   (8) 

 
For input data 5 different historical data sets gathered for different initial 5 state 

vectors. All weights are searched with in [-1 1] bounds. Chosen cost function for 
learning is given as  

  
     (9) 

where  (t) is the given system response,  is the candidate FCM response of the 
nth concept for the initial state vector,  is number of gathered historical data sets, 
which is 5 for this example. 

4.2 System 2: Randomly Generated FCM 

Rather than, relatively small size FCMs with relatively small value of density parame-
ter, a randomly generated FCM with 100 nodes and 100% density parameter is stu-
died for this example, where no input concept exists. In addition, it is assume that 
there is no prior knowledge about links between concept nodes.  The transformation 
function given in (3) is utilized since the values of the nodes may fall within the range 
[-1, 1] and λ is chosen 0.3. 

In this simulation example, BB-BC optimization algorithm has been used as in 
System 1 and single input historical data is gathered. All weights are searched with in 
[-1 1] bounds. The cost function is selected as follows: 

  
(10) 

5 Results and Discussions 

In order to show the effectiveness of the Concept by Concept (CbC) learning method, 
two FCMs with different sizes are studied. The study is divided into three phases: 
Learning phase, generalization capability testing phase and closeness of weights test-
ing phase. All the parameters used in these three phases are summarized in Table 2 
where θ is the fitness function coefficient, R is the randomly selected initial state vec-
tor and D is the number of parameters to be optimized.  
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Table 2. Parameters Used in BB-BC Learning and Generalization Capability Test Phases 

System 
No 

Population 
number (N) 

Number of 
iterations 

θ  R D 

1 50 4000 103 100 66 
2 100 10000 103 100 10000 

 
For giving the results of the learning phase, the following criteria given in (11) is 

used.  

 N ∑  (11) 

where  is the selected cost function for using in learning phase given in (9) and 

(10). 
In learning phase, 30 simulations are performed via FCM-GUI [38] for the 1st sys-

tem, and for the 2nd system 10 simulations are performed via FCM-GUI.  
In order to normalize, visualize and determine the convergence of the cost function 

given in (11) and the final value of the cost function, the following fitness function 
convergence performance which has the value [0, 1] is used [24]: 

  (12) 

where parameter θ is a positive fitness function coefficient. In Fig. 2, the average, 
worst and best fitness convergence performances of these two different FCM simula-
tions are illustrated. 

For the best candidate FCM’s due to learning phase results, their generalization ca-
pabilities are tested. For this purpose, the real FCM and the candidate FCM are simu-
lated for R randomly chosen initial state vectors [24]. The new criterion is selected as 
follows: 

 R K NS ∑ ∑ ∑ ∑      (13) 

where  is the value of nth node at iteration t for the data generated by original 
FCM model started from the rth initial state vector, similarly, is the value of nth node at 
iteration t for the data generated by candidate FCM model started from the rth initial 
state vector.  

As the 3th phase, accuracy of the weights is tested. For this criteria, (14) is used 
where   is weights of candidate FCM and  is the weights of real FCM. 

 ∑  (14) 

In Table 3, minimum, maximum, mean and standard deviation values of error 
functions for learning, generalization capability and accuracy of weights phases are 
given. It is obvious that the obtained error function values are satisfactory. 
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Table 3. Learning and Generalization Capability and Accuracy of Weights Phases Results 

 System # Min J1 Max J1 Mean and Std. Dev. 

Learning Phase 
1 0 0 0 ± 0 
2 6.66×10-6 6.98×10-6 6.87×10-5 ± 1.33×10-7 

  Min J2 Max J2 Mean and Std. Dev. 

Generalization Phase 
1 0 0 0 ± 0 
2 3.95×10-3 1.42×10-2 8.97×10-3 ± 3.81×10-3 

  Min J3 Max J3 Mean and Std. Dev. 
Accuracy of Weights 
Phase  

1 0 0 0 ±0 
2 1.26×10-4 1.39×10-4 1.34×10-6 ± 1.93×10-6 

 

 

Fig. 2. Fitness functions performance (12) (a) First system; (b) Second system 

6 Conclusion 

A new approach called concept by concept (CbC) for learning of FCMs is proposed. 
This approach is applicable when the full historical data of all concepts are available 
and the approach is independent form the used population based optimization learning 
method and the chosen cost function. In order to show the benefit of CbC learning 
two simulation examples are presented. The results show that the proposed learning 
method is very effective, and able to learn large scaled FCMs with a high accuracy.  
For the future work, the proposed CbC will be used with popular population based 
learning methods to compare the performances of these algorithms. 
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Abstract. Social–Ecological Systems (SES) are complex due to uncer-
tainty related to their nature and their functions. In these systems,
decision-making processes and practices of managers are often value-
laden and subjective, dominated by their world-views and their own
knowledge. People’s knowledge are central in building their adaptive ca-
pacity but are seldom taken into account by traditional decision-making
approaches in modelling SES management. In this paper, we introduce a
Fuzzy Cognitive Mapping approach to study the dynamic behaviour of
managers’ systems of practices. As a case study, we aim to assess farm-
ers’ forage management under different climatic scenarios. Results show
that summer drought have varying consequences according to farmers’
systems of practices. Fuzzy Cognitive Mapping approaches are particu-
larly relevant in studying systems of practices in SES. Their utilisation is
promising for the evaluation of adaptive capacity and resilience in SES
at local scale (exploitation, community) and regional scale (ecological
areas, country).

Keywords: Agriculture, Social–Ecological Systems, Systems of Prac-
tices, Fuzzy Cognitive Mapping, Resilience Assessment.

1 Introduction

The management of Social–Ecological Systems (SES, [7]) is complex due to the
intricacy of their components, to the uncertainty related to their nature and to
the various societal, institutional, physical, ecological, economical processes in-
volved in their functions [1]. Managers’ strategies are largely influenced by their
perceptions of the ecological, economical and social environments of SES [1].
These influences have been particularly pointed out and studied in the agricul-
tural context [3,4,9]. In order to help farmers in managing their farm, Decision
Support Systems (DSS) have been developed by ‘management scientists’ [13].
But unexpectedly, farmers pay little attention to these DSS [1,4,13,16].

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 587–596, 2013.
c© IFIP International Federation for Information Processing 2013
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Recent scientific approaches have been developed to cope with incorporation
of human, social and institutional aspects in SES models by explicitly accommo-
dating relations between the natural and human environment [1]. Fuzzy cognitive
maps (FCM) are particularly relevant tools in modelling SES based on people
explicit knowledge [16] as they can be considered as a model of a belief system
[11] constituted by concepts, the key drivers of the system, and edges, causal re-
lationships between concepts. They have been developed by Bart Kosko in 1986
[12] in introducing the notion of ‘fuzziness’ and ‘fuzzy weigth’ to relationships
of Robert Axelrod’s cognitive maps (CM) [2].

In the agricultural context (see [23]), CM and FCM have been successfully ap-
plied for (i) analysing people knowledge, beliefs [19] and decision-making on farm
[10], (ii) studying adoption of agri-environment measures [15], (iii) modelling
farmers perceptions of how their ecosystem works [5] and of the sustainability of
farms [6], and (iv) predicting yield production [17,18]. In order to study farm-
ers’ systems of practices (SOP) based on their own conceptions, we developed
an approach for building cognitive maps by coding people’s open-ended inter-
views. This approach was named CMASOP for ‘Cognitive Mapping Approach
for Analysing Actors’ Systems of Practices’ in SES. In a previous paper, we pre-
sented the core principles of CMASOP [23]. In this first publication, we applied
CMASOP to the general description of farmers’ SOP for managing grasslands
in two Belgian agroecological areas [23]. In a second step, we developed comple-
mentary applications of CMASOP : a comparative one and a typological one.
For comparing SOP between groups of managers defined a priori, we coupled
CMASOP and descriptive statistical methods. For classifying SOP in a posteri-
ori typological groups, we coupled CMASOP, clustering methods and statistical
analysis. Results of the comparative and typological applications of CMASOP
are being submitted [22].

In the present paper, we coupled CMASOP and auto-associative neural net-
works methods [16] for carrying out inferences about farmers’ adaptations to cli-
matic uncertainties. The objectives of this development is to model the dynamic
behaviour of managers’ SOP for assessing their adaptive capacity, and indirectly,
the resilience of their SES. The aim of this paper is to present this new develop-
ment of CMASOP and to demonstrate the relevance of using FCM approaches
for assessing adaptive capacity of managers and resilience of their exploitation in
social–ecological systems. The management of the second cut in grassland based
livestock farming systems of southern Belgium is used as a case-study.

Resilience is defined by Folke et al. as the “capacity of a system to absorb
disturbance and reorganize [. . . ]” [7]. Adaptive capacity is defined as the “ca-
pacity of actors in a system to influence resilience” [7]. Different studies have
used FCM for scenario analysis in SES [16,11,21,26]. They rely on the possibil-
ity to compare the steady state calculation under various conditions : (i) current
situation, (ii) evolution of some environmental variables (prices, rainfall) or (iii)
implementation of different policy options (laws, tax). These concepts are closed
to the concept of ‘vulnerability’ that has been analysed using FCM by Murung-
weni et al. (2011) in the study of livelihood [14].
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2 Materials and Methods

We studied farmers’ Systems of practices (SOP) in Ardenne and Famenne, two
grassland based agroecological areas in southern Belgium. We collected quali-
tative and quantitative data during forty-nine open-ended interviews on man-
agement of farms systems (structure, technical orientation, world views) and
subsystems (forage, herd, grazing). We developed a cognitive mapping based
approach for analysing systems of practices (CMASOP1[23,22]). We applied it
for studying grass forage management in our surveyed area.

The core principles of CMASOP consists in coding open-ended interviews of
managers in order to create individual cognitive maps (ICM). These ICM can
then be used to build a social cognitive map (SCM). As open-ended interviews
focus on managers practices in social-ecological systems (SES), the ICM and
SCM are considered as inductive models of SOP based on people conceptions
[23]. The SCM is inter alia constituted by thirteen highly related concepts classed
in seven core hubs (First, Second and Third cuts, Silo, Bale wrap, Hay and
Cattle movement) and six peripheral hubs (Plot utilization, Plot-Farm distance,
Forage quality, Forage quantity, Cutting date and Weather). A quote-retrieving
module has been implemented in order to permanently relate each relationships
to managers’ quotations.

We developed applications for using CMASOP in comparative and typological
ways [22]. Differences in SOP between groups of managers can be highlighted
in coupling CMASOP and descriptive statistical methods. Typology of systems
of practices can be processed by coupling CMASOP, clustering methods and
statistical analysis. These developments have been applied to our case study,
grass forage management in farming systems. The clustering of SOP in these
systems highlighted two contrasted groups of farmers based on the management
of their second grass cut(figure 1). The first group of farmers (A, n=24, figure
1(a)) are more prone for silaging (20) than they are for bale wrapping (5) or
haying (5). Conversely, the second group of farmers (B, n=25, figure 1(b)) are
more prone for bale wrapping (16) and haying (12) than they are for silaging
(1). As a result of previous works, the drought has been quoted by farmers as a
typical risk in grassland management in Famenne. The potential drought mainly
occurs during the summer and have damageable consequences on grass growth
and, in parallel, on milk production and animal performances in general. In order
to cope with drought, farmers’ adaptations are contrasted : grazed area increase
or supplementation in grazing plots.

The two SCM (figures 1) have been taken as patterns to build two synthetic
FCM (figures 2) for studying systems resilience and farmers’ adaptive capacity
linked with summer drought. These synthetic FCM show the grassland plots
allocated for harvesting (Silo, Bale wrap, Hay) or for grazing (Grazed area).
The weights of relationships between Second cut and these four concepts are
proportional to their weights in the SCM of the two clusters (0.8, 0.2, 0.2 and

1 CMASOP was developed in R [20]. Figures 1 and 2 were done using Rgraphviz [8].
Figures 3 and 4 were made using ggplot2 [25]
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(a) Core of the social map of SOP A
cluster, based on silaging
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Fig. 1. The 49 farmers’ Systems of Practices (SOP) have been classified in two groups
using the clustering application of CMASOP [22]. Farmers of the first cluster (A) are
specialized and have SOP based on silaging. Farmers of the second cluster (B) are more
diversified and have SOP based on bale wrapping and haying. The social maps of two
clusters of SOP have been used to build and calibrate two synthetic FCM used in the
present study (figure 2)
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(b) FCM of the SOP B cluster based on
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Fig. 2. FCM of the two different Systems of Practices assessed. Weights of relationships
are illustrated by the saturation of the gray : from white (i.e. invisible,0) to black (1).
Signs of relationships are illustrated by the type of line : continuous (positive) or dashed
(negative). Values of relationships weights are shown besides relationships.

0.4 respectively in A and 0, 0.6, 0.4 and 0.4 in B). We considered that the
products harvested on cutting plots constitute the Stock of forage (0.33 for Hay,
Bale wrap and Silo in A ; 0.5 for Hay and Bale wrap in B). In case of Summer
drought, two adaptations are simulated : the increase of Grazed area (0.9 for
A, 0.1 for B) or the Supplementation of forage in grazed plots (0.1 in A, 0.9
in B). The increase of Grazed area involve a decrease of the harvested area
(−0.5 for Silo in A and −0.25 for Bale wrap and Hay in B). Two self-reinforcing
relationships have been added for the driver concepts Second cut and Summer
drought.
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Farmers are more prone to distribute forage conditioned in Bale wrap or in
Hay, available in individual elements (bales), than to open a whole Silo done with
the harvest of the first cut. Therefore, farmers of the cluster B have the possibility
to supplement herd in grazing plots because their stock are mostly constituted
by Bale wrap and Hay. For the simulations, we supposed that these farmers
choose to cope with Summer drought in supplementing. Conversely, farmers of
cluster A has only few Bale wrap and Hay in their Stock. For simulations, we
supposed then that these farmers choose the other adaptation, in increasing of
Grazed area. For the same reason, we supposed that the reduction of Grazed
area for these farmers (A) only affect the most important conditioning, Silo.

The simulations have been processed using the auto-associative neural net-
works method described by Özesmi and Özesmi [16] in order to calculate the
activation degrees of each concepts at all time steps till convergence. Activation
degrees are semi-quantitative values of concepts that can only be interpreted
relative to each other [11]. The two scenarios have been implemented in forc-
ing the activation degree of Summer Drought to 0 (‘No Summer Drought’) or 1
(‘Summer Drought’).

3 Results

Figure 3 shows the comparisons of the scenarios ‘No Summer Drought’ and ‘Sum-
mer Drought’ for the two Systems of Practices (SOP) assessed. The evolution
of the two driver concepts (‘Second cut’ and ‘Summer drought’) is logically not
shown nor analysed.

For SOP A cluster based on silaging, (i) the activation degree of Grazed area
strongly increase from 0.380 (No Summer Drought) to 0.862 (Summer Drought),
(ii) the activation degree of Supplementation slightly increase from 0.000 to
0.100, (iii) the activation degrees of Silo and of Stock decrease from 0.544 and
0.300 respectively to 0.353 and 0.194 respectively (table 1).

For SOP B cluster based on bale wrapping and haying, (i) the activation
degree of Supplementation strongly increase from 0.000 to 0.716 while (ii) the
activation degree of Stock strongly decrease from 0.246 to −0.118, (iii) the acti-
vation degree of Grazed area increase from 0.380 to 0.462 and (iv) the activation
degrees of Bale wrap and Hay slightly decrease from 0.466 and 0.296 respectively
to 0.450 and 0.277 respectively (table 1).

The increases of Grazed area for SOP A cluster and of Supplementation for
SOP B cluster are adaptations of each groups of farmers in case of Summer
drought (figure 4). In the FCM of SOP A cluster, a direct consequence of in-
creasing of Grazed area is the decrease of Silo and a subsequent decrease of
Stock that is limited. In the case of SOP B cluster, as a direct consequence of
the increase of Supplementation, FCM shows a decrease of the activation degree
of Stock more important than for SOP A cluster (figure 4).
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Fig. 3. Evolution of activations degrees of concepts in the four Fuzzy Cognitive Maps.
Comparisons of the scenarios ‘No Summer Drought’ and ‘Summer Drought’ for the two
Systems of Practices (SOP) assessed : A (SOP based on silaging) and B (SOP based
on bale wrapping and haying). X-axis: iteration step, Y -axis: activation degree

4 Discussion and Conclusion

This article presents an original method for assessing managers’ adaptive capac-
ity under uncertain environmental conditions. This method gain in coherence
and relevance through its integration in CMASOP, a complete Cognitive Map-
ping approach [23,22]. The method is grounded on various kind of qualitative
data collected during open-ended interviews. Its descriptive application allows
to inductively model SOP of individual and groups of managers based on their
own conceptions of their system. Its comparative and typological applications
allow to objectively compare and cluster SOP. Finally, CMASOP allows to con-
struct FCM of managers’ SOP. In computing the steady states of FCM of various
SOP under various environmental conditions, it is relevant in assessing adaptive
capacity of managers in complex SES.

This paper present a first application of FCM for studying SOP in SES. The
SOP we model are basic in terms of concepts and relations. As a consequence,
the dynamic behaviours of the FCMs are elementary. Nevertheless, results con-
firm influences of farming practices on the whole functioning of the production
system. They confirm also that various systems of practices have various effects
on the system.
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Beyond these results that could appear as relatively evident, results shows
the possibility to model a wide variety of SOP in a simple way in order to assess
them under various scenarios. The easy way of building model and simulating
scenarios is a major advantage of the method presented. We illustrate it in
processing further simulations in order to test two other SOP : C, based on a
mixed sources of harvested forage (0.33 silo, 0.33 bale wrap and 0.33 hay) and
D, whose stock is only constituted by purchased feed. Results are shown in table
1. Technically, our tool is easy-to-use for researchers or even for farmers : the
relations and their weights are entered in a spreadsheet that is subsequently
processed by an R program [20].

Comparisons of two SOP in case of Summer drought showed differences in
terms of Stock between farmers’ FCM. These differences could also have signif-
icant consequences on concepts not modelled in the present study : feeding of
herd during the winter (stocks are smaller), cows selling (stocks are insufficient)
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Table 1. Values of activations degrees of major concepts at steady states. Eight sim-
ulations are compared. Four Systems of Practices (SOP) : A, based on silageing ; B,
based on haying ; C, based on mixed sources and D, feed purchasing. Two climatic
scenarios : Normal (No Summer Drought) and Drought (Summer Drougth).

SOP–A SOP–B SOP–C SOP–D
Normal Drought Normal Drought Normal Drought Normal Drought

Silo 0.544 0.353 0.259 0.205
Bale wrap 0.197 0.197 0.466 0.450 0.259 0.205
Hay 0.197 0.197 0.296 0.277 0.259 0.205
Supplementation 0.000 0.100 0.000 0.716 0.000 0.462 0.000 0.462
Grazed area 0.380 0.862 0.380 0.462 0.380 0.716 0.762 0.762
Stock 0.300 0.194 0.364 0.005 0.251 −0.028 0.000 −0.432

or feed purchase (for restoring stocks), treasury (due to purchasing) and, finally,
resilience of the whole farms. Although these concepts are beyond the scope of
our model, this reasoning illustrates how resilience of farms and adaptive capac-
ity of farmers could be assessed using FCM approaches.

Most of previous studies of managers’ practices in SES were conducted in a
qualitative way by social scientists or modelled in reductionist DSS. The twofold
nature of FCM (qualitative and quantitative) bring another advantage to our
method. It allows building SOP model based on people’s knowledge and pro-
cessing simulations.

Further works could include developments of more elaborated FCM including
various indicators of economic fields (e.g. production, profit), ecological sciences
(e.g. environmental footprint) or social sciences and psychology (e.g. personal
fulfilment, happiness). It has not escaped our notice that the broadening of the
map could represent an opportunity of measuring resilience of social–ecological
systems at local or regional scales.

As asserted by van Vliet et al. (2010, [24]), FCM could be a relevant commu-
nication and learning tools between managers and scientists. It would be very
interesting to carry out qualitative surveys in order to discuss the results of
FCM simulations and adaptive capacity assessment with managers of SES. The
results of these surveys could also constitute relevant data for an inductive and
qualitative evaluation of resilience and adaptive capacity.
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Abstract. Recently, Greece experienced a financial crisis unprecedented in 
its modern history. In May of 2010 Greece signed a bailout memorandum with 
Troika (a tripartite committee constituted by the European Central Bank, the 
European Commission and the International Monetary Fund). In February of 
2012, they proceeded to a second bailout package along with a debt restructur-
ing deal that included a private sector involvement (PSI). The overall loss, for 
the private investors, was equivalent to around 75%. Due to the strong eco-
nomic ties between Greece and Cyprus, PSI had a substantial impact on the 
Cypriot economy. A fuzzy cognitive map (FCM) system has been developed 
and used to study the repercussions of the Greek PSI on the economic dynamics 
of Cyprus and more specifically on the probability of cutting off the Cypriot 
Bank branches that operate in Greece. The system allows one to observe how a 
change on some parameters can affect the stability of the rest of the parameters.  
Different promising scenarios were implemented, scaling the percentage of PSI 
from 0% to 80%.  

Keywords: Fuzzy Cognitive Maps, Intelligent Systems, Private Sector  
Involvement. 

1 Introduction 

In 2008 the subprime mortgage crisis appeared in USA which was a crucial factor that 
led to the emersion of the recent global financial crisis. Inevitably, this introduced 
adverse economic effects for most of the European countries. That along with a com-
bination of other factors resulted in the economic victimization of the weakest Euro-
pean economies (e.g. Greece, Portugal, Ireland, and Cyprus). There was a widespread 
fear that a failure to deal with the national debt crisis could have created a domino 
effect for the other members of the Eurozone. Greece was the first country which had 
to deal with the possibility of a national bankruptcy in 2009. As a result of the con-
tinuous strong increase in Greek government debt levels, Greece`s sovereign-debt was 
downgraded by the International Credit Rating Agencies to junk status in April 2010. 
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There was a fear that other countries could be affected by the Greek economic crisis. 
This forced Europe to take important and decisive corrective actions under time pres-
sure. In May of 2010, Troika which is a tripartite committee constituted by the Euro-
pean Central Bank, the European Commission and the International Monetary Fund 
(IMF), agreed to give Greece a three-year €110 billion loan. As part of the deal with 

Troika, the Greek government implemented a series of austerity measures. These, led 
Greece´s recession even deeper. As a result, in February of 2012 Troika decided to 
provide Greece a second bailout package accompanied with a restructure agreement 
with private sector involvement (PSI). The debt restructuring deal declared that pri-
vate holders of Greek government bonds had to accept a 53.5% so-called “haircut” to 
their nominal values. Eventually, in March 2012, the bond swap was implemented 
with an approximately 75% nominal write-off.  

Since the Greek and the Cypriot economies are strongly related and connected, this 
led to serious repercussions to the Cyprus economy. More specifically, the Cypriot 
banking system, which constitutes one of the pillars of the Cyprus economy, suffered 
from the Greek PSI, since it was highly exposed to the Greek government bonds. 
Consequently, that had a great impact on Cyprus economy which had already been 
dealing with economic problems. The future of Cypriot economy and banking system 
seemed uncertain. The Government of Cyprus and the Cypriot bankers had to deal 
with an unprecedented situation which was extremely difficult to handle since they 
could not estimate the overall impact of the Greek PSI on Cyprus economy and Cyp-
riot banking system. 

In the current work reported in this paper an attempt is made to model the dynam-
ics of the above problem using the technology of fuzzy cognitive maps (FCM). That 
is, to study the long term impacts on the Cyprus economy and on the banking system 
as a result of the Greek PSI. 

FCM modelling constitutes an alternative way of building intelligent systems, us-
ing uncertain parameters that influence one - another. Such a system is constituted by 
certain concepts (which are characterized by a state) along with relevant interconnec-
tions (which are described by sensitivity values). Essentially, an FCM is developed by 
integrating the existing experience and knowledge regarding a cause – effect system 
in a pseudo-dynamic manner. An FCM provides the opportunity to predict the final 
states of the system caused by a change on the initial concept states. After a change is 
applied to selected initial states of the concepts of interest, the system is let to evolve 
for a number of steps until the concept states converge to stable values. Further analy-
sis and work can be done on the converged final states of the system for understand-
ing how indirect cause – effect relations drive the system’s behaviour.  

There is a wide range of interesting FCM applications [1, 2, 8, 10, and 11] in mod-
elling complex dynamic systems such as medical, environmental, supervisory and 
political systems. 

This study aims to examine the impact of the Greek PSI on the possibility of Cyp-
riot banks cutting off the Cypriot branches which operate in Greece. Such a scenario 
seemed impossible and far from reality back in April of 2012, at the time when this 
FCM system was originally developed and tested.  
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2 The FCM System 

A wide range of real life dynamical systems are characterized by causality through 
their interrelations. Most of the times, experienced and knowledgeable users can iden-
tify the important parameters and their interactions in the system. However, the com-
plexity of these systems acts as a prohibitive factor on prognosis of their future states. 
In many practical situations, it is crucial for the decision makers to have an estimate 
on the cost of changing a state of a concept and how will affect other concepts of 
interest. FCMs are a soft computing methodology of modeling dynamic systems, 
which constitute causal relationships amongst their parameters. They manage to 
represent human knowledge and experience, in a certain system’s domain, into a 
weighted directed graph model and apply inference presenting potential behaviours of 
the model under specific circumstances. The parameters are led to interact until the 
whole system reaches equilibrium. FCMs allow a user to reveal intricate and hidden 
in the already known causal relationships of the concepts and to take an advantage of 
the causal dynamics of the system in predicting potential effects under specific initial 
circumstances. 

Two knowledgeable persons were asked to contribute to the development of the 
current FCM system. In the first place, they had to identify the most important factors 
that constitute the modeled system. These factors comprise the set of the concepts that 
were used to simulate the FCM model. Additionally, they had to define the states of 
the FCM concepts as they were in April of 2012. The states were described by a  
numeric value from 0 to 1 (0 to 100%), whereas 0 meant that the activation of the 
particular concept is the minimum possible, and 1 that the concept’s activation is 
maximum possible. Additionally, they had to describe the degree of variation they 
expect to see, in the final state of every concept after the implementation of the Greek 
PSI. To be better guided, they first established whether the change will be positive or 
negative and then defined the intensity of the variation choosing amongst {low,  
medium, high}. 

The next phase of development requested the experts to define the causal relations 
between the interconnected concepts. Each relation is characterized by a numeric 
value called sensitivity (or influence coefficient, or weight). In this study a slightly 
different methodology than that used in the conventional FCMs has been used when 
defining the sensitivities. The sensitivity of the relation describes the impact of chang-
ing the state of Ci on the concept Cj. The equation that was used to calculate the sensi-
tivities, in this study, is given in Equation (1):  

 
,,  = 

1  1  (1) 

where t is the iteration counter. 
Thus, in order to define the sensitivity of every relation, the experts had to make 

the following assumption: “The states  and  are equal to the initial values of 
the corresponding concepts as defined in the previous stage of development” and then 
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answer the following question: “If the state of the concept Ci becomes x (in equation 
(1) is denoted by ) what will be the new state of concept Cj (denoted by )?”.  
Consider for example the relation between the “Level of Cyprus economy” (C13) and 
the “Evaluation of the Cyprus Economy by Authoritative Rating Agencies” (C8). The 
experts defined the initial states of C13 and C8 as 0.5 and 0.2 respectively. Further-
more, they expected a negative relationship of medium intensity of the degree of  
variation of the level of Cyprus Economy as a result of the Greek PSI. Therefore the 
question for this sensitivity was finally formed as:  

“If the level of Cyprus Economy gets reduced from 0.5 to 0.2, what will be the new 
state of the concept “Evaluation of the Cyprus Economy by Authoritative Rating 
Agencies” if now is 0.2?”. For this example the experts answered 0.05. However, 
measuring the change of the two consequent states of a concept, as a percentage of its 
initial value gives a better feeling about the strength of the variation. So this sensitivi-
ty value is calculated as: 

 , . . / .. . / . . .. . 1.25 (2) 

Finally the sensitivities are divided by the number of iterations the system needs to 
converge. For this system this number was 10 and yet the final value of ,  = 0.125. 
That is called the “absolute sensitivity”. 

Thus, using equations (1) and (2), the equation giving the total accumulated change 
in the activation of concept Cj due to changes in concepts Ci in discrete time is given by: 

  ∑       (3) 

where t is the iteration counter, C  is the activation strength of the concept of interest 
and sij  is the sensitivity (weight) which is a measure on how much a change in the 
current standing of concept Ci affects the changes in the standing of concept Cj. 

The methodology used to develop this FCM system differs from other previously 
proposed methodologies in the following respects. Firstly the weights are defined 
taking in mind the impact caused on a concept by the change of the other concept 
when each concept had been rationalized to a scale of 0 το 100%. Secondly there was 
no use of squashing functions to smooth out the activation levels of the concepts such 
as the logistic function.   

Therefore using only the activation function (3) the system is let to simulate after a 
change of the initial states for a number of iterations until it converges to stable states. 
Then the user of the system may observe and make conclusions on the direct or indi-
rect effects of that change reflected on the final states of the system 

3 The FCM Concepts 

After a series of discussions, the experts concluded that they had to use 15 influencing 
parameters as shown in Table 1. These are the most significant concepts of the  
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system. The experts had to also decide on the initial value of each concept. Although 
these concepts are difficult to be objectively quantified, the experts tried to document 
their decisions, mostly through referring to the press and from relevant statistical in-
formation. However, many of the parameters are too complex to be analysed and 
described based on raw numbers. For example the concept “Level of Cyprus Econo-
my” encompasses characteristics like GDP, unemployment rate, housing, Consumer 
Price Index, stock market prices, industrial production, etc. In such cases the experts 
had to define the state of the concept based only on their “feeling” and their under-
standing of the dynamics of the system.  

The initial values describing the states of the concepts as they were in April of 
2012 are also given in Table 1. Besides the initial states of the concepts the experts 
were also asked to define the degree of variation of each concept and the sensitivities 
of their causal interrelations as described in the previous section. Inevitably, there 
were some discrepancies between the values given by each expert. Eventually, the 
average of the sensitivities was used to form the final sensitivity matrix which is pre-
sented in Table 2. 

4 Results and Conclusions 

This study aimed to observe how a change into the percentage of the Greek PSI (con-
cept C3) affects the probability that the Cypriot banks eliminate their branches in 
Greece (concept C15). Ten scenarios with different percentages of Greek PSI were 
tested using the FCM system with the initial values (Table 1) and the average sensi-
tivities of Table 2 given by experts. The response of the concept C15 to the variation 
of C3 is shown in Figure 1. 

 

Fig. 1. Effect on the probability of cuttof of the Cypriot Bank branches that operate in Greece 
based on average sensitivities 
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In Figure 1 the horizontal axis is showing the locked (not allowed to change) val-
ues of the Greek PSI starting from 0% to 80% (where 0% means that there was no 
implementation of the PSI and 80% means that the PSI was 80%). The vertical axis is 
showing the degree of the change that happens to the concept C15 in respect to its 
initial value, due to Greek PSI variations. The changes to the values of C15 are calcu-
lated after the system settles and converges to a stable state. Then the percentage 
change is calculated between the final state value of the concept C15 and its initial 
value.  

When working with an FCM model the actual final values of the concepts are not 
the objective but rather the trends. This is what a decision maker usually wants. Fur-
thermore, it is important to note that during the developmental phase of the system, 
the experts expected that the probability of cutting of the Cypriot branches in Greece 
would have remained low regardless of the degree of the change in Greek PSI. That is 
why they set a low degree of variation for the corresponding concept. It was surpris-
ing though that when the system converged, the system predictions showed an oppo-
site result. That is, the aforementioned probability is significantly increased when the 
percentage of the Greek PSI is increased. More specifically when the Greek PSI is 
75% (which reflects the reality) then the probability of eliminating the Cypriot 
branches in Greece is increased by about 191% of its initial value (as given in  
Table 1). The system revealed that there exist strong causal paths connecting the two 
concepts.  

Unfortunately for the Cypriot economy, the results given from the system were ful-
ly confirmed in reality few months later. In March of 2013, the Marfin Popular Bank 
and the Bank of Cyprus, two of the largest banks in Cyprus, sold their branches to 
Piraeus Bank of Greece. 

Nevertheless, it is indicated yet again that the whole system is built based on the 
two experts’ apprehension of the Greek and Cypriot economy. Consequently, this 
model does not necessarily represent fully the Greek and Cypriot economies or their 
interrelations. The system could benefit reliability and objectivity by the involvement 
of more expert opinions and the incorporation of the public opinion (e.g. by giving 
questionnaires to a big sample of people).  

Beyond that, FCMs can be important tools for helping humans to make wiser and 
more accurate decisions, by presenting them the evolution of the modeled system 
after a set of changes and the final future consequences of their possible choices. That 
is why future work must be done to encounter the several open issues [7] concerning 
FCMs aiming in increasing their credibility and fine-tuned operation. 
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Appendix A 

Table 1. The various influencsing parameters that have been studied and their initial values as 
set by the experts 

 CONCEPT NAME  INITIAL VALUE 

C1 Cost of Money  50% 

C2 Liquidity of Cyprus Banks 60% 

C3 Degree of PSI of Greek Government Bonds 0% 

C4 
Degree of Deposits of Greek citizens and companies in 
Cyprus Banks 

40% 

C5 
Degree of Deposits of Cypriot citizens and companies in 
Cyprus Banks 

78% 

C6 
Degree of Success of Bank Recapitalization by Private Equi-
ty 

20% 

C7 Stock Market Value of Banks 40% 

C8 
Evaluation of the Cyprus Economy by Authoritative Rating 
Agencies 

20% 

C9 
Confidence of People and companies in Cyprus Banking 
system 

80% 

C10 Level of Greek Economic Crisis 80% 

C11 Level of Greek workforce that comes to Cyprus for work 60% 

C12 
Degree of Bank Recapitalization done by the Republic of 
Cyprus 

50% 

C13 Level of Cyprus Economy 50% 

C14 
Probability of the  Republic of Cyprus entering EU Support 
Mechanism 

30% 

C15 
Probability of  Cutoff  of the Cypriot Bank branches that 
operate in Greece  

20% 

Table 2. The sensitivity matrix 
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Abstract. An intelligent building should take all the necessary steps
to provide protection against the dispersion of contaminants from sources
(events) inside the building which can compromise the indoor air quality
and influence the occupants’ comfort, health, productivity and safety.
Multi-zone models and software, such as CONTAM, have been widely
used in building environmental studies for predicting airflows and the re-
sulting contaminant transport. This paper describes a developed
Matlab Toolbox that allows the creation of data sets from running
multiple scenarios using CONTAM by varying the different problem
parameters. The Matlab-CONTAM Toolbox is an expandable research
tool which facilitates the implementation of various algorithms related
to contamination event monitoring. In particular, this paper
describes the implementation of state-of-the-art algorithms for detecting
and isolating a contaminant source. The use of the Toolbox is
demonstrated through a building case-study. The Matlab-CONTAM
Toolbox is released under an open-source licence, and is available at
https://github.com/KIOS-Research/matlab-contam-toolbox.

Keywords: Intelligent buildings, multi-zone model, CONTAM, Matlab
Toolbox, contaminant event monitoring, multiple scenarios, detection,
isolation.

1 Introduction

An Intelligent Building is a system that incorporates computer technology to
autonomously govern and adapt the building environment in order to enhance
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operational and energy efficiency, cost effectiveness, improve users’ comfort, pro-
ductivity and safety, and increase system robustness and reliability [1, 5]. The
dispersion of contaminants from sources (events) inside a building can com-
promise the indoor air quality and influence the occupants’ comfort, health,
productivity and safety. These events could be the result of an accident, faulty
equipment or a planned attack. Distributed sensor networks have been widely
used in buildings to monitor indoor environmental conditions such as air temper-
ature, humidity and contaminant concentrations. Real-time collected data can
be used to alert occupants and/or control environmental conditions. Accurate
and prompt identification of contaminant sources can help determine appropri-
ate control solutions such as: (i) indicating safe rescue pathways and/or refugee
spaces, (ii) isolating contaminated spaces and (iii) cleaning contaminant spaces
by removing sources, ventilating and filtering air. Therefore, the accurate and
prompt identification of contaminant sources should be an essential part of the
Intelligent Building design.

To study the security-related problems in intelligent buildings, large quan-
tities of data are required to be simulated under various conditions, in order
to capture the variations in the complex dynamics involved. For the creation
of non-stationary datasets related to the presence of contaminants in intelli-
gent buildings, the Matlab-CONTAM Toolbox has been developed and released,
which is the main contribution of this work. In the Toolbox, we utilize the com-
putational engine of CONTAM [7], a multi-zone simulation software developed
by the US National Institute of Standards and Technology (NIST). With CON-
TAM, the user can easily create the building outline and specify the zone vol-
umes, the leakage path information and the contaminant sources present. This
information can be further utilized for calculating the air-flows and resulting
contaminant concentrations in the various building zones. A limitation of the
CONTAM v3.1 software is that it can only analyze a single scenario at a time.
Furthermore, no algorithms are included within CONTAM for detecting and
isolating contaminant sources.

The Matlab-CONTAM Toolbox features a user-friendly Graphical User In-
terface (GUI) and a modular architecture. It allows the creation of multiple
scenarios by varying the different problem parameters (wind direction, wind
speed, leakage path openings, source magnitude, evolution rate and onset time)
as well as the storage of the computed results in data structures. The data from
these scenarios are further analyzed by the developed algorithms for determining
solutions for contaminant event monitoring. In this paper, we implement inside
the Toolbox, state-of-the-art algorithms for detecting and isolating a contami-
nant source in the indoor building environment. These are further demonstrated
using a 14-zone building case study referred to as the Holmes’ house. We should
point out that the presented case study is only a small sample of the Tool-
box’s possibilities. Using the Toolbox, the user can easily create data sets for
any building scenario by choosing which parameters to vary. The user can then
select an algorithm to analyze these data sets. A key idea behind this work is
to provide a software that enables the application of computational intelligence
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methods in buildings’ related research [2–4, 9]. This issue is particularly relevant
and challenging at the same time since it is rather difficult to define and propose
benchmarks and/or testbeds for learning in non-stationary environments.

The rest of the paper is organized as follows. First, in Section 2, we describe
the architecture and the main functionality of the developed Matlab-CONTAM
Toolbox. Section 3 describes the model and the implemented algorithms for con-
taminant event monitoring in intelligent buildings. Then, in Section 4, we demon-
strate the Toolbox and how it is applied for the contaminant source detection
and isolation problem. Finally, Section 5 provides some concluding remarks and
presents our plans for future work.

2 Matlab-CONTAM Toolbox Architecture

The Matlab-CONTAM Toolbox Architecture is depicted in Fig. 1. It features a
modular design and a user-friendly Graphical User Interface (GUI). The “Data
Module” opens CONTAM Project files (*.prj) and reads the information related
to the building parameters. These include the building outline, the zone volumes
and the leakage path information. The building zone schematics are extracted
from this information and used by the GUI of the Toolbox to plot the building.

The information from the “Data Module” are then used by the “Scenario
Construction Module”. This module is responsible for specifying the parameters
which are to be considered to construct one or multiple simulation scenarios,
through the GUI. These include environmental parameters that affect the flow
dynamics (i.e. wind speed and direction, temperature, opening status of doors
and windows), as well as contaminant source parameters (i.e. magnitude, evo-
lution rate and onset time). The scenarios along with building information are
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Fig. 1. The software architecture of the Matlab-CONTAM Toolbox
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stored in the Scenarios File (*.0). The data stored in the Scenarios File are used
by the “Event Simulation Module”, which communicates with the CONTAM
engine to compute a state matrix for each different flow scenario. When the
state matrices have been constructed, the module simulates the different con-
tamination scenarios and computes the contaminant concentration at each zone.
All the results are stored in one or more Concentration Files (*.c0, *.c1, ...).

The “Contamination Event Detection and Isolation Module” is comprised of
state-of-the-art algorithms for detecting whether a contamination event has oc-
curred in the building, and isolating its zone. The module uses information from
the Concentration Files and the Scenarios Files, as computed by the Scenario
Construction Module and the Event Simulation Module. The Contamination
Event Detection and Isolation Module communicates with the GUI to configure
the parameters of the algorithms and to view the results.

3 Contaminant Event Detection and Isolation

In this section, we provide an overview of the theoretical results used in the de-
velopment of the “Contamination Event Detection and Isolation Module.” Next,
we describe the state-space model and the implemented algorithms for Contam-
inant Detection and Isolation (CDI) in intelligent buildings. Let R represent
the set of real numbers and B = {1, 0} the set of binary. Using the multi-zone
modeling methodology, the state-space equations for contaminant dispersion in
an indoor building environment with n zones can be presented in the following
general form,

ẋ(t) = (A+ΔA)x(t) +Q−1Bu(t) +Q−1Gg(t)
y(t) = Cx(t) + w(t),

(1)

where, x ∈ Rn represents the concentrations of the contaminant in the building
zones, while A ∈ Rn×n is the state transition matrix which models changes
in contaminant concentration between the different building zones primarily as
a result of the air-flows. The term ΔA collectively accounts for the presence
of modeling uncertainty in the building envelope as a result of changing wind
speed, wind direction and variable leakage openings. Through the Toolbox it is
possible to characterize and calculate some bounds on this uncertainty, as we
will be demonstrating in Section 4. The controllable inputs in the form of doors,
windows, fans and air handling units are represented by u ∈ Rp while B ∈ Bn×p

is a zone index matrix concerning their locations. The final term of the first
state-space equation involves the location and evolution characteristics of the
contamination sources represented by G ∈ Bn×s and g ∈ Rs respectively. Note
that Q ∈ Rn×n is a diagonal matrix with the volumes of the zones, i.e. Q =
diag(Q1, Q2, ..., Qn) where Qi is the volume of i-th zone. In the second equation,
y ∈ Rm represents the sensor measurements, C ∈ Bm×n is a zone index matrix
for the sensor locations and w ∈ Rm stands for additive measurement noise.
More details on the state-space formulation can be found in [6]. Note that a
similar state-space formulation has been commonly used by the fault diagnosis
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Fig. 2. Architecture of detection and isolation of a single contaminant source

community to represent models of uncertain non-linear systems [10]. In this
context, the final term in (1), i.e. Q−1Gg(t), is used to describe process faults
that disturb the normal system operation.

The general architecture of the implemented CDI algorithms using state es-
timation techniques is shown in Fig. 2. For event detection, the Contaminant
Detection Estimator (CDE) estimates the contaminant concentration in the dif-
ferent building zones under the “no source” hypothesis. It then compares the
actual contaminant concentration as measured by the sensors to the estimated
one. Event detection is decided if the difference between actual and estimated
concentration (residual) of at least one sensor exceeds the prescribed adaptive
threshold. Following detection, a bank of n isolators is activated, one for each
building zone. The j-th Contaminant Isolation Estimator (CIE), j ∈ {1, ..., n},
estimates the contaminant concentrations in the jth building zone under the
“source present” hypothesis. Then, it compares the actual contaminant concen-
trations as measured by the sensors to the estimated ones. If the residual for the
j-th CIE exceeds the threshold, then zone j is excluded from being a possible
candidate for the source location. Isolation is decided after n−1 zones have been
excluded, leaving only one possible building zone containing the source. More
details on the implemented algorithms including the derivation of the adaptive
thresholds can be found in [10].

4 Case Study

In this section, we demonstrate the proposed Matlab-CONTAM Toolbox for de-
tecting and isolating a contaminant source in an indoor building environment
through a case study corresponding to the Holmes’ house experiment [8]. The
interface of the Toolbox is depicted in Fig. 3, loaded with the project file corre-
sponding to the Holmes’ house. As shown in the figure, the building is comprised
of 14 zones: a garage (Z1), a storage room (Z2), a utility room (Z3), a living
room (Z4), a kitchen (Z5), two bathrooms (Z6 and Z13), a corridor (Z8), three
bedrooms (Z7, Z9 and Z14) and three closets (Z10, Z11 and Z12). There are a
total of 30 leakage path openings corresponding to windows and doors (P1–P30).
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It is assumed that natural ventilation is the dominant cause of air movement in
the building with wind coming from the east (90◦) at a speed of 10 m/s. All
the openings (doors or windows) are assumed to be in the fully open position.
We assume that at time 3 hours, a contaminant source of generation rate 126.6
g/hr is activated in the utility room (Z3) as shown in Fig. 3. There is one sensor
in each zone able to record the concentration of the contaminant at regular in-
tervals at its own location but the sensor measurements are corrupted by noise.
Based on the sensor measurements, our goal is to detect and isolate the source
under conditions of noise and modeling uncertainty.

The main body of the Matlab-CONTAM Toolbox GUI is divided into four
main sections as shown in Fig. 3: Contamination Event, Edit Parameters, Sim-
ulation and CDI. In the Contamination Event section, the user can specify the
contamination source(s) characteristics including the release location(s), the gen-
eration rate, the onset time and the duration of the event. From this section, it
is also possible to choose a simulation time between 1-24 hr with the appropriate
time step. The various problem parameters can be modified in the Edit Parame-
ters section, including the Weather Data, the Zone Data, the Path Openings and
the Sensor Data. In the Simulation section, the user can run the contaminant

Fig. 3. The Matlab-CONTAM Toolbox displaying the Holmes’ House project



A Matlab-CONTAM Toolbox for Intelligent Buildings 611

transport simulation once all the parameters are appropriately set. This calls
CONTAM in the background for calculating the airflows as explained in Sec-
tion 2, and activates the other options inside the Simulation section. From here,
the user can view and save the time series of contaminant concentrations in the
different building zones (which have sensors installed), display the airflows and
save the state transition matrix corresponding to these flows for future reference.

In the CDI section, the user can change the parameters, run and view the
results for the event detection and isolation algorithms outlined in Section 3.
The Parameters option displays another interface as shown in Fig. 4, divided
into four sub-sections: Uncertainties bound, Detection and Isolation Parame-
ters, Noise Bound and Nominal A matrix. The Uncertainties bound sub-section
is used to provide a bound on the modeling uncertainty ΔA in model (1). This
can be specified in three different ways using the provided dialog box: (i) as a
constant known value; (ii) calculated using random sampling within the speci-
fied tolerances around the nominal conditions on the wind direction, wind speed,
temperature and path openings; and (iii) calculated from an external file (∗.mat)
of a set of state transition matrices. For example, in the interface depicted in
Fig. 4, the bound on the modeling uncertainty is calculated as 0.237 using the
second option with 100 random samples within the following intervals from the
nominal conditions: wind direction 90 ± 10◦, wind speed 10 ± 0, 5 m/s, zone
temperature 30± 2◦C and leakage openings ±10% from the fully open position.
In the Detection and Isolation Parameters sub-section, the user can modify, if
required, the default values used by the detection and isolation algorithms dis-
played in Fig. 4. These depend on the initial problem assumptions and include
the initial maximum state estimation error for detection and isolation, the learn-
ing rate and the maximum interval value for estimating the contaminant source,
and an initialization value for the estimated source. More information on these
parameters can be found in [10]. Next, a bound on the noise needs to be specified
in the Noise Bound sub-section. Currently, we are assuming uniform, bounded
noise, but other types of noise (i.e. Gaussian) can easily be incorporated in the
future. Finally, the nominal state matrix A in (1) can be used in its current form
or loaded from a file using the Nominal A matrix sub-section.

After setting the various parameters, the Run option is used in order to run the
CDI algorithms and view the results. The sequence of steps performed follows the
CDI architecture outlined in Section 3. The user is notified for the progress of the
detection and isolation algorithms through user friendly graphical displays and
message notification banners. Following the completion of the CDI algorithms,
the user can view more detailed results concerning detection and isolation, by
using the Results option. This opens up a new interface which displays the
results of detection and isolation. For the specific test case scenario, the source
was detected 3 min after the release time and isolated 7 min after the release
time in the Utility zone. The Results interface is fully configurable and allows the
user to plot any result concerning the residuals and/or the adaptive thresholds
used for detection (CDE) and isolation (CIEs) for the zones of his choice. Some
indicative plots of the results are displayed in Fig. 5–6.
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Fig. 4. Interface for setting the CDI parameters and calculating bound on modeling
uncertainty
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Fig. 5. Contaminant Detection Estimator (CDE) for zone 3 (i.e. sensor in utility room).
The output estimation error (residual) is displayed using a solid line while the adaptive
threshold is displayed using a dashed line. The contaminant source is detected when
the error exceeds the threshold 3 min after the release.
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Fig. 6. 1st Contaminant Isolation Estimator (CIE) for zones 1–6. The output estima-
tion error (residual) is displayed using solid lines while the adaptive thresholds are
displayed using dashed lines. Zone 1 is excluded as a possible source location when the
error exceeds the threshold in zone 3.

5 Conclusions and Future Work

Contaminant event monitoring in intelligent buildings requires large quantities
of simulation data under different conditions in order to capture the variations
in the complex dynamics involved. To this aim, the Matlab-CONTAM Toolbox
has been developed and released, a software that operates within the Matlab
environment and provides a programming interface for CONTAM, a multi-zone
airflow and contaminant transport analysis tool. To facilitate the interaction of
the researchers with the Toolbox, an intuitive graphical user interface has been
designed for accessing the different functionalities and a modular architecture
has been adopted to assist in the implementation of new methods. In this paper,
we describe the implementation of advanced CDI schemes based on the state-
space method for detecting and isolating a single contaminant source in an indoor
building environment. We demonstrate the use of the Toolbox through a specific
14-zone building case study referred to as the Holmes’ house.

In the future, we plan to expand the capabilities of the Toolbox for detecting
and isolating multiple contaminant sources. We also plan to incorporate differ-
ent techniques for event detection. The ultimate goal of the Toolbox is to serve
as a common programming framework for research on Intelligent Buildings, by
allowing the simulation of multiple contamination scenarios under varying con-
ditions as well as the storage of the results in data structures. These data, can
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serve as benchmarks in the future for evaluating the performance of the different
designed algorithms.
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Abstract. Leakages are a relevant issue in water distribution networks with se-
vere effects on costs and water savings. While there are several solutions for
detecting leakages by analyzing of the minimum night flow and the pressure in-
side manageable areas of the network (DMAs), the problem of estimating the
time-instant when the leak occurred has been much less considered. However,
an estimate of the leakage time-instant is useful for the diagnosis operations, as
it may clarify the leak causes. We here address this problem by combining two
change-point methods (CPMs) in a hierarchy: at first, a CPM analyses the mini-
mum night flow providing an estimate of the day when the leakage started. Such
an estimate is then refined by a second CPM, which analyzes the residuals be-
tween the pressure measurements and a network model in a neighborhood of the
estimated leakage day. The proposed approach was tested on data from a DMA of
a big European city, both on artificially injected and real leakages. Results show
the feasibility of the proposed solution, also when leakages are very small.

Keywords: Leakages in Water Distribution Networks, Change-Point Estimation,
Nonstationarity Detection.

1 Introduction

Water losses in distribution drinking water networks are an issue of great concern for
water utilities, strongly linked with operational costs and water resources savings. Con-
tinuous improvements in water losses management are being applied and new technolo-
gies are developed to achieve higher levels of efficiency.

Among the wide range of water losses, we consider leakages, a specific type of
hydraulic fault, that may be due to pipe breaks, loose joints and fittings, and overflowing
water from storage tanks. Some of these problems are caused by the deterioration of the
water delivery infrastructure, which is affected by ageing effects and high pressures.
Leakages are classified by water utilities as background (small undetectable leaks for
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which no action to repair is taken), unreported (moderate flow-rates which accumulate
gradually and require eventual attention), and reported (high flow-rates which require
immediate attention). In practice, there may be a significant time delay between the time
instant when a leakage occurs, when the water utility detects the leakage, and when the
leakage is located and repaired [1].

The traditional approach to leakage control is a passive one, whereby the leak is
repaired only when it becomes visible. Recently developed acoustic instruments [2]
allow to locate also invisible leaks, but unfortunately, their application over a large-scale
water network is very expensive and time-consuming. A viable solution is to divide
the network into District Metered Area (DMA), where the flow and the pressure are
measured [3, 1], and to maintain a permanent leakage control-system: leakages in fact
increase the flow and decrease the pressure measurements at the DMA entrance. Various
empirical studies [4, 5] propose mathematical models to describe the leakage flow with
respect to the pressure at the leakage location.

Best practice in the analysis of DMA flows consists in estimating the leakage when
the flow is minimum. This typically occurs at night, when customers’ demand is low
and the leakage component is at its largest percentage over the flow [1]. Therefore,
practitioners monitor the DMA or groups of DMAs for detecting (and then repairing)
leakages by analyzing the minimum night flow, and also employ techniques to estimate
the leakage level [1]. However, leakage detection may not be easy, because of unpre-
dictable variations in consumer demands and measurement noise, as well as long-term
trends and seasonal effects. Complementary to the minimum flow analysis, pressure
loggers at the DMA entrance provide useful information for leak detection and isola-
tion [6]. When a leakage appears in a DMA, the pressure at junctions typically changes,
showing the key evidence for the leakage and providing information for its isolation.

In this paper, we address the problem of estimating the time-instant when a leakage
has occurred within a DMA. Obtaining accurate estimates of leak time-instant is impor-
tant, as this information improves the leak-diagnosis operations – including quantifying
the leakages effect and understanding the leak causes – as well as the accommoda-
tion operations. Peculiarity of the proposed solution is to combine two change-point
methods (CPMs) in a hierarchical manner. At first, a CPM analyzes the minimum night
flow in the DMA to estimate the day when the leak has occurred. Then, within a range
of this specific day, the residuals between the pressure measurements and a network
model are analyzed by a second CPM, which estimates the time-instant when the leak
has started. Such a coarse-to-fine analysis prevents the use of network models over
large time-intervals, where these may be not accurate because of the large dimension
of the network. The leak-detection problem is not addressed here, as this can be man-
aged by specific techniques, such as [7]. To illustrate the feasibility of the proposed ap-
proach, real data – and a real leakage – coming from a DMA of a big European city are
considered.

The structure of the paper is the following: Section 2, states the problem of estimating
the leak-time instant in a DMA, while Section 3 presents the hierarchy of CPMs to
address this problem. Section 4 presents the results obtained on real data from a DMA.
Finally, conclusions are drawn in Section 5.
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2 Problem Statement

We focus on a single DMA, connected to the main water supply network through a
reduced number of pipes, where the flows and pressure inlets, as well as the pressure
of some internal nodes, are recorded. In fault-free conditions, the flow measurements
represent the water consumption and follow a trend that is stationary, though unknown.
After the leakage-time instant T ∗, the flow follows a trend affected by a faulty profile.
We assume that the leakage induces an abrupt and permanent fault, so that the measured
flow at the inflows of the DMA becomes

f(t) =

{
f0(t), if t < T ∗

f0(t) +Δf , if t ≥ T ∗ , (1)

where Δf > 0 is the offset corresponding to the leakage magnitude. Similarly, the
behavior of the measured pressure can be defined:

p(t) =

{
p0(t), if t < T ∗

p0(t)−Δp, if t ≥ T ∗ , (2)

where Δp > 0 is the offset representing the leakage affect the pressure measurements.
Let T̂ be the time instant in which the leakage is detected by a suitable detection

method, our goal is to identify T ∗ by analyzing

F = {f(t), 0 ≤ t ≤ T̂} and P = {p(t), 0 ≤ t ≤ T̂} (3)

Thus, the leak is assumed to be constant within the time interval [T ∗, T̂ ], and we do not
consider measurements after T̂ when the accommodation procedures start.

3 A Hierarchy of CPMs to Estimate Leak Time-Instant

Change-Point Methods are hypothesis tests designed to analyze, in an offline manner,
whether a given data sequence X contains i.i.d. realizations of a random variable (i.e.,
null hypothesis) or a change-point that separatesX in two subsequences generated from
different distributions (alternative hypothesis). Interest reader can refer to [8–10].

In this paper, we illustrate the use of CPMs for estimating T ∗, the time instant when a
leakage occurs, and we show that, to this purpose, it is convenient to combine two CPMs
in a hierarchical scheme yielding coarse-to-fine estimates. At first, a CPM analyses the
statistical behavior of the minimum night flows: interestingly, when no leakage affects
the network, the minimum night flows are expected to be stationary [7]. Thus, minimum
night flow values can be (at least approximatively) modeled as i.i.d. realizations of a
random variable. The analysis of the minimum night flow by means of a CPM provides
us MΦ, an estimate of the day when the leakage started, as described in Section 3.1. This
is a coarse-grained estimate that can be refined by analyzing the pressure measurements
in the few days before and after MΦ. Unfortunately, CPMs cannot be straightforwardly
used on pressure measurements, as these are time-dependent data, while CPMs operate
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Fig. 1. An illustrative example of the sequence Φ. The values of Φ are displayed in the plot below,
and correspond to the minimum night flow of each specific day. The small plots above represent
the daily flows: the value of the minimum night flow is plot as an horizontal (red) line.

on i.i.d. realizations of a random variable. To address this problem we run a CPM on
residuals of approximating models, as in [11]. Specifically, in Section 3.2 we apply a
CPM on pressure residuals measuring the discrepancy between the measurements and
estimates provided by a DMA model, see [6]. The use of the ensemble of CPMs [11]
instead of conventional CPMs to compensate temporal dependencies in the minimum
night flow and in pressure residuals is discussed in Section 3.3.

3.1 CPM on the Minimum Daily Flow

Let us denote by φ(τ) the minimum night flow of the day τ , which may be computed
as the minimum value or the average flow in a neighborhood of the minimum. Given
the flow measurements F in (3) we compute

Φ = {φ(τ), 0 ≤ τ ≤ τ̂}, (4)

the sequence of the minimum night flows, being τ̂ the day containing T̂ . We say that Φ
contains a change-point at τ∗ if φ(τ) is distributed as

φ(τ) ∼
{
P0, if 0 ≤ τ < τ∗

P1, if τ∗ ≤ τ ≤ τ̂
, (5)

whereP0 andP1 represent the distribution of the minimum night flow without and with
a leakage, respectively, and τ∗ and τ̂ are the day when the leak occurred and when the
leakage has been detected, respectively.

Within the CPM framework, the null hypothesis consists in assuming that all data in
Φ are i.i.d., and when the null hypothesis is rejected the CPM provides also an estimate
of the change point τ∗, which here corresponds to an estimate of day when the leak
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has occurred. From the practical point of view, when running a CPM, each time instant
S ∈ {1, . . . , τ̂} is considered as a candidate change point of Φ, which is accordingly
partitioned in two non-overlapping sets

AS = {φ(τ), τ = 1, . . . , S}, and BS = {φ(τ), τ = S + 1, . . . , τ̂},

that are then contrasted by means of a suitable test statistic T . The test statistic

TS = T (AS ,BS), (6)

measures the degree of dissimilarity between AS and BS . Among test statistics com-
monly used in CPMs, we mention the Mann-Withney [8] (to compare the mean over
AS and BS), the Mood [12] (to compare the variance over AS and BS) and the Lep-
age (to compare both the mean and variance over AS and BS). Other statistics in
[13, 14, 10, 15].

The values of TS are computed for all the possible partitioning of Φ, yielding
{TS , S = 1, . . . , T̂}; let TMΦ denote the maximum value of the test statistic, i.e.,

TMΦ = max
S=1,...,T̂

(TS) . (7)

Then, TMΦ is compared with a predefined threshold hl,α, which depends on the statistic
T , the cardinality l of Φ, and a defined confidence level α that sets the percentage of
type I errors (i.e., false positives) of the hypothesis test. When TMΦ exceeds hl,α, the
CPM rejects the null hypothesis, and Φ is claimed to contain a change point at

MΦ = argmax
S=1,...,T̂

(TS) . (8)

On the contrary, when TMΦ < hl,α, there is not enough statistical evidence to reject
the null hypothesis, and the sequence is considered to be stationary. Summarizing, the
outcome of a CPM to estimate the day when the leak occurred is{

The leak occurred at day MΦ if TMΦ ≥ hl,α

No leak can be found in Φ, if TMΦ < hl,α

. (9)

3.2 CPM on the Residuals of the Pressure Measurements

A CPM executed on Φ provides an estimate MΦ of τ̂ , the day when the leakage started.
To provide an fine-grained estimate of the leakage time-instant, we analyze the pressure
measurements in a neighborhood of MΦ (e.g., one or two days before and after MΦ).
Let PMΦ ⊂ P collects such pressure measurements. It is worth noting that, differently
from values in Φ that can be assumed to be i.i.d., the pressure measurements follows
their own dynamics, hence CPMs cannot be directly applied to PMΦ . We address this
issue as in [11], and we compute the residuals between the measured pressure and its
estimates using the DMA mathematical model fθ

p̂(t) = fθ(p(t− 1), . . . , p(t− nx), u(t), u(t− 1), . . . u(t− nu)) , (10)
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where θ is the model parameter vector, p(t) ∈ R and u(t) ∈ Rm represent the output
and input of the DMA model, respectively. The parameters nx ≥ 0 and nu ≥ 0 set the
order of the output and input, respectively. The DMA model is based on the hydraulic
laws describing the flow balance in the DMA nodes and the pressure drop in the pipes.
This model leads to a set of non-linear equations with non-explicit solution that must
be solved numerically using a water network simulator (EPANET), as it is done in [6],
to obtain p̂(t).

The second CPM of the hierarchy is executed on the residual sequence that refers to
pressure measurements in PMΦ :

RP = {p(t)− p̂(t), Tinit ≤ t ≤ Tend}, (11)

where Tinit and Tend are the initial and final time instant of PMΦ , respectively. Follow-
ing the CPM formulation in Section 3.1, the CPM on RP is immediately obtained by
replacing Φ withRP . We denote by MP the leakage time-instant estimated formRP .

3.3 Ensemble of CPMs

Unfortunately, the minimum night flow might suffer from seasonalities or nonstation-
arities that are difficult to compensate or address, thus, the sequence Φ may not contain
truly i.i.d. observations. Moreover, approximating models are never exact, and, because
of model bias, sequence RP is far from being i.i.d. both before and after T ∗, where a
large degree of dependency among the residuals is expected. These circumstances vi-
olate the hypothesis required by the CPM and explain why the CPMs are not able to
properly estimate the change-point on residuals from approximating models, [11].

To reduce the effect of time-dependency in the analyzed sequence, it is possible to
use the ensemble of CPMs, which is detailed in [11]. Because of space limitation here,
we briefly describe its peculiarities. The ensemble Ed aggregates d individual estimates
provided by CPMs executed on subsequences obtained by randomly sampling the origi-
nal sequence (either Φ orRP ). Such a random sampling is meant to reduce the temporal
dependencies. Experiments in [11] on residuals of ARMA processes show that the en-
semble provides better performance in locating the change-point than a single CPM
executed on the whole residual sequence.

4 Experimental Results

To illustrate the feasibility of using CPM to estimate the leak time-instant, we consider
data from the DMA of a big European city. The DMA is characterized by two inlets
where flow an pressure are measured as well as five pressure monitoring sensors right
inside. Real records have been collected from 11th November to 22nd December 2012.

4.1 CPM Configuration

Since we expect the leak to induce an abrupt and permanent shift in Φ and RP , we
exploit a nonparametric CPM based on the Mann-Whitney [16] statistics, U , and we
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Fig. 2. Analysis of the minimum night flow to estimate the day when a leakage of 5 l/s (a), 2 l/s
(b) and 1 l/s (c), appeared. The leak has been artificially injected on November, 20th.
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analyze the performance of three solutions. At first, CPMU , which is the CPM with the
proper threshold hα,l provided by the CPM package [17] in R statistical software. Then,
we consider CPMU ,0, the same as CPMU with threshold hn,α = 0; CPMU ,0 locates
a change-point where the partitioning yields the two most dissimilar sets. Finally, we
consider the ensemble E100, which aggregates 100 individual estimates from random
sampling. In all the CPM, we set α = 0.05. The minimum night flow is computed by
averaging measurements in 1 hour before and after the minimum of one day flow.

4.2 Performance on Artificially Induced Leakages

Since leakages induce a permanent offset in the minimum night flow, we simulate a
leakage in Φ (see Eq. 4) by subtracting an amount proportional to the leakage ampli-
tude (in liters per second) in φ(t) after T ∗. To this purpose, we considered different
leakage amplitudes, namely a reported leakage (5 l/s), an unreported leakage (2 l/s)
and a background leakage (1 l/s) referring to the leak range set by water management
company [6]. The leak has been artificially injected on November 20th, and only the
first level of the CPM hierarchy was tested here.

Fig. 2 shows the performance of the considered CPMs: while the outputs of CPMU
and CPMU ,0 are deterministic, i.e., given an input sequence they always provide the
same result, the output of the ensemble is stochastic due to the random sampling phase.
Therefore, we provide the empirical distribution of E100 estimates computed over 100
iterations. The plots show that the first level of the hierarchy estimates rather success-
fully the day when the leakage has occurred, though when the leak has a very small
magnitude (background leakage) there is not enough statistical evidence for CPMU to
assess the leak.

4.3 Performance on Real Leakages

A real reported leakage of magnitude 5.6 l/s occurred on 20th of December at 00h30 and
lasted 30 hours. Fig. 3 a) shows the performance of the first level of the CPM hierarchy,
and only CPMU ,0 is effective in estimating the leakage day. The ensemble E100 is not
accurate here since too few samples after T ∗ are provided, thus often subsequences
obtained by random sampling may not contain measurements after the leak. However,
the U statistic was able to point out the leak day when used on the whole dataset, though
there is not enough statistical evidence for CPMU to estimate the leak day.

On the real leakage scenario, we assess the hierarchy of CPM to refine MΦ by ana-
lyzing hourly pressure measurements from 00h00 of 19th till 23h00 of 21st of December,
that were compared with those estimated using the DMA model, yielding to the resid-
ual sequenceRP (11). Fig. 3 b) shows that both E100 and CPMU ,0 are rather effective
in estimating the leak time-instant; while on the contrary, probably because the residu-
als are not i.i.d. (not even before and after T ∗), CPMU was not able estimate the leak
time-instant.
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Fig. 3. Analysis of the minimum night flow to estimate the time instant when a leakage appeared
in the network. The leakage occurred at 20th of December and lasted for two days.

5 Conclusion

We propose a hierarchy of CPMs to estimate the time instant when a leak has appeared
within a DMA. Two CPMs are combined to estimate, first, the day, and then, the exact
time when the leakage has occurred. The proposed hierarchy prevents the use of models
approximating the pressure measurements over a large time interval, where these could
be highly affected by model bias. Application results in a real DMA of a big European
city have shown the feasibility of the proposed approach to estimate the leak time-
instant also for subtle leaks. Ongoing works concern the use of multivariate CPM to
analyze simultaneously the pressure, flow and different indicators that may be affected
by the leak (e.g., water billed volumes), as well as providing a complete methodology
– including leak detection and isolation – for leak diagnosis based on CPM.



624 G. Boracchi, V. Puig, and M. Roveri

References

1. Puust, R., Kapelan, Z., Savic, D.A., Koppel, T.: A review of methods for leakage manage-
ment in pipe networks. Urban Water Journal 7(1), 25–45 (2010)

2. Khulief, Y., Khalifa, A., Mansour, R., Habib, M.: Acoustic detection of leaks in water
pipelines using measurements inside pipe. Journal of Pipeline Systems Engineering and
Practice 3(2), 47–54 (2012)
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Abstract. Dataset shift is a major challenge in the non-stationary environments 
wherein the input data distribution may change over time. In a time-series data, 
detecting the dataset shift point, where the distribution changes its properties is 
of utmost interest. Dataset shift exists in a broad range of real-world systems. In 
such systems, there is a need for continuous monitoring of the process behavior 
and tracking the state of the shift so as to decide about initiating adaptive cor-
rections in a timely manner. This paper presents a novel method to detect the 
shift-point based on a two-stage structure involving Exponentially Weighted 
Moving Average (EWMA) chart and Kolmogorov-Smirnov test, which substan-
tially reduces type-I error rate. The algorithm is suitable to be run in real-time. 
Its performance is evaluated through experiments using synthetic and real-
world datasets. Results show effectiveness of the proposed approach in terms of 
decreased type-I error and tolerable increase in detection time delay.  

Keywords: Non-stationary, Dataset shift, EWMA, Online Shift-detection. 

1 Introduction 

In the research community of statistics and machine learning, detecting abrupt and 
gradual changes in time-series data is called shift-point detection [1]. Based on the 
delay of the detection, shift-point detection methods can be classified into two catego-
ries: retrospective detection and real-time detection. The retrospective shift-point 
detection tends to give more accurate and robust detection; however, it requires longer 
reaction periods so it may not be suitable for the real-time applications where initiat-
ing adaptation closest to the shift-point  is of paramount  importance. Also, in the 
real-time systems, each observation coming in the data stream may be processed only 
once and then discarded; hence retrospective shift-point detection may not be possible 
to implement. The real-time detection is also called a single pass method and requires 
an immediate reaction to meet the deadline. One important application of such a me-
thod is in pattern classification based on streaming data, performed in several key 
areas such as electroencephalography (EEG) based brain-computer interface, robot 
navigation, remote sensing and spam-filtering. Classifying the data stream in non-
stationary environments requires the developments of a method which should be 
computationally efficient and able to detect the shift-point in the underlying distribu-
tion of the data stream. The key difference between the conventional classification 
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2 Background 

2.1 Dataset Shift 

The term dataset shift [9] was first used in the workshop of neural information 
processing systems (NIPS, 2006). Assume a classification problem is described by a 
set of features or inputs  , a target variable  , the joint distribution , , the prior 
probability  and conditional probability | , respectively. The dataset shift is 
then defined as “cases where the joint distribution of inputs and outputs differs be-
tween training and test stages, i.e., when ,  , ”[10]. Dataset shift 
was previously defined by various authors and they gave different names to the same 
concept such as, concept shift, changes of classification, changing environment, con-
trast mining, fracture point, and fracture between data. There are three types of dataset 
shift that usually occur, (i) covariate shift, (ii) prior probability shift and (iii) concept 
shift; we will briefly describe these shifts in following subsections.  

 
Covariate Shift: It is defined as a case, where ( | |  and 
(   [9] (e.g., the input distribution often changes in the session-
to-session transfer of an EEG based brain-computer interface).    
Prior Probability Shift: It is defined as a case, where  |  |  
and    [9] (e.g., the survivorship in a stock market where there 
is bias in obtaining the samples).   
Concept Shift: It is defined as a case, where  |   |  [9]  
(e.g., fraud detection). 

 
The shifts discussed above are the most commonly present in the real-world prob-

lems, there are other shifts also that could happen in theory, but we are not discussing 
those because they appear rarely.   

2.2 EWMA Control Chart 

An exponentially weighted moving average (EWMA) control chart [11] is from the 
family of control charts in the statistical process control (SPC) theory. EWMA is an 
efficient statistical method in detecting the small shifts in the time-series data. The 
EWMA control chart outperforms the other control charts because it combines current 
and historical data in such a way that small changes in the time-series can be detected 
more easily and quickly. The exponentially weighted moving average model is de-
fined as  

                                          . 1 .                                                     1  
 

where λ is the smoothing constant (0 1  and z is a EWMA statistics. Moreo-
ver, the EWMA charts are used for both uncorrelated and auto-correlated data. We are 
only considering the auto-correlated data in our study and simulation.  
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EWMA for Auto-Correlated Data: If data contain a sequence of auto-correlated ob-
servations, , then the EWMA statistics in (1) can be used to provide 1-step-ahead 
prediction model of auto-correlated data. We have assumed that the process observa-
tions , can be defined as the equation (2) below, which is a first-order integrated 
moving average (ARIMA) model. This equation describes non-stationary behavior, 
wherein the variable  shifts as if there is no fixed value of the process mean.   

                                                                                                      2  
 

where  is a sequence of independent and identically distributed (i.i.d) random sig-
nal with zero mean and constant variance. It can be easily shown that the EWMA 
with 1  is the optimal 1-step-ahead prediction for this process [12]. That 
is, if  is the forecast of the observation in the period 1  made at the 
end of the period , then, , where equation (1) is the EWMA. The 1-step-
ahead error  are calculated as [13]: 

                                              1                                                          3  
 

where 1 is the forecast made at the end of period 1 . Assume, that the 
1-step-ahead prediction errors  are normally distributed. It is given in [12], that 
it is possible to combine information about the statistical control and process dynam-
ics on a single control chart. Then, the control limits of the chart on these errors satis-
fy the following probability statements by substituting the right hand side of equation 
(3) as given below.  

 .   . 1  1  .  1  . 1  
 

where   is the standard deviation of the errors, L is the control limit multiplier 
and (1-α) is a confidence interval. The standard deviation of 1-step-ahead error can be 
estimated in various ways such as mean absolute deviation or directly calculate the 
smoothed variance [12]. If the EWMA is a suitable 1-step-ahead predictor, then one 
could use  as the center line for the period 1 with UCL (Upper Control Lim-
it) and LCL (Lower Control Limit).  

                     .   &    .          (4) 
 

Whenever, the  moves out of  and , the process is said to be 
out of control. This method is also known as a moving center-line EWMA control 
chart [12]. The EWMA control chart is robust to the non-normality assumption if 
properly designed for the  and gamma distributions [14]. Following the above as-
sumption, we have designed a two-stage algorithm for the shift detection in the 
process observation of auto-correlated data, which is discussed in the next section. So, 
the two-stage SD-EWMA (TSSD-EWMA) test can be employed when there is con-
cern about the normality assumption.  
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3 Methodology 

A control chart is the graphical representation of the sample statistics. Commonly it is 
represented by three lines plotted along horizontal axis. The center line and two con-
trol lines (control limits) are plotted on a control chart, which correspond to target 
value  and acceptable deviation  from either side of the target value respec-
tively, where  is the control limit multiplier and  is the standard deviation.  

The proposed two-stage shift-detection based on EWMA (TSSD-EWMA) test 
works at two-stages. In the stage-I, the method employs a control chart to detect the 
dataset shift in the data stream. The stage-I works in an online mode, which conti-
nuously process the upcoming data from the data stream. The Stage-II uses a statistic-
al hypothesis test to validate the shift detected by the stage-I. The stage-II operates in 
retrospective mode and starts validation once the shift is detected by the stage-I.  

3.1 Stage-I 

At the stage-I, the test works in two different phases. The first phase is training phase 
and the second phase is an operation or testing phase. In the first phase, the parame-
ters , 0 , 02  are calculated to decide the null hypothesis that there is no shift in 

the data. To calculate the parameters, first obtain the sequence of observations and 
calculate the mean. Use the mean as the initial value  and obtain the EWMA 
statistics by equation (1). The sum of the squared 1-step-ahead prediction error di-
vided by the length of the training dataset is used as an initial value of  for the 

testing data. The test has been performed on the several values of , chosen as sug-
gested in  [12], [14] and the choice of  is discussed later in the result and discus-
sion section.  

In the testing phase, for each observation use equation (1) to obtain the EWMA 
statistics and follow the steps given in algorithm TSSD-EWMA in Table 1. Next, 
check if each observation  falls within the control limits , , 
otherwise the shift is detected and alarm is raised at the stage-I. Furthermore, the shift 
detected by the stage-I is passed to the stage-II for validation.  

3.2 Stage-II 

In stage-II, the shift detected by the stage-I needs to be validated. This phase works in 
retrospective mode and it executes only when a shift is detected at stage-I. In  
particular, to validate the shift detected by the stage-I, the available information  
need to be partitioned into two-disjoint subsequences and then the statistical hypothe-
sis test is applied. In literature, the statistical hypothesis tests are well established.  
The two-sample Kolmogorov-Smirnov test [15] is used to validate stationarity in  
the sub-sequences because of its non-parametric nature. The two-sample Kolmogo-
rov-Smirnov test returns a test decision for the null hypothesis that the data in  
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the subsequences are stationary with equal means and equal but unknown variances. 
The Kolmogorov-Smirnov statistics is briefly described as follows:  ,  | , , | 

 

where  is the supremum and  ,  and ,  are the empirical cumulative 
distribution function on the first and second samples respectively. The  and ’are the 

lengths of the two samples given as 1 :  and 1 :
 where  is the number of observations in the window of data used for the test. 

The null hypothesis is rejected at level α and (H=1) is returned if,  
 . ,  

 

where   is the critical value and can be found in, e.g., [16].  

Table 1. Algorithm-TSSD-EWMA 

 
 

Input: A process x(i), generates independent and identically dis-
tributed observations over time (i).  
Output: Shift-detection points 

Stage-I 
 Training Phase 

1. Initialize training data x(i) for i=1:n, where n is the num-
ber of observations in training data 

2. Calculate the mean of x(i) and set as z(0) 
3. Compute the z-statistics for each observation x(i) 

          z(i)=lambda*x(i)+(1-lambda)*z(i-1) 
4. Compute the 1-step-ahead prediction error: err(i)=x(i)-z (i-

1) 
5. Estimate the variance of error for the testing phase 
6. Set lambda by minimizing squared prediction error 

 Testing Phase 
1. For each data point x(i+1) in the operation/testing phase 
2. Compute z(i)=lambda*x(i)+(1-lambda)*z(i-1) 
3. Compute err(i)= x(i)-z(i-1) 
4. Estimate the variance sigma_hat_err(i)^2=phi*err(i)^2 + (1-

phi)* sigma_hat_err(i-1)^2 
5. Compute UCL(i+1) and LCL(i+1) 
6. IF(LCL(i+1)< x(i+1)< UCL(i+1)) 

   THEN (Continue processing) 
ELSE (Go to Stage-II) 

Stage-II 
1. For each x(i+1) 
2. Wait for m observations after the time i, organise the se-

quential observations around time i into two partitions, one 
containing x((i-(m-1)):i), another x((i+1):(i+m)). 

3. Execute the hypothesis test on the partitioned data 
IF(H==1) 
   THEN (test rejects the null hypothesis): Alarm is raised 
ELSE(The detection received by stage-I is a false-positive) 
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An important point to note here is that we have assumed that non-stationarity  
occurs due to changes in the input distribution only. So, it is said to be covariate shift-
detection in non-stationary time-series by the TSSD-EWMA test. In Table 1, the de-
signed algorithm TSSD-EWMA is presented in the form of pseudo code.  

4 Dataset and Feature Analysis 

To validate the effectiveness of the suggested TSSD-EWMA test, a series of experi-
mental evaluations have been performed on three synthetic datasets and one real-
world dataset. The datasets are described as follows.  

4.1 Synthetic Data 

Dataset 1-Jumping Mean (D1): The dataset used here is same as the toy dataset giv-
en in [1] for detecting change point in a time-series data. The dataset is defined as 

 in which 5000 samples are generated . . , 1, . . . . . , 5000  0.6 1 0.5 2  

where  is a noise with mean  and standard deviation 1.5. The initial values are set 
as  1 2 0. A change point is inserted at every 100 time steps by setting the 
noise mean  at time  as  0  16          1                  2 … .49 

where  is a natural number such that 100 1 1 100 .  
 

Dataset 2-Scaling Variance (D2): The dataset used here is the same as the toy dataset 
given in [1], for detecting change-point in time-series data. The dataset is defined as 
the auto-regressive model, but the change point is inserted at every 100 time steps by 
setting the noise standard deviation  at time  as 1ln e 4                 1,3, … … ,49       2,4, … 48  

where  is a natural number such that 100 1 1 100 .  
 

Dataset 3-Positive-Auto-correlated (D3): The dataset is consisting of 2000 data-
points, the non stationarity occurs in the middle of the data stream, shifting from ; 1,1  to  ; 3,1 , where ; ,  denotes the normal distribution with 
mean and standard deviation respectively.  

4.2 Real-World Dataset  

The real-world data used here are from BCI competition-III (IV-b) dataset [17]. This 
dataset contains 2 classes, 118 EEG channels (0.05-200Hz), 1000Hz sampling rate 
which is down-sampled to 100Hz, 210 training trials, and 420 test trials. We have 
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selected a single channel (C3) and performed the band-pass filtering on the mu ( ) 
band (8-12 Hz) to obtain bandpower features. This real-world dataset is a good exam-
ple to validate if the proposed TSSD-EWMA is able to detect the types of shifts in the 
data generating process with decreased false-positive. The results and discussion of 
the experiments are given in the next section. 

5 Results 

On each dataset, the proposed TSSD-EWMA technique is evaluated by the following 
metrics to measure the performance of the tests: False-positive (FP): it counts the 
times a test detects a shift in the sequence when it is not there i.e., (false alarm); True-
positive (TP): it counts the times a test detects a shift in the sequence when it is there 
i.e., (hit alarm); True-negative (TN): it counts the times a test does not detect the shift 
when it is not there; False-negative (FN): it counts the times a test does not detect a 
shift in the sequence when it is there i.e., (miss); Not applicable (NA): it denotes not 
applicable situation, where the dataset is not suitable to be executed on the test; Aver-
age delay (AD): it measures the average delay in shift-detection, i.e., sum of delay in 
each shift-detection is divided by the number of shifts detected; Accuracy (ACC): it 
measures the accuracy of the results i.e.,  

 #  #  #  #  #  #   

 

 
                       (a)                                     (b) 

Fig. 2. Shift-detection based on TSSD-EWMA: Dataset 1 (jumping mean): (a) the shift point is 
detected at every 100th point.  (b) Zoomed view of figure a: shift is detected at 401st sample. 

It is important to note that the stage-I of the TSSD-EWMA is based on the current ob-
servation of the data to detect the shift. So, it is coming without the delay and this is the 
advantage of this approach that the stage-I of the test always operate in online mode. 
Once, the shift is detected by the stage-I, the test moves into the retrospective mode to 
validate the suspected shift in the process. Figure 2 represents the stage-I of the TSSD-
EWMA based shift-detection test results from the Dataset 1. The solid line is the obser-
vation plotted on the chart and the two dotted lines are the ULC and LCL, whenever the 
solid line crosses the dotted line (control limits), it is the shift-point detected. The tests 
have been performed on several values of  as suggested in [12], [14].  

According to Table 2, for the case of D1 with 0.40 , the TSSD-EWMA gives 
an optimal result with all the shift-detections and no false-positive, however with a 
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delay of 10 samples, whereas, SD-EWMA detects four false-positive with no delay. 
The delay in TSSD-EWMA is resulting from the stage-II of the test. For the D2, the 
TSSD-EWMA is not applicable because of the nature of the dataset. For D3 in the 
TSSD-EWMA, when λ 0.50 it detects all the shifts with no false-positive and a 
low delay of 10 samples, whereas, the SD-EWMA test suffers twelve false-positives 
and no delay.  

Table 2. TSSD-EWMA shift-detection 

  SD-EWMA  TSSD-EWMA 
 Total 

shifts 
Lambda 

( ) 
 # 
TP 

# 
FP 

 # 
FN 

 
ACC 

  # 
TP 

# 
FP 

 # 
FN 

 
AD 

 
ACC 

 
D1 

 

 
9 

0.20 8 1 1 99.8  8 0 1 10 99.9 
0.30 8 3 1 99.6  8 0 1 10 99.9 
0.40 All 4 0 99.6  All 0 0 10 100 

 
D2 

 

 
5 

0.60 All 11 1 99.8  NA NA NA NA NA 
0.70 All 6 0 99.4  NA NA NA NA NA 
0.80 4 8 1 99.1  NA NA NA NA NA 

 
D3 

 

 
1 

0.40 All 13 0 99.1  All 0 0 10 100 
0.50 All 12 0 99.2  All 0 0 10 100 
0.60 All 15 0 99.0  All 0 0 10 100 

 
To assess the performance and compare the results of the TSSD-EWMA, we have 

chosen other shift-detection methods such as the SD-EWMA [8] and the ICI-CDT [3] 
because these are state-of-the-art non-parametric sequential shift-point detection tests. 
Table 3 compares the results of ICI-CDT and SD-EWMA with TSSD-EWMA. The 
rate of false-positive is much reduced for D1 and D3 datasets. However, in the case of 
D2 the test is not applicable because of the nature of dataset. The delay in the shift-
detection for the TSSD-EWMA is less than that for the ICI-CDT method. 

Table 3. Comparison on different shift-detection tests  

 ICI-CDT   SD-EWMA  TSSD-EWMA 

  # 
TP 

# 
FP 

 # 
FN 

 
AD 

  #  
TP 

# 
FP 

 # 
FN 

 
AD 

 # 
TP 

# 
FP 

 # 
FN 

 
AD 

D1 6 0 3 35  9 4 0 0  9 0 0 10 

D2 1 0 4 60  5 6 0 0  NA NA NA NA 
D3 1 0 0 80  1 12 0 0  1 0 0 10 

Table 4. TSSD-EWMA shift-detection in BCI data 

Lambda 
( ) 

Number 
of Trials 

# Shift-points SD-EWMA # Shift-points TSSD-EWMA 
Session 2 Session 3 Session 2 Session 3 

 
0.01 

1-20 0 0 0 0 
21-45 3 1 2 0 
46-70 4 2 3 1 

 
0.05 

1-20 10 4 6 3 
21-45 9 6 6 4 
46-70 7 5 6 4 

 
0.10 

1-20 16 9 8 6 
21-45 22 21 15 15 
46-70 25 17 17 13 
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To perform the shift-detection test, on the real-world dataset we have made use of 
bandpower features from the EEG data of session one from the aforementioned BCI 
competition-III (IV-b) and assumed that it is in stationary state. It contains 70 trials 
and the parameters are calculated in training phase to be used in the test-
ing/operational phase. Next, the test is applied to the sessions two and three and the 
results are given in Table 4, wherein TSSD-EWMA is compared with the SD-
EWMA. For evaluation purposes, we have performed the test on a fixed number of 
trials from each session and monitored the points where the shifts are detected. For 
the value of λ=0.01, and the trials 21-45 and 46-70, one false-positive is reduced by 
the TSSD-EWMA in each case. With increased value of 0.05, the number of 
shifts increased, so the possibility of getting the number of false-positive also in-
creased. Hence, by executing the TSSD-EWMA, the number of false alarms de-
creased. In case of the EEG signals, no comparison can be done because the results of 
actual shift points are not provided in [17].  

6 Discussion and Conclusion 

According to Table 3, the TSSD-EWMA provides better performance in terms of 
shift-detection with reduced number of false-positives compared to other state-of-the-
art methods such as the SD-EWMA[8] and ICI-CDT [3], and it also has much smaller 
time delay compared to ICI-CDT. The TSSD-EWMA test outperforms over other 
methods in terms of low false-positive rate for all datasets because of its two-stage 
structure. 

The choice of smoothing constant  is an important issue in using EWMA control 
charts. The TSSD-EWMA results show that the detection of shift in the time-series 
data depends upon the value of the . The value of  can be obtained by minimizing 
the least mean square prediction error on the datasets. However, selecting the value of 

 by minimizing the least mean square prediction error does not always lead to a good 
choice. Moreover, if the value of the smoothing constant is large the test becomes more 
sensitive to spurious small shifts and it contains more number of false-positives. 
Hence, there is a trade-off between the smoothing constant and shift detection.   

For the real-world dataset, we have assumed that the data from BCI session 1 is in 
stationary state and investigated for an optimal value of the smoothing constant  
considering the session 1 data as the training dataset. We have tested several values 
of   in the range of (0.01-0.1). As the value of lambda increases, the number of  
detected shifts increases. Thus the smaller value of   is a better choice for shift-
detection in EEG based BCI, as it avoids shift-detections resulting from noise or spu-
rious changes through much more intense smoothing of the EEG signal. Moreover, 
for correlated data, the smaller values of  produce smaller prediction errors thereby 
resulting in smaller estimated standard error. If  is too small, the performance of the 
test results in less false-positive rate but it tends toward getting more false-negatives, 
because chance of missing the shift is increased by much smoothing of the EEG sig-
nal. In summary, the experimental results demonstrate that TSSD-EWMA based test 
works well for shift-detection in the non-stationary environments. 

This paper presented a method of TSSD-EWMA for detecting the shift in data 
stream based on the two-stage detection architecture. The advantage of using this 
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method over other methods is primarily in terms of having a reduced number of false-
positive detections. Our method is focused on auto-correlated data, which contain 
non-stationarities. Experimental analysis shows that the performance of the approach 
is good in a range of non-stationary situations. This work is planned to be extended 
further by employing it into pattern recognition problems involving multivariate data 
and an appropriate classifier.  
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Abstract. This work describes the use of a quantum-inspired evolutionary  
algorithm (QIEA-R) to construct a weighted ensemble of neural network 
classifiers for adaptive learning in concept drift problems. The proposed algo-
rithm, named NEVE (meaning Neuro-EVolutionary Ensemble), uses the QIEA-
R to train the neural networks and also to determine the best weights for each 
classifier belonging to the ensemble when a new block of data arrives. After 
running eight simulations using two different datasets and performing two dif-
ferent analysis of the results, we show that NEVE is able to learn the data set 
and to quickly respond to any drifts on the underlying data, indicating that our 
model can be a good alternative to address concept drift problems. We also 
compare the results reached by our model with an existing algorithm, 
Learn++.NSE, in two different nonstationary scenarios. 

Keywords: adaptive learning, concept drift, neuro-evolutionary ensemble, 
quantum-inspired evolution. 

1 Introduction 

The ability for a classifier to learn from incrementally updated data drawn from a 
nonstationary environment poses a challenge to the field of computational intelli-
gence. Moreover, the use of neural networks as classifiers makes the problem even 
harder, as neural networks are usually seen as tools that must be retrained with the 
whole set of instances learned so far when a new chunk of data becomes available. 

In order to cope with that sort of problem, a classifier must, ideally, be able to [1]: 

• Track and detect any sort of changes on the underlying data distribution; 
• Learn with new data without the need to present the whole data set again for the 

classifier; 
• Adjust its own parameters in order to address the detected changes on data; 
• Forget what has been learned when that knowledge is no longer useful for classify-

ing new instances. 

A more successful approach consists in using an ensemble of classifiers. This kind 
of approach uses a group of different classifiers in order to be able to track changes on 
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the environment. Several different models of ensembles have been proposed on the 
literature [2, 3, 4]: 

• Ensembles that create new classifiers to each new chunk of data and weight 
classifiers according to their accuracy on recent data; 

• Unweighted ensembles which can cope with new data that belongs to a concept 
different from the most recent training data; 

• Ensembles that are able to discard classifiers as they become inaccurate or when a 
concept drift is detected. 

Most models using weighted ensembles determine the weights for each classifier us-
ing some sort of heuristics related to the amount of mistakes the classifier does when 
working with the most recent data [5]. Although in principle any classifier can be used 
to build the ensembles, the ones which are most commonly used are decision trees, 
neural networks and naive Bayes [6]. 

In this work, we present an approach based on neural networks which are trained 
by means of a quantum-inspired evolutionary algorithm. Quantum-inspired evolutio-
nary algorithms [7-11] are a class of estimation of distribution algorithms which 
present, for several benchmarks, a better performance for combinatorial and numeri-
cal optimization when compared to their canonical genetic algorithm counterparts. 
We also use the quantum-inspired evolutionary algorithm for numerical optimization 
(QIEA-R) to determine the voting weights for each classifier which is part of the en-
semble. Every time a new chunk of data arrives, a new classifier is trained on this new 
data set and all the weights are optimized in order for the ensemble to improve its 
performance on classifying this new set of data. 

Therefore, we present a new approach for adaptive learning, consisting of an en-
semble of neural networks, named NEVE (Neuro-Evolutionary Ensemble). To eva-
luate its performance and accuracy, we used 2 different datasets to execute several 
simulations, varying the ensemble settings and analysing how do they influence the 
final result. We also compare the results of NEVE with the results of Learn++.NSE 
algorithm [2], an existing approach to address adaptive learning problems. 

This paper is organized in four additional sections. Section 2 details the Quantum-
Inspired Neuro-Evolutionary algorithm and the proposed model, the Neuro-
Evolutionary Ensemble Classifier. Section 3 presents and discusses the results of the 
experiments. Finally, section 4 concludes this paper and present some possible future 
works. 

2 The Proposed Model 

2.1 The Quantum-Inspired Neuro-Evolutionary Model 

Neuro-evolution is a form of machine learning that uses evolutionary algorithms  
to train artificial neural networks. This kind of model is particularly interesting for 
reinforcement learning problems, where the availability of input-output pairs is often 
difficult or impossible to obtain and the assessment of how good the network  
performs is made by directly measuring how well it completes a predefined task.  



638 T. Escovedo et al. 

 

As training the weights in a neural network is a non-linear global optimization prob-
lem, it is possible to minimize the error function by means of using an evolutionary 
algorithm approach. 

The quantum-inspired evolutionary algorithm is a class of “estimation of distribu-
tion algorithm” (EDA) that has a fast convergence and, usually, provides a better 
solution, with fewer evaluations than the traditional genetic algorithms [3, 6]. In this 
model, quantum-inspired genes are represented by probability density functions 
(PDF) which are used to generate classical individuals through an observation opera-
tor. After being observed, the classical individuals are evaluated, as in traditional 
genetic algorithms, and, by means of using fitness information, a set of quantum-
inspired operators are applied to the quantum individuals, in order to update the in-
formation they hold in such a way that on the next generations, better individuals will 
have a better chance to be selected. Further details on how this optimization method 
works can be found in [7-11]. 

Based on this algorithm, the proposed quantum-inspired neuro-evolutionary model 
consists in a neural network (a multilayer perceptron (MLP)) and a population of 
individuals, each of them encoding a different configuration of weights and biases for 
the neural network. The training process occurs by building one MLP for each clas-
sical individual using the genes from this individual as weights and biases. After that, 
the full training data set (or the set of tasks to be performed) is presented to the MLP 
and the average error regarding the data set is calculated for each MLP. This average 
error is used as the fitness for each individual associated to that MLP, which allows 
the evolutionary algorithm to adjust itself and move on to the next generation, when 
the whole process will be repeated until a stop condition is reached. 

This subsection presented the quantum-inspired neuro-evolutionary model. This 
model will be the basis for the algorithm proposed in this paper, to be presented in the 
next subsection. 

2.2 NEVE: The Neuro-Evolutionary Ensemble Classifier 

To some applications, such as those that use data streams, the strategy of using simp-
ler models is most appropriate because there may not be time to run and update an 
ensemble. However, when time is not a major concern, yet the problem requires high 
accuracy, an ensemble is the natural solution. The greatest potential of this strategy 
for detecting drifts is the ability of using different forms of detection and different 
sources of information to deal with the various types of change [4]. 

One of the biggest problems in using a single classifier (a neural network, for ex-
ample) to address concept drift problems is that when the classifier learns a dataset 
and then we need it to learn a new one, the classifier must be retrained with all data, 
or else it will “forget” everything already learned. Otherwise, using the ensemble, 
there is no need to retrain it again, because it can “retain” the previous knowledge and 
still learn new data. 

Hence, in order to be able to learn as new chunks of data arrive, we implemented 
an ensemble with neural networks that are trained by an evolutionary algorithm,  
presented in section 2.1. This approach makes the ensemble useful for online  
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reinforcement learning, for example. The algorithm works as shown in figure 3 and 
each step is described in detail on the next paragraphs. 

On step 1 we create the empty ensemble with a predefined size equal to s.  
When the first chunk of data is received, a neural network is trained by means of the 
QIEA-R until a stop condition is reached (for example, the number of evolutionary 
generations or an error threshold). If the number of classifiers in the ensemble is 
smaller than s, then we simply add this new classifier to the ensemble. This gives the 
ensemble the ability to learn the new chunk of data without having to parse old data. 
If the ensemble is already full, we evaluate each classifier on the new data set and we 
remove the one with the highest error rate (including the new one, which means the 
new classifier will only become part of the ensemble if its error rate is smaller than 
the error rate of one of the classifiers already in the ensemble). This gives the ensem-
ble, the ability to forget about data which is not needed anymore. 

 

Fig. 1. The neuro-evolutionary ensemble training algorithm 

Finally, we use the QIEA-R to evolve a voting weight for each classifier. Optimiz-
ing the weights allows the ensemble to adapt quickly to sudden changes on the data, 
by giving higher weights to classifiers better adapted to the current concepts govern-
ing the data. The chromosome that encodes the weights has one gene for each voting 
weight, and the population is evolved using the classification error as the fitness func-
tion. It is important to notice that when the first s-1 data chunks are received, the en-
semble size is smaller than its final size and thus, the chromosome size is also smaller. 
From the s data chunk on, the chromosome size will remain constant and will be 
equal to s. 

In this work, we used only binary classifiers but there is no loss of generality and 
the algorithm can also be used with any number of classes. For the binary classifier, 
we discretize the neural network’s output as “1” or “-1” and the voting process for 
each instance of data is made by summing the NN’s output multiplied by its voting 
weight. In other words, the ensemble’s output for one instance k from the i-th data 
chunk is given by: 

 

(1)
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where P(Dik) is the ensemble’s output for the data instance Dik, wj is the weight of the 
j-th classifier and cj(Dik) is the output of the j-th classifier for that data instance. If 
P(Dik) < 0, we assume the ensemble’s output is “-1”. If P(Dik) > 0, we assume the 
ensemble’s output is “1”. If P(Dik) = 0, we choose a class randomly. 

3 Experimental Results 

3.1 Datasets Description 

In order to check the ability of our model on learning data sets with concept drifts, we 
used two different data sets (SEA Concepts and Nebraska also used at [2]) upon 
which we performed several simulations in different scenarios. 

The SEA Concepts was developed by [12]. The dataset consists of 50000 random 
points in a three-dimensional feature space. The features are in the [0; 10] domain but 
only two of the three features are relevant to determine the output class. Class labels 
are assigned based on the sum of the relevant features, and are differentiated by com-
paring this sum to a threshold.  

Nebraska dataset, also available at [13], presents a compilation of daily weather 
measurements from over 9000 weather stations worldwide by the U.S. National 
Oceanic and Atmospheric Administration since 1930s, providing a wide scope of 
weather trends. As a meaningful real world dataset, [2] choosed the Offutt Air Force 
Base in Bellevue, Nebraska, for this experiment due to its extensive range of 50 years 
(1949–1999) and diverse weather patterns, making it a longterm precipitation 
classification/prediction drift problem. Class labels are based on the binary indica-
tor(s) provided for each daily reading of rain: 31% positive (rain) and 69% negative 
(no rain). Each training batch consisted of 30 samples (days), with corresponding test 
data selected as the subsequent 30 days. Thus, the learner is asked to predict the next 
30 days’ forecast, which becomes the training data in the next batch. The dataset in-
cluded 583 consecutive “30-day” time steps covering 50 years. 

3.2 Running Details 

On each simulation, we used a fixed topology for the neural networks consisting of 3 
inputs for SEA Concepts dataset and 8 inputs for Nebraska dataset, representing the 
input variables for each dataset. In both datasets, we used 1 output, and we varied the 
number of the neurons for the hidden layer. Each neuron has a hyperbolic tangent 
activation function and, as mentioned before, the output is discretized as “-1” or “1” if 
the output of the neuron is negative or positive, respectively. The evolutionary algo-
rithm trains each neural network for 100 generations. The quantum population has 10 
individuals and the classical population 20. The crossover rate is 0:9 (refer to [8, 9] 
for details on the parameters). The same parameters are used for evolving the weights 
for the classifiers. The neural network weights and biases and the ensemble weights 
are allowed to vary between -1 and 1 as those values are the ones who have given the 
best results on some pre-evaluations we have made.  
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The first experiment was conducted in order to evaluate the influence of the varia-
tion of the parameters values in the results (number of the hidden layer neurons and 
the size of the ensemble). We used 4 different configurations for each dataset. After 
running 10 simulations for each configuration, we performed some an Analysis of 
Variance (ANOVA) [14]. In order to use ANOVA, we tested the Normality assump-
tion for the noise term with Shapiro-Wilk’s test [20] and the homogeneity of  
variances with Bartlett’s test [14]. All the statistical procedures were conducted in R 
package [15], admitting a significance level of 5%. 

The second experiment, in turn, aimed to compare the results found by NEVE and 
Learn++.NSE algorithms and we used, for each dataset, the best configuration found 
by first experiment (ensemble size and number of neurons at hidden layer values). 
After running one simulation for each dataset, we made statistical comparisons  
between the results found by NEVE and Learn++.NSE algorithms. The results of 
Learn++.NSE can be found at [2]. Then, to evaluate NEVE we made 10 runs for each 
dataset used, due to the stochastic optimization algorithm used to train NEVE. Based 
on these runs, we calculate some statistical parameters (mean, standard deviation, 
etc.) that were used to compute the Welch t-test [14] to evaluate which algorithm had, 
in average, the best performance in test phase. The normality assumption necessary 
for Welch t-test was verified using Shapiro-Wilk test [16]. All the statistical analyses 
were conducted in R statistical package [15]. 

3.3 First Experiment 

Based on the past subsections, we made 40 simulations using SEA dataset and 40 
simulations using Nebraska dataset, using 4 different configurations on each dataset. 
Table 1 displays number of neurons at hidden layer and ensemble size with different 
levels (5 and 10) and the output (average error in test phase for 10 runs) for each  
configuration. 

In order to evaluate which configuration provided a significant lower error, we 
have to perform multiple comparisons between the results of each configuration. For 
each dataset if we decide to use t-test [14] for example, we have to realize 6 compari-
sons between the configurations, and thus, the probability that all analysis will be 
simultaneous correct is substantially affected. In this way, to perform a simultaneous 
comparison between all configurations we fitted a one-way Analysis of Variance 
(ANOVA) [14] for each dataset, described by: 

 Yij = µ + CFj + εij;  εij ~ N(0, σ2) (1) 

where Yij is the i-th ouput for the j-th configuration, µ is the global mean, CFj is the 
run configuration with j-levels (j =1,2,3,4) for each dataset (A, B, C and D, and E, F, 
G, H, for SEA and Nebraska respectively) and εij is the noise term, Normal distributed 
with mean zero and constant variance (σ2). If CFj is statistically significant, then some 
configuration demonstrated an average error different from the others. To verify 
which configuration has the average error less than other configuration we used Tu-
key’s test [14]. 
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Table 1. Results for SEA and Nebraska dataset 

SEA dataset 
Neurons 
Number 

Ensemble 
Size 

Config Error in test phase 
Mean Std. dev. 

10 10 A 24.99% 0.17% 
5 5 B 24.88% 0.19% 

10 5 C 25.06% 0.21% 
5 10 D 24.75% 0.17% 

Nebraska dataset 
Neurons 
Number 

Ensemble 
Size 

Config Error in test phase 
Mean  Std. dev.  

10 10 E 32.30% 0.48% 
5 5 F 32.85% 0.43% 

10 5 G 33.04% 0.37% 
5 10 H 32.10% 0.46% 

 
Then, we performed the analysis for both dataset and exhibit the main results in 

Table 2. 

Table 2. Results for SEA and Nebraska dataset 

ANOVA - SEA dataset 
Method Test Statistic p-value 

Bartlett’s test 0.4443 0.9309 
Config 5.4360 0.0035 
Shapiro-Wilk’s test 0.9260 0.2137 

ANOVA - Nebraska dataset
Method Test Statistic p-value 

Bartlett’s test 0.6537 0.8840 
Config 11.5900 < 0.0001 
Shapiro-Wilk’s test 0.9708 0.3803 

 
Analyzing the results displayed in Table 3, in both datasets the errors variance is 

homogeneous (Bartlett’s test, p-value > 0.05). After verifying these two assumptions 
(Normal distribution and homogeneity of variances), we fitted the one-way ANOVA. 
In both datasets, some configurations (A, B, C and D for SEA, and E, F, G and H for 
Nebraska) demonstrated an average error different from the others (p-value < 0.05). 
In addition, in both fitted models, the noise term follows a Normal distribution (Sha-
piro-Wilk’s test, p-value > 0.05). 

In order to identify which configuration performed, in average, better than  
other, we made Tukey’s test for difference of means. Table 3 present the results of 
this analysis. 
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Table 3. Tukey’s test for SEA and Nebraska dataset 

SEA dataset Nebraska dataset 

Config 
Mean 

difference 
p-value config 

Mean 
difference 

p-value 

A-B 0.11% 0.5665 E-F -0.55% 0.0145 
A-C -0.07% 0.8018 E-G -0.74% 0.0013 
A-D 0.24% 0.0317 E-H 0.20% 0.8849 
B-C -0.18% 0.1399 F-G -0.19% 0.7434 
B-D 0.13% 0.4010 F-H 0.75% 0.0014 
C-D 0.31% 0.0029 G-H 0.94% 0.0001 

 
It seems that in SEA dataset the D configuration performed significantly better 

than A and C, although its results is not statistically different than configuration B. In 
Nebraska the E and H configurations obtained error measures substantially lower than 
F and G. In fact, we can choose the configuration D as the best configuration to SEA 
and H to Nebraska dataset, considering the fixed parameters displayed in table 2. This 
choice is based on two criterias: lower average error and computational cost to train 
these models. 

3.4 Second Experiment 

Aiming to enable a better comparison with the results of the algorithm Learn +. NSE [2] 
in SEA Concepts dataset, we used 200 blocks of size 25 to evaluate the algorithm in the 
test phase. The best configuration previously achieved was 5 neurons in hidden layer 
and the size of the ensemble equal to 5 (see table 4). Also, with the results of Learn +. 
NSE in Nebraska dataset, we performed similarly to that used in [2]. The best configu-
ration previously achieved was 10 neurons in hidden layer and the size of the ensemble 
equal to 10. Then, NEVE and Learn++.NSE results were displayed in Table 4. 

Table 4. Results of SEA and Nebraska experiments 

Dataset Algorithm Mean Standard Deviation 

SEA NEVE 98.21% 0.16% 
Learn++.NSE (SVM) 96.80% 0.20% 

Nebraska NEVE 68.57% 0.46% 
Learn++.NSE (SVM) 78.80% 1.00% 

 
As can be seem, the mean accuracy rate of Learn++.NSE is lower than the best 

configuration of NEVE, and thus this difference is statistically significant (tcrit = -
41.07, p-value < 0.0001), demonstrating that NEVE perrformed better in the test 
phase on SEA Concepts dataset. 

However, in Nebraska the mean accuracy rate of NEVE is lower than the best 
configuration of Learn++.NSE, and thus this difference is statistically significant (tcrit 
= 18.26, p-value < 0.0001), demonstrating that NEVE performed better, in average, 
than Learn++.NSE. Figures 2 and 3 illustrates the hit rate on each test block obtained 
by NEVE on SEA and Nebraska, respectively. 
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Fig. 2. Evolution of NEVE hit rate in SEA 
testing set 

Fig. 3. Evolution of NEVE hit rate in 
Nebraska testing set 

4 Conclusions and Future Works 

This paper presented a model that uses an ensemble of neural networks trained by a 
quantum-inspired evolutionary algorithm to learn data sets (possibly with concept 
drifts) incrementally. We analyzed the ability of the model using two different data-
sets and conducting two different experiments. In the first experiment, we found a 
good configuration for both datasets and demonstrated how the number of neurons 
and the ensemble size affect the average error produced by the model. As stated in the 
results, the ensemble size affected almost two times more the results of NEVE than 
the number of neurons. In the second experiment, the NEVE algorithm have demon-
strated a better performance in SEA dataset compared to Learn++.NSE and yet lower 
accuracy when comparing with Learn++.NSE in Nebraska dataset. 

Although the NEVE algorithm have demonstrated satisfactory performance for the 
datasets used in the analysis of this study, it is strongly recommended to perform fur-
ther tests - using different configurations, different datasets and performing different 
analysis - to confirm the results presented here. We also intend in the future to 
continue this work, analyzing other existing approaches, such as [17] and [18], and 
performing new experiments in comparison with these and other algorithms. We still 
need to investigate other factors related to QIEA-R fine tunning (genetic operators, 
population size, etc.). 
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Abstract. We consider online classification problem, where concepts
may change over time. A prominent model for creation of dynamically
changing online ensemble is used in Dynamic Weighted Majority (DWM)
method. We analyse this model, and address its high sensitivity to mis-
classifications resulting in creation of unnecessary large ensembles, par-
ticularly while running on noisy data. We propose and evaluate various
criteria for adding new experts to an ensemble. We test our algorithms on
a comprehensive selection of synthetic data and establish that they lead
to the significant reduction in the number of created experts and show
slightly better accuracy rates than original models and non-ensemble
adaptive models used for benchmarking.

1 Introduction

Ensemble learning in stationary settings has been extensively researched, and it
was shown to often be able to outperform single learners [17], [3], [15]. There has
been a number of attempts to apply this ensemble learning paradigm to online
learning for non-stationary environments. Many of them try to map experts to
the continuous data batches or concepts [10] [9] [5] [13].

We focus on the problem of online classification in incremental fashion, where
learner is presented with a single data instance, and after its classification, the
true label for this instance is revealed. Our aim in this setting is the creation and
maintenance of an experts’ ensemble which can adapt to the changes in data.

In “batch learning”, the data is presented in chunks providing natural data
bases for creation of experts whereas incremental learning makes questions such
as when, and on what data basis add an expert, very important. These two
learning types share other problems of optimal adjustment of weights and use
of suitable criterion for expert removal.

In this work we concentrate on the model of ensemble management intro-
duced in [10]. We analyse the algorithm and focus on its shortcomings, such
as undesirable behaviour in noisy environments with regard to addition of new
unnecessary experts to ensemble. Larger ensembles require more computational
resources and are therefore less desirable. The main purpose of this paper is
empirical analysis of how the changes in the following main areas of the model
affect the ensemble size and accuracy:

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 646–656, 2013.
© IFIP International Federation for Information Processing 2013
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– Expert creation criterion - original model creates a new expert after every
misclassification. We explore alternative criteria based on the average accu-
racy on the defined window of last data instances.

– Expert quality - we investigate the possibility of using data windows for the
purposes of expert creation.

– Expert assessment - even if the expert has a satisfactory accuracy, it might
not always be needed to include it in the ensemble. We look into on-the-fly
evaluation of the expert, to decide whether its use is beneficial.

Specifically, we use windows of data instances to determine when to add a new
expert, or which data basis to use for its training. Our results show that creating
expert from larger data bases leads to the highest accuracy rates, while evaluat-
ing their performance helps keeping their number lower than the original model
and still reach comparable accuracy rates.

2 Related Work

The notion of using more than one expert (ensemble) for making decisions has a
long history. Famously, in 1785 Condorcet has established that if the probability
p of making a correct decision for each voter is larger than 0.5, then, under certain
assumptions, the larger the number of the voters, the higher is the likelihood of
reaching the correct decision when choosing among two alternatives [17].

Work of Littlestone andWarmuth [12] is one of the seminal papers on the topic
of using expert ensembles for online learning. They consider binary prediction
task using multiple experts, with given initial weights, each of whom makes an
individual prediction. In the case of wrong prediction, the weights of predictors
are multiplied by β such as 0 < β < 1. This work can be considered a special
case of [19], which considers continuous prediction and decreasing the weights of
experts according to the loss function inversely proportional to their error.

In the last 10 years, there has been an increased interest of data mining
community to use ensemble methods while dealing with on-line learning in non-
stationary environments. Particularly, the problem of “concept drift” has been
often addressed. In this setting, another intuitive reasoning for using ensembles is
the intention that each expert should represent a certain concept or a part of it.
Among the many classifier algorithms for concept drift scenario we review the
most relevant ones for our purposes. A well-known algorithm creating expert
ensemble in online mode is DWM [10] , which adapts to drift by creating a
new expert each time a datapoint is misclassified by the existing ensemble. New
expert gets the weight of one. All experts train online and whenever an expert
misclassifies a data instance, its weight is multiplied by 0 < β < 1. After each
classification, to reduce the dominance of newly added experts, the weights of
existing experts are normalized, so that the highest weighting expert gets a new
weight of 1. To reduce the number of experts, they are deleted if their weight is
lower than a defined threshold θ. In [11] the same authors present AddExp.D,
a variation of this method where the weight assigned to the new experts is
the current weight of the ensemble multiplied by a constant γ. Here the authors
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bound the error of this type of ensemble on the error of the latest created expert,
provided that β + 2γ < 1.

CDC algorithm [18] is a similar approach to adaptive ensemble management.
CDC has fixed number of experts; it starts with an empty set and adds a new
expert every data instance until the set is full. New “immature” experts have
the weight of zero and become “mature” after learning on a defined number of
instances (usually equal to the size of the ensemble). The experts are weighted
based on their performance on a test set, which must be available with every
data instance, and removed if the all of the following conditions are satisfied:
a) their weight is below the threshold; b) their weight is the smallest among all
members of the ensemble; c) they are mature.

An interesting algorithm which aims to minimize the number of experts is
discussed in [1]. Here, only two experts are active at a given time; an active
predictor, which is trained on the complete set of the instances, and the test
predictor which is trained only on the last n instances. If the test predictor starts
predicting better than the active one, the active one is deleted, test predictor
becomes active, and a new test predictor is started to be trained.

More recently, similar algorithms have been proposed for time series predic-
tion. [7] proposes creating a new expert every instance while deleting some of the
older ones and [8] suggests splitting the data stream into epochs and creating
an expert which learns on the most recent epoch every τ instances.

3 Elements of Online Expert Ensemble Creation

One of the most researched and well defined reasons for the adaptive models is
the problem of concept drift, as introduced in [16]. Concept drift occurs when
the statistical distribution of target or input variables (virtual drift), or their
relations change over time (real drift) [5]. We are more interested in the real
concept drift, more formal definition of which drift can be given as follows.
Assume an input vector x̄ = (x1, x2, ..., xn) and a function y = ft(x̄) which
produces an output y from x̄ at time t. If there exists an input vector x̄′ and
time points t1, t2, such that ft1(x̄

′) �= ft2(x̄
′), then this is called concept drift.

In this work we concentrate on the model of ensemble management introduced
in [10] and [11] (except the pruning part of the latter) which has been empirically
shown to be effective and perform well in many cases. Certain bounds on overall
number of mistakes are given in [11] as well. However this approach is not entirely
problem free, as it becomes clear from following sections.

Reviewed model involves several layers of adaptation - online training, change
of exerts’ weights, addition and removal of experts. Clearly, the most drastic
adaptation method used is adding new experts, which is why we concentrate
on this topic. In the following we will analyse the performance of the discussed
model and some of its modifications. For this purpose we use the term reaction
time - the minimum number of observations, after which algorithm will react
to observed change by creating an expert and convergence time - number of
observations, after which algorithm will converge (total weight of the experts
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which are trained on the new concept is larger than the total weight of the
experts) to new concept.

3.1 Condition for Adding of an Expert

Condition for adding an expert largely determines the reaction time of an algo-
rithm, and thus plays a significant role in its convergence time as well. Reviewed
model reacts to misclassifications by creating a new expert. Initially, it is sug-
gested to add an expert every time when the prediction of current ensemble is
false. This provides fast reaction time but may, in noisy conditions, result in
adding many unnecessary and inaccurate experts. To deal with this problem,
in [10] authors suggest that, in noisy domains or for large experiments, only ev-
ery T -th example could be taken into consideration, which reduces the number
of created experts in proportion to T . The drawback of having T > 1 is a possi-
bility of slower reaction to the change. This is best manifested during a sudden
drift, where, in the worst case, the reaction time is T.

To reduce the effects of noise in a more deterministic way, we propose the
averaging window condition for expert creation as an alternative to having T > 1
(In [1] a similar condition is used to substitute learners). Here, the strategy is
based on the decision of creating an expert from xn (n-th datapoint) not only
as a result of xn’s classification, but on the basis of accuracy in the window
of the last l elements, with xn being the last element of l. We add an expert
trained from xn if the average accuracy of the ensemble in the window is less
than fixed threshold value u. If we assume that the change causes algorithm to
always misclassify incoming data, then the reaction time to the change in this
case can be calculated to be at most l(1− u) rounded up.

The choice of the threshold may be difficult for unknown data. Also, for the
datasets where average accuracy may vary with the time, for example due to
changing noise levels, using the above static threshold might result in creation
of many unnecessary experts or not creation of experts when needed. We intro-
duce a similar algorithm with dynamic threshold value, which we call“maximum
accuracy threshold window” (MTW). The dynamic threshold here is similar
to the one used in DDM change detector [6]. While classifying incoming data
we record the maximum value of μacc + σacc where μacc is mean accuracy and

σacc =
√

μacc(1−μacc)
l is the standard deviation of the Bernoulli process. We

create a new expert when the condition μcur − σcur < μmax −m ∗ σmax is met.
Here μcur and σcur are mean accuracy and standard deviation of current window
and μmax and σmax are mean accuracy and standard deviation of the window
where the maximum value of μacc + σacc was recorded. Parameter m is usually
set to 3. After creation of new expert, the maximum values are reset. A possible
issue in some cases could be that when the accuracy reaches 1, the new expert
will be added when there is a single misclassification. To prevent this it is possi-
ble to enforce a certain minimum σmax such as 0.1 or 0.15. Using window based
conditioning is illustrated in the Figure 1b.
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3.2 Data Basis for New Experts

Assuming uniform class label distribution, training an expert from a single data
instance means that this expert will assign the label it has been trained on to
all other samples which makes its initial accuracy 1/n in the case of n-label
classification problem. Low accuracy of experts trained on insufficient amount
of data, also discussed in [20], combined with the high weight of the new expert,
may result in noticeable negative effect on the accuracy. To counter this we can
use a delay in reaction time to train the new expert on more examples before
using it for predictions (note: approaches proposed in this section are analysed
standalone and not combined with the ones from the section 3.1 at this moment).
The simplest option is to train an expert on l datapoints after its creation and
only then add it to the ensemble, as in [18]. We call this “mature” experts
(MATEX) approach. To prevent multiple reactions to one change, during the
time that expert is being “matured”, no new experts are introduced. When the
expert is added to the ensemble, it is better trained and thus more accurate
than the expert which is created from only one datapoint. The reaction time for
a change in this case is l. Another advantage of this approach is reducing the
effect of noise on the created expert.

One possibility to reduce the number of unnecessary experts created in this
way is assessing their performance. A sufficient condition for expert to bene-
fit the ensemble independent of this expert’s weight is predicting better than
ensemble (another option could be dynamic weighting based on the accuracy
assessment, which is not discussed here). So before adding it to the ensemble
we can compare it with the performance of the ensemble in the window of size
l. Comparison strategy is similarly used in [1]. The comparison can be done in
various ways; comparing the prequential accuracies of the expert and ensemble,
or constructing certain test and training sets from the datapoints in the window
and using cross-validation. If the validation is successful, then the new expert
which has been trained on the whole window is added to the ensemble. Here
the reaction time is l. To prevent multiple reactions to one change, during the
time that expert is being “validated”, no new experts are introduced. Here, the
effect of noise is further reduced - when the data suddenly becomes noisy, newly
created experts will probably not predict better than existing ensemble and thus
will be discarded. Validation approach can be combined with MATEX allowing
the expert to train on lmature datapoints, before starting the comparison on
lval datapoints. This might help prevent the premature removal of experts but
will accordingly increase reaction time to lmature + lval. It must be noted that
this approach requires additional computational effort for the validation. Using
window for the data basis of new expert is illustrated in the Figure 1c.

4 Experimental Results

4.1 Methods Description

We have experimented with different variations of the methods described in the
Section 3. The implemented window based condition schemes from the section
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Fig. 1. Using windows for expert adding condition and data base of a new expert

Table 1. Experiments with window based conditions to add an expert

Type Threshold u(static) / n(dynamic) Window length min(σmax) Codename

Static 0.5 5 N/A WIN 5 0.5
Static 0.5 10 N/A WIN 10 0.5
Static 0.7 10 N/A WIN 10 0.7
Dynamic 3 5 0 MTW 5
Dynamic 3 10 0 MTW 10
Dynamic 3 10 0.1 MTW 10 0.1
Dynamic 3 10 0.15 MTW 10 0.15

3.1 are presented in Table 1. Implemented methods experimenting with experts’
data basis (section 3.2) were MATEX with window sizes of 5 and 10, prequen-
tial validation (PVAL) with window sizes of 5 and 10, combination of MATEX
and prequential validation each having window of 5 and several variations of
cross-validation methods (XVAL) using window size of 10 with different sizes of
training and testing sets. We also have experimented with the periodical expert
additions with periods T of 5, 7, 10 and 11. In our implementation of original
algorithms, WIN and MTW we create a new expert from the single datapoint.

We have used different weighting schemes for all of the experiments, specifi-
cally static weighting [10] with new expert weight of 1 with β equal to 0.3, 0.5,
0.7 and dynamic weighting [11] with the same values of β and respective values
of γ equal to 0.3, 0.2, 0.1. Unlike dynamic weighting, static weighting makes
convergence time nconv dependant on the total weight of ensemble at the mo-
ment of expert W creation. This allows implicit control of nconv while limiting
its explicit control to some extent. The following results are based on β = 0.5.

4.2 Results on Synthetic Data

We have synthesised 26 two-dimensional data sets with various properties to
examine the behaviour of the algorithms in different situations. We consider ro-
tating hyperplane data and Gaussians with different type of changes - switching
between two data sources [14], one Gaussian passing through the other one and
returning, Gaussians moving together in one direction and returning (see Fig-
ure 2). We have experimented with various magnitudes of changes and levels of
artificial noise and decision boundaries overlap (see Table 2).
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Fig. 2. Changes in experimental datasets. From left to right: data in the start, in the
middle, in the end (before possible return to starting position).

We have tested the described methods with Naive Bayes base learner using
PRTools 4.2.4 toolbox for MATLAB [4]. MATEX 10 with dynamic weighting
showed the best average test and prequential accuracy among all of the methods
on 26 datasets, and the best average test accuracy on 6 datasets. Here, the test
accuracy is calculated using average predictive accuracy on additional 100 test
instances from the same distribution as current training data instance. From the
methods with window based expert creation condition (table 1), MTW 10 with
dynamic weighting shows the best performance, 0.03% less than the leader. The
original DWM showed comparable average test accuracy results (88.4%, 1.3%
less than leader) but had 3 times as larger average ensemble size (∼15 against
∼5). Even in the datasets without noise, average ensemble size of the original
DWM is noticeably higher than that of other methods. The same model with
dynamic weighting has twice smaller average ensemble size.

In the Table 3 we compare results of different described variations of the
original method with the results of original method. Here we use window of 10
for all of the methods. XVAL is leave-one-out cross-validation. Threshold in the
WIN is 0.5. Again, MATEX methods with dynamic weighting emerge as a nar-
row leaders in terms of average test accuracy (see Table 3 for full results). The
accuracy rates are quite similar, but we see a noticeable decrease in the num-
ber of total created experts and the average ensemble size. Validation methods
PVAL and XVAL further reduce the number of total created experts and average
ensemble size, while having slightly lower accuracy rates than the leaders and
requiring additional computation for validation purposes. To benchmark our re-
sults against non-ensemble methods we have run tests with a simple online Naive
Bayes classifier without any forgetting, state of the art change detectors DDM [6]
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Table 2. Synthetic datasets used in experiments. Column “Drift” specifies number of
drifts, the percentage of change in the decision boundary and its type.

Num. Data type Instances Classes Drift Noise/overlap

1 Hyperplane 600 2 2x50% rotation None
2 Hyperplane 600 2 2x50% rotation 10% uniform noise
3 Hyperplane 600 2 9x11.11% rotation None
4 Hyperplane 600 2 9x11.11% rotation 10% uniform noise
5 Hyperplane 640 2 15x6.67% rotation None
6 Hyperplane 640 2 15x6.67% rotation 10% uniform noise
7 Hyperplane 1500 4 2x50% rotation None
8 Hyperplane 1500 4 2x50% rotation 10% uniform noise
9 Gaussian 1155 2 4x50% switching 0-50% overlap
10 Gaussian 1155 2 10x20% switching 0-50% overlap
11 Gaussian 1155 2 20x10% switching 0-50% overlap
12 Gaussian 2805 2 4x49.87% passing 0.21-49.97% overlap
13 Gaussian 2805 2 6x27.34% passing 0.21-49.97% overlap
14 Gaussian 2805 2 32x9.87% passing 0.21-49.97% overlap
15 Gaussian 945 2 4x52.05% move 0.04% overlap
16 Gaussian 945 2 4x52.05% move 10.39% overlap
17 Gaussian 945 2 8x27.63% move 0.04% overlap
18 Gaussian 945 2 8x27.63% move 10.39% overlap
19 Gaussian 945 2 20x11.25% move 0.04% overlap
20 Gaussian 945 2 20x11.25% move 10.39% overlap
21 Gaussian 1890 4 4x52.05% move 0.013% overlap
22 Gaussian 1890 4 4x52.05% move 10.24% overlap
23 Gaussian 1890 4 8x27.63% move 0.013% overlap
24 Gaussian 1890 4 8x27.63% move 10.24% overlap
25 Gaussian 1890 4 20x11.25% move 0.013% overlap
26 Gaussian 1890 4 20x11.25% move 110.24% overlap

and EDDM [2] and Paired Learners method with window size 10 and thresh-
old 0.1 [1]. As expected, online Naive Bayes performs noticeably worse than
adaptive methods. Change detectors and paired learners show slightly lower but
comparable test accuracy to MATEX methods.

The top performers on some datasets can be different than the average leaders.
For instance, validation methods perform better on the dataset with passing
Gaussian with 4 drifts. Here, XVAL with dynamic static weighting shows the
best accuracy among the methods compared above - 87.2% which is 0.8 % higher
than the accuracy of the leader. Intuitively, this can be explained with a large
proportion of class intersection area, where the expert creation is not beneficial,
and two intersection-free areas where high accuracy experts can be created.
In general, expert checking is beneficial for the datasets with variable noise or
decision boundary intersection. Figure 3 gives an insight on the performance for
selected methods with static weighting from the Table 3 on individual datasets.
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Table 3. Results on 26 synthetic datasets, averaged

Method Average
test accu-
racy

Std. devia-
tion of avg.
accuracy

Average to-
tal created
experts

Average
ensemble
size

MATEX dynamic weighting 0.898 0.064 54.58 4.96
MATEX static weighting 0.893 0.067 54.62 6.57
MTW dynamic weighting 0.894 0.067 40.38 3.31
MTW static weighting 0.889 0.071 40.54 4.63
DWM periodical dynamic weighting 0.894 0.064 15.58 5.42
DWM periodical static weighting 0.891 0.066 15.81 6.76
XVAL dynamic weighting 0.890 0.068 22.35 2.31
XVAL static weighting 0.893 0.068 21.12 3.31
PVAL dynamic weighting 0.888 0.066 5.23 1.53
PVAL static weighting 0.889 0.066 4.65 1.48
WIN dynamic weighting 0.880 0.073 51.04 3.39
WIN static weighting 0.881 0.072 24.85 4.71
Original dynamic weighting 0.867 0.091 181.15 7.94
Original static weighting 0.884 0.075 156.12 14.97
PAIRED LEARNER 0.891 0.069 4.5 2
DDM 0.88 0.077 2.27 1
EDDM 0.89 0.067 1.92 1
NAIVE BAYES 0.807 0.137 1 1

Fig. 3. Average accuracy values and ensemble sizes for selected methods
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5 Conclusions

In this work we discuss shortcomings of the investigated dynamic ensemble clas-
sification method introduced in [11], and perform analysis of how using data
windows for expert creation condition and data basis affect the number of the
created experts and predictive accuracy. Our extensive tests with synthetic data
show the viability of suggested approaches for different concept drift scenarios. It
is not the aim of the paper to present a better novel classification algorithm, how-
ever the most of our proposed variations result in slightly better performance and
significantly smaller number of experts than the original model. Expert evalua-
tion techniques reduce the average ensemble size to the minimum while retaining
comparable performance. We notice that ensemble methods can perform better
than non-ensemble methods based on drift detection and there are promising
signs that this performance can be improved even further. We conclude that:

– Window based expert creation criteria lead to comparable or slightly higher
accuracy rates and a reduction of average ensemble size.

– Window based expert data bases result in slightly higher accuracy rates and
a significant reduction of average ensemble size.

– Expert validation leads to comparable accuracy rates and a drastic reduction
of ensemble size, but requires more computational effort.

In the future we aim to present the detailed results, discussing why certain
methods perform better on certain datasets. Further improvements of the pro-
posed methods, e.g. dynamic starting weights for experts based on their perfor-
mance during validation phase, dynamic parameter β and explicit handling of
recurring concepts can be looked into. Probabilistic analysis of models is cur-
rently under way and the analysis of complexity is planned. Another direction
of research is intelligent combination of conditioning, data base selection and
validation. We intend evaluating the methods on a selection of real datasets.
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Abstract. Modern control systems implementations, especially
in large–scale systems, assume the interoperation of different types of
sensors, actuators, controllers and software algorithms, being physical or
cyber. In most cases, the scalability and interoperability of the control
system are compromised by its design, which is based on a fixed config-
uration of specific components with certain knowledge of their specific
characteristics. This work presents an innovative feedback control ar-
chitecture framework, in which classical and modern feedback control
techniques can be combined with domain knowledge (thematic, location
and time) in order to enable the online plugging of components in a feed-
back control system and the subsequent reconfiguration and adaptation
of the system.

Keywords: Control system architecture, interoperability, scalability,
semantic knowledge models, plug&play of components.

1 Introduction

Nowadays, systems are designed and built not as monolithic entities but as
collection of smaller physical and cyber components that, many times, can be
considered as separate systems themselves with their own dynamics and objec-
tives. This system of systems paradigm ([15]) necessitates the easy interaction
and interoperability of the components that comprise a larger system. Com-
ponents are expected to take informed decisions and act intelligently towards
meeting (or balancing) the system’s objectives. This description is valid also for
modern control systems, where different types of components, being physical or
cyber, interoperate in a larger control system implementation. However, in most
cases, the design of feedback control systems is based on a fixed configuration
of specific components, with certain knowledge of their specific characteristics.
This causes lack of scalability and interoperability for the control system, thus
considerably limiting its potential lifetime. There are cases where faulty sensors
need to be replaced or additional sensors need to be installed (e.g. due to recent
availability of this type of components or due to upgrading to new technology),
and this should not require redesign of the overall feedback control system since
such action would be impractical and costly.

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 657–666, 2013.
c© IFIP International Federation for Information Processing 2013
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The detection and identification of non-modelled events in linear and non-
linear systems is currently addressed by the fault diagnosis research area. The
authors in [8] and [5] provide a thorough overview on the classical algorithms
that identify deviations from the normal behaviour of a system, attributed to
faults or other external events. The adaptive and fault-tolerant control research
areas address the design of intelligent control type algorithms, that aim to
facilitate the flexibility of the control system with respect to on-line adapta-
tion, and accommodation of faults, system uncertainties and/or time variations.
Approaches to designing fault tolerant and reconfigurable control systems are
presented in [4]. In [10] the author also addresses the issue of fault-tolerant com-
ponents, while the authors in [7] provide methodologies for designing adaptive
approximation-based control systems. Recent efforts in plug&play control ([17]
and more recently in [3]), propose methodologies for the online identification
of newly introduced dynamics when new components are plugged in a closed-
loop system and the subsequent online adaptation of the feedback laws. Also,
the authors of the present paper have recently presented initial results of their
work [14] on the exploitation of ontology-based semantic mediation techniques
in feedback control systems.

The main contribution of our work is the design of an innovative feedback
control architecture framework, in which classical and modern feedback control
techniques can be combined with domain knowledge (thematic, location and
time) in order to enable the online plugging of components in feedback control
systems and their subsequent reconfiguration and adaptation. The control sys-
tem becomes able to make use of and enrich thematic, location and time related
structured knowledge about the environment in which it operates.

The rest of the paper is organised as follows: Section 2 formulates the prob-
lem, to facilitate the presentation of the solution. Then, section 3 presents the
proposed architecture and framework, followed by section 4 where a case-study
scenario is given. Finally, section 5 shows a simulation with results and section
6 concludes the report.

2 Problem Formulation

Consider a closed-loop system with sensors measuring plant outputs, actuators
acting on controlled inputs following instruction by a control law that considers
an error trajectory. The actual plant states are estimated by an observer (e.g.
a Luenberger observer [12]), to compensate for the case when some of them are
missing, or for redundancy and noise cancellation.

Consider the following cases:

1 A deployed sensor fails and is replaced by a new one having different (and
not compliant with the closed-loop system implementation) characteristics.

2 Sensor(s) enter the plant, at different locations and at different times. These
sensors measure physical quantities that are already considered as states in
the closed-loop system design.
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3 Sensor(s) enter the plant as above, but this time some or all of them measure
quantities not already taken into consideration for the initial design of the
closed-loop system.

When changes happen in the components’ synthesis of the closed-loop system,
as explained in Section 2, the altered measurement vectors carry new sensing ca-
pabilities that can be potentially exploited using different models of the same
plant. Therefore, at discrete time steps, the closed-loop system may assume a
different model, with different types and/or dimensions of variables and param-
eters respectively. Without loss of generality, we assume this system is described
by the state-space model in (1). The top-pointer I = 1, 2, ..., is utilised to dis-
tinguish among different models.

ẋ(I) = A(I)x(I) + B(I)u(I)
a +G(I)d(I)

y(I)a = C(I)x(I) +D(I)u(I)
a +H(I)d(I) + ν(I)

(1)

where (avoiding the pointer I for simplicity): x ∈ Rn is the vector of system
states, ua ∈ Rm is the vector of controlled inputs, d ∈ Rq is the vector of
uncontrolled inputs, ya ∈ Rp is the vector of outputs (measurements), ν ∈ Rp is
the vector of measurement noise and A,B,G,C,D,H are the parameter matrices
of proper dimensions and content.

The output part in (1), can be written as follows. Note that the signal is split
into two parts to facilitate the analysis. Moreover, an extra top-pointer is used
to indicate the signals that are changing between cases.
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Then, the three cases identified above, lead to the equations:
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Equation 3 shows that a part of the sensing signals have been modified, com-
paring to specifications, resulting in a modified output vector. Equation 4 shows
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that the output vector has been modified not only in terms of content but also in
terms of dimension, while still measuring same quantities. Finally, (5) shows that
the output vector has been modified in terms of dimension and the newly intro-
duced part measures different quantities. All described cases need to be properly
accommodated in the closed-loop system by utilising available new knowledge
and tools.

3 Proposed Architecture and Framework

In an earlier work, [14], the authors presented a basic introduction of the seman-
tic interoperability concepts and the ontologies as a tool to implement knowledge
models. Such models have been also used in domestic robotics (DOGont, [6]) to
face the interoperation issues by implementing structured representations of do-
main knowledge. In this work, we adopt knowledge models in combination with
control engineering mathematical representations. Efforts to represent the math-
ematical models in ontological knowledge models can be found in [18] and [11].

Fig. 1. Block diagram of proposed feedback–control architecture. Details about the
content of this figure are given in section 3.

The proposed architecture for the closed-loop system is depicted in fig. 1. As il-
lustrated, the set-up comprises the: i) plant with its parameters and self-dynamics,
ii) the physical control system components, like sensors (producing y) and actua-
tors of different types (producing ua), iii) a tools’ base, which stores the implemen-
tations of software functions such as observer design implementations producing
the state estimation x̂, functions performing transformations amongmeasurement
units, etc., iv) the humans (e.g. Control Systems Engineer, Knowledge Models
Engineer), v) a communication infrastructure (the orange-dashed line shows the
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BACnet/IP protocol stack communication [2], whereas the blue-dashed line shows
communication through any other protocol), vi) a semanticmediationmodule,M ,
which is responsible for the scalability of the control system and vii) a Knowledge
Model, implemented as OWL ontology(ies) [1].

A critical component introduced here is M , which has a multi-fold scope
as it implements the physical interaction interface among all components. The
semantic mediation module strongly relies on the knowledge model to analyse
each time’s situation and take reasonable and optimal decisions for the operation
of the system. It is therefore, of utmost important for the knowledge model to
be well designed and defined based on the ”closed-world” assumption [13]. We
want the knowledge model to support control systems, that might comprise also
safety-critical deployments, so the decisions taken should be based on explicit
knowledge such as to avoid instability.

3.1 The Knowledge Model

The knowledge model comprises the agreement between all interacting physical
and cyber components, about the interpretation of their environment.

This model is implemented as a set of objects’ symbols, a set of classes/types
for these objects and a set of properties of objects that also implement rela-
tions/mappings among them, that is, A = { TH , CL,PR }. For the purpose of
this work, we define specific objects, types of objects and properties. In order to
keep it simple, we developed our own mini knowledge model. In future practical
implementations, this model can be replaced by more complete efforts from the
literature, such as combinations of the knowledge models in [9] to describe the
environment and interactions of components, and the ones in [18] and [11] to
describe the knowledge in mathematical representations.

The set of objects is defined as: TH = { oi | i = 1, 2, ..., }, where oi is the
reference to an object’s literal (e.g. the physical property ”temperature”) or to
the real implementation of the object (e.g. ”Sensor1” meaning the device with
that identification).

The following classes of objects have been defined:
CL = {Plant,Model, State, ControlledInput, UncontrolledInput,Output,

P lantLocation, PhysicalProperty,MeasurementUnit, Sensor, Actuator,
Function} where: Plant is the set of plants served by the knowledge model,
Model is the set of system models (e.g. a state-space model of the system),
State is the set of system states, ControlledInput is the set of controlled inputs,
UncontrolledInput is the set of uncontrolled inputs (disturbances to the plant),
Output is the set of measurable outputs of plant, PlantLocation is the set of
identified locations in the plant, PhysicalProperty is the set of defined physical
properties (e.g. temperature, energy), MeasurementUnit is the set of units for
the defined physical properties, Sensor is the set of sensing devices deployed
in the plant, Actuator is the set of actuating devices deployed in the plant,
Function is the set of functions/mappings defined to represent the mathematical
relations among variables.
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Then, relations are defined, to represent the properties of objects. A relation is
a mapping of the form: relationName : CL(i)×CL(j) "→ {#,⊥}. These may define
whether an object belongs to a specific class, the relation between a plant and a
model, the relation between a model and a state of the plant, the relation between
an input/output of the plant and a physical property, the physical property that
is measured in a specific unit, the location where a sensing/actuating device is
located in, etc.

3.2 The Controller and Observer Implementations

Upon a shift to a different model of the plant, as a result of the inference step,
the implementations of the controller and the state-observer change. The new
implementations, are either given and retrieved from the knowledge base or they
are calculated online. We assume the actuators are driven by a simple propor-
tional controller, while the system states are estimated (mostly for compensation
of missing measurements) with a simple Luenberger full-state observer [12], as
shown in (6).

u = Ke+ u0

e = xd − x̂

ˆ̇x = Ax̂+Bu+Gd̂+ LW (y − Cx̂)

(6)

whereK ∈ Rm×n is the control gain matrix, e ∈ Rn is the error signal (difference
between desired and estimated state values), u0 ∈ Rm is the control bias that is
used to cancel system disturbances, model uncertainties and retain the system
at desired operation, xd ∈ Rn is the desired system states’ vector, x̂ ∈ Rn is the
estimated system states’ vector, d̂ ∈ Rq is the estimated uncontrolled inputs’
vector, if such option exists, L ∈ Rn×n is the observer gain, implemented such
as the pair (A,WC) is stable and W ∈ Rn×p is a weight matrix that represents
the trust on each of the p measurements.

4 Case-Study Scenario

We assume an apartment with three rooms as shown in figure 2a. The apartment
is equipped with a central heating installation, however, for budget reasons there
is only one heating radiator in the bedroom, accompanied by one temperature
sensor in the same room that measures in degrees Celsius. The equipment is used
to regulate the temperature of the apartment at desired value. The design also
assumes an uncontrolled input to the plant produced by the ambient temperature
and modelled by a slightly open window (for simplicity we consider zero transfer
of heat through the walls).

The case of replacing a sensor with another one of not compatible specifica-
tions, is described by (3) and has been specifically addressed in [14]. Here we
consider the owner of the apartment buying a smart phone, which is equipped
with temperature sensor. This mobile sensor is entering and leaving the apart-
ment at different occasions during a day, therefore, at discrete sampling times
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(a)

(b)

Fig. 2. a. The apartment plant. Q1 represents the heating input produced by
the electric radiator, Ti, i ∈ 1, 2, 3, a represent the temperature of the three rooms
and the ambient respectively, qij , with i, j ∈ 1, 2, 3, a representing the flow of heat
among the rooms and the ambient, b. The office plant with open doors.

the mediation component is retrieving more than one measurements. This case
is described by (4). The knowledge base helps the mediation component to re-
trieve the measurements and also build the weight matrix W , while the observer
continues to producing estimates of the state and the mediation component now
feeds the control law with the fused sensors’ measurements. This allows benefit-
ing from the availability and accuracy of redundant information.

Later in time, the apartment is bought by an ICT company and is turned into
an open-plan, as shown in fig. 2b. Soon after, they notice that people working in
Room 3, do not feel comfortable and wear heavy clothes. So, they install tem-
perature sensors in the other two rooms as well. In parallel, a control engineer is
asked to design higher-order models of the apartment heating system. For sim-
plicity we consider a manual design of the models, while an alternative would be
for an adaptive algorithm like the one in [3] to be used in closed-loop operation.
The closed-loop system now fully incorporates the sensing information available
(increases the order of the model) and it is now able to maintain better tem-
perature conditions across all rooms (of course with the limited capacity of the
single actuator). This case is described by (5).
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5 Simulations and Results

The devices are implemented as virtual BACnet/IP-enabled devices, using the
BACnet4J API [16]. Their semantic descriptions (e.g. for a sensor, the mea-
surement unit, its location in the plant, etc.) are created and stored in the
knowledge base. Next, three plant models (1st-, 2nd- and 3rd-order) are cre-
ated and stored in the knowledge base. We use the Newton’s law of cooling,
Q = cA(xi − xj), i �= j, with Q the heat transfer in J/sec, c the heat transfer
coefficient, A the area of the surface through which the heat flows and xi, xj the
temperatures in the two sides of the surface, to derive linear state-space models
of the closed-loop system in the form of (6). For each of the models, the ambient
temperature is acting as an uncontrolled input. In addition, further scenario-
related parameters are defined, like the steps of the electric radiator output, a
model for the outside temperature, the simulation time (50 hours), the desired
temperatures of rooms (250Celcius) and the initial temperatures of the rooms.

Initially, sensor1 and radiator1 are installed in Room1 (bedroom). At time
08:00, sensor1 breaks and is replaced by sensor4. At time 10:00 mobile sensor5
enters Room1. At time 22:00, sensor2 is installed in Room2 and sensor3 is in-
stalled in Room3. Finally, at time 36:00, sensor6 and sensor7 enter Room3 and
both leave at time 39:00. The simulation runs in 1-minute steps. During each
step, the mediation component reads and stores the sensors’ measurements to-
gether with their time-stamp. The processing of the measurements and the calcu-
lation of the control input is performed at 5-minute intervals. At each such step,
the mediation component retrieves information about the current measurements.
These are discarded if they were taken more than 2.5 minutes earlier. Moreover,
in case a value is in a different unit than the one required by the current control
law, the mediation component runs an inference rule [19] and retrieves the literal
name of the function to invoke (from those in the Tools base) in order to perform
the required transformation. The rule says: “Find the name of the function that
takes as input a real value of the given sensor’s measurement unit and produces
a real value in the desired measurement unit”. If no such function is returned,
the measurement is discarded. In the implementation of the rule, the given and
the desired measurement units are denoted as o1, o2 ∈ MeasurementUnit and
any symbols starting with “?” denote a variable that can take as value an ob-
ject from the knowledge base of the class accepted as argument by the specific
relation. The rule is written as:

z1 ∈ Z = Function(?x) ∧ hasDomain(?x, o1) ∧ hasRange(?x, o2)
"−→ InferredInd(?x)

At that moment, in case there was any change in the sensors that comprise the
closed-loop system, the mediation component retrieves the best available plant
model to use for the operation of the controller, given the locations and the
measurement properties/units. To this end, several inference rules are executed
in the knowledge base. The first one is the:

z2 ∈ Z = Output(?x) ∧ [associatedWithLocation(?x, o3)
∨ [associatedWithLocation(?x, ?y) ∧ isPartOf(o3, ?y)]]
∧ isPhysicalProperty(?x, o4) "−→ InferredInd(?x)
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where o3 ∈ Location and o4 ∈ PhysicalProperty are the given measurement
location and the measured physical property of the sensor, respectively. The
above rule means: ”Find all available outputs of models, that are either associ-
ated directly with the given location or are associated with a different location
which is, however, defined as part of the given location, and that are associated
with the given physical property (e.g. temperature)”. At the end, a decision al-
gorithm is invoked which finds the model that is of the highest order, while still
controllable and observable under current situation, and returns its constant pa-
rameter matrices as defined in (1) and (6). At this moment, the dimensions of
all vectors and all parameters of the model to be used, are considered known.
Given the new model, the mediation component invokes functions to calculate
the observer’s and the controller’s gain matrices, L(I) and K(I) respectively.
This is performed with simple pole placement for observability (pair A,WC)
and stability (pair A,B). The new state vector estimation is based each time on
the model and the designed observer. The observed state values are used by the
controller to compute the next control input value. It is noted that the control
input retains the previous value until a new one is produced.

The result is that the closed-loop system is able to transparently integrate
any new component and use the new information to operate smoothly despite
the events introduced during operation. No downtime or manual re-configuration
are required.

6 Conclusions

We have presented a new architecture that can be adopted in the design of
feedback control systems, in order to take advantage of the scalability charac-
teristics offered by the combination of the classical control capabilities with a
cyber infrastructure and semantic interoperability protocols and interfaces.

The scope of the work was not to advance the control algorithms as such.
The current industrial practice suggests using standard controllers (e.g. PID)
and applying the interoperability of components at higher application levels. We
believe that much more advance intelligent control algorithms, already developed
in the literature, can enormously impact the industrial applications if there is a
framework for their deployment in large feedback control systems.

There is still lot of work to be done, before we can claim achieving the objec-
tives of this work. Our immediate next steps will be the thorough investigation
of the closed-loop system stability within the proposed architecture, as well as,
the implementation of a demonstration setup that will pilot test the applicability
in real-life scenarios.

Acknowledgments. This work is partially funded by the European Research
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Abstract. In this work we present an adoption of systems engineering metho-
dology for design and assessment of a Virtual Power System (VPS). The VPS 
has been defined as an aggregation of distributed energy resources, consumers 
and storages which can operate autonomously, and is presented to the power 
system as a single unit in technical and commercial terms. The complexity of 
these critical systems is tackled by means of systems engineering. We have  
applied our approach in scope of a research project AlpEnergy. 

Keywords: systems engineering, modeling, SysML, VPS; assessment. 

1 Introduction and Background 

In the present work based on achieved results in the course of the international AlpE-
nergy project we provide description of a methodology used for design, implementa-
tion and assessment of Virtual Power System (VPS). VPS integrates, manages and 
controls distributed energy generators, electrical vehicles (and other controllable 
loads) and storage capacities and links their technical operation to the demand of con-
sumers and the energy market. Detailed VPS description providing basic definitions 
and explanation of the concept is presented in [12,14].  

One of the main challenges of the project is considered to be tackling of multidis-
ciplinary nature of VPS concept and developing of a model of the supporting ICT 
structures which are crucial to critical infrastructures. Moreover, an evaluation strate-
gy for pilot implementations was supposed to be developed. To cope with the chal-
lenge we have adopted systems engineering methodology already proven as a very 
efficient instrument to tackle complexity of different heterogeneous systems and dif-
ferent technical backgrounds of stakeholders [8]. The methodology is based on in-
struments provided by SysML modeling language - widely accepted  UML profile 
for modeling of complex heterogeneous systems. The methodology is presented in 
details in [1], [13] while similar approach is also applied in [3]. In this work we focus 
on assessment of different project implementations showing how proposed methodol-
ogy can be used for that purpose. 

VPS concept supposes a flexible structure that embraces widest set of technical  
and commercial issues. Furthermore, VPS model has to absorb all the changes and 
adaptations in the system and its environment and for that reason has to be constantly 
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updated depending on the newly identified stakeholders or requirements as well as 
results obtained from results provided by pilot implementations.  

VPS design, involves many stakeholders that are not ICT (Information and Com-
munication Technologies) experts. For that reason it was necessary to propose a rather 
simple, easy to explain - communication and system design strategy. Therefore, we 
adopted systems engineering methodology, still capable of coping with dynamic 
model changes [13]. Moreover, the same methodology has to take into account parti-
cularities of project and be able to embrace various VPS requirements, results and 
particularities of implementations from different partners. The main benefit the me-
thodology brings is that it supposes an interactive and not a straight-forward process 
of system design and that is fully open to changes and upgrades that are inevitable in 
project development. The ultimate result of the methodology application to the VPS is 
a reference architecture that is later used for assessment of specific implementations.  

2 General Approaches and Methodologies 

The first step of the methodology represents context description. It refers to unambi-
guous definition of system environment in terms of surrounding systems and their 
relations to the designed system. By correlating information from relevant research 
projects [2-5] we managed to identify existing and foreseen future stakeholders as 
well as system context in terms of surrounding systems as well as VPS itself. 

A full set of identified stakeholders, includes individuals and organizations: Distri-
bution System Operator (DSO), Electricity retailers, Energy Exchange Stock, Energy 
market legislation, Local authorities, Equipment producers, VPS shareholders, con-
sumers (i.e. Residential users, Industrial users etc.),as detailed in [13]. Still, as already 
stated, additional stakeholders could emerge in the future. Moreover, some of the 
stakeholders identified above are foreseen to just appear or to drastically change in the 
future (e.g. Energy Exchange Stock). Such changes would consequently trigger addi-
tional changes in system requirements and models proposed. 

Requirements engineering that includes collecting, tracing, analyzing, qualifying 
and managing user requirements constitutes the next stage of the system design. The 
main purpose of this phase is the efficient extraction of system requirements and their 
refinement trough use cases that are latter traced to specific components. 

For each user requirement collected from stakeholders (or in particular case from 
some of the project partners), a set of system requirements has been derived. The 
same set of system requirements has been mapped to use cases describing system 
functionalities and services that are finally traced to one or a group of system compo-
nents [13]. A conceptual (i.e. general abstract) system model of VPS is supposed to 
serve as an intermediate step for better orientation in development of reference model 
(as shown in [11]). The next step represents behavioral modeling of each system func-
tionality presented through use cases and assumed set of components [4]. Interaction 
based behavioral models are presented by means of sequence diagrams. While pro-
gressing with behavioral models of system functionalities, system structure changes  
in terms of inserting additional components or changing their roles. In some cases, 
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structural change will induce additional behavioral changes. The outcome of this step 
is set of consistent structural and behavioral models. It is important to notice that 
these of models are developed in parallel and they impact and complement each other. 
Based on these models methodology finally yields reference model.  

Being flexible and iterative, methodology described can be used in different stages 
of project development. That makes it suitable for the application to the research 
projects such as VPS design is. Since not all stakeholders are known at the moment 
(e.g. energy market), some requirements are tailored to project goals and realistic 
assumptions. 

3 VPS Requirements and Use Cases Definition 

Having stakeholders identified, requirements engineering phase starts by collecting 
user requirements from them. Once initial set of user requirements has been obtained, 
initial abstract model of the system has to be defined. This refers to identification of 
components, so that system requirements related with components and their interac-
tion can be identified. For each user requirement separate sequence diagram has been 
developed representing the way that requirement can be satisfied through interaction 
of initially assumed VPS system components and surrounding systems. While focus-
ing on functional ones, we have carefully collected and organized user requirements 
in three packages representing communication, commercial and technical require-
ments. For each interaction that appear among VPS and surrounding systems as well 
as so far identified internal components, system requirement is defined. Each user 
requirement has been mapped to one or more use cases describing VPS functionalities 
(as detailed in [13]). As the system modeling progress, set of system components 
could change, and those sequence diagrams could be re-engineered after validation.  

Applying the same principle to all other user requirements, the final set of system 
requirements has been derived. In fact, user requirements are mapped into system 
ones. The definition of use cases initiates behavioral modeling of the system. Use 
cases development is based on system requirements, through grouping and refinement 
process. A few basic use cases, describing the main functionalities of the VPS are 
defined at first and related with the actors and internal components involved in opera-
tions they describe. While defining those main use cases relating them with actors, 
major user requirements were taken into account (as shown in [11]). This marks the 
starting point for understanding the system functionalities. Each stakeholder can iden-
tify use cases that he is interested in, and latter follow decomposition only of these 
use cases, unburden from the functionalities of the rest of the system. So, managing 
system complexity is done through its functional and hierarchical decomposition. 

3.1 Use-Cases Decomposition  

Each of the major use cases is further decomposed through more fain-grained  
diagrams with atomic use cases directly traced (i.e. related) to system requirements. 
Still, further extension of all diagrams is possible and even expected with project 
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evolution as new requirements could evolve. The model represents a result of an itera-
tive process taking place during entire course of the project. As an demonstrator of the 
further steps of the methodology we focus on energy trading scenario (i.e. use case) 
which implies external and internal contracting. In later steps these use cases will be 
elaborated in details. Use cases are related by proper requirements as shown in the 
figure. 

Applying a comprehensive approach based on initial findings on system functio-
nalities and composition (coming from related projects and knowledge of the project 
partners) a general abstract model of the VPS has been developed as an intermediate 
modeling result (see [11]). It defines initial set of components and their interactions 
and serves for orientation in further phases of the modeling methodology. 

3.2 Basic System Components 

Brief description of the main components in the model is given in the following: 

• Control Center are manages the system assuring the power quality. 
• Advanced Measuring Infrastructure (AMI) goes way beyond consumption 
metering and includes measuring of additional parameters and their collecting 
• Actuating Embedded Systems (AES) are extending the SCADA functionali-
ties and directly control field devices (smart load, DER or storage). 
• Trading Agent is envisioned as component that handles all the commercial 
issues of the VPS including biding, energy selling etc. 
• VPS operation manager is the brain of the system that manages energy bal-
ance, verifies the feasibility of predicted production, etc. 

Different kinds of scenarios (i.e. use cases) have been developed. In order to show 
effectiveness of the approach, we use an example of energy trading. Energy trading 
for AlpEnergy VPS considers ‘day-ahead’ market contracting and it may concern 
amount and prices of bulk energy, ancillary services and so forth. This major use case 
has been decomposed in two  phases (i.e. sub-cases): External contracting- negotia-
tion between SmartGrid; Internal contracting - negotiation - between VPS and its 
clients. We will show main actors and describe their interaction in the following. 

3.3 External and Internal Trade Contracting  

Basically the process starts by a request from the VPS manager (which keeps portfo-
lio with preferences and statistics of all VPS consumers and producers) to the Smart 
Grid for obtaining the energy price. The trading agent of VPS communicates with the 
AMI and the predictions manager for current meter data and energy balance predic-
tions, respectively, in order to verify affordability of the contract (e.g. offered price 
and amount of energy) obtained from the Smart Grid. Eventually, negotiation takes 
place between the VPS manager and Smart Grid and the process iterates until an op-
timal price is reached. The sequence diagram describing this process is given in Fig.1. 

Ones the contract is set at the level of entire VPS it is also necessary to negotiate in 
the context of local contracts (for each VPS member in particular). In this case VPS 
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be used as a reference point for other similar projects dealing with Smart Grid  
aggregations.  

4.1 Building Reference Model 

General, abstract model of proposed ICT supporting structure for VPS (given in [11]) 
has been developed according to existing state-of-the-art solutions and inputs coming 
from different pilot implementations. The model is a result of discussions among all 
the partners and wide compromise about all its elements has been achieved. The later 
findings obtained through described systems engineering process have resulted in 
VPS structural models. As a very next step in the project a reference model of VPS 
ICT structure has been built. It is used as a central point of the AlpEnergy project and 
it is considered to be one of its main achievements as it elaborates the result of mutual 
efforts and gives an overview on the system infrastructure. 

The reference model shown in Fig.1 is intended to be a starting point for ICT  
assessment process. It represents a suggested solution that would also serve as a refer-
ence for evaluation of all pilot implementations. Apart of that, as a visual description, 
it can assist project dissemination activities as it has been made to be general, com-
prehensive and understandable using the widely accepted SysML modeling language. 

The reference model has been adopted to identified specific requirements of AlpE-
nergy and regularly upgraded according to proven solutions coming from exact pilot 
implementations. As lighthouse guidelines for abstract model we have considered 
solutions provided by related relevant international projects like [2-4], respectable 
international institutions and initiatives [5] and also cutting-edge research achieve-
ments [6,7]. The basic abstract model developed from such a theoretical approach is 
developed in SysML modeling language, it represents an intermediate step. 

Still such a model served just for orientation and provided good guidelines for oth-
er phases of the project development. The input from existing pilot implementations 
and experiences gained in field testing are another precious source of information 
needed for development of the precise reference model. We interviewed AlpEnergy 
implementing partners and studied their technical documentation. Nevertheless, with-
out an unified describing method and in absence of defined mutual understanding 
platform for VPS design we faced many problems in extracting technical details from 
available informal descriptions.  

4.2 System Composition 

It is possible to notice, from these figures, basic similarities and differences in VPS 
design from one to another case. Nevertheless, the lack of unified and standardized 
description method aggravates communication, knowledge and best practice transfer, 
and at the same time assessment process. Therefore, the need for establishing  
common mutual describing instrument is quite obvious.  

As already stated we have approached the problem using System Engineering  
methodologies based on SysML modeling language that has been developed  
during the project and described in previous annual reports and publications [10,11]. 
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Finally bringing all together, abstract model and selected best-practice implemented 
solutions, the reference model has been built. The working version of the model has 
been reconsidered by the partners several times (according to Systems Engineering 
practice [8]) and eventually the VPS reference model in Fig. 2 has been obtained as 
the recommended optimal solution accepted by entire AlpEnergy consortium.  

 

Fig. 2. VPS ICT infrastructure – general reference model 
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The entire ICT structure of VPS is logically encapsulated in three groups 
represented in reference model in form of three layers: Power Systems Management 
Applications (Control Center), Communication and Data Acquisition Field Devices. 

Each of these layers represents a functional block in VPS design (note that functio-
nalities that are grayed out are deemed optional in VPS operation). Considering the 
model in Fig. 2, it should be noted that it considers even foreseen future scenarios 
(e.g. deregulated energy market that requires trading functionalities) which results in 
components that are considered but not yet implemented (given in blue color). In the 
following we explain structure and certain components of the model in greater detail: 

Control Center (CC): is responsible of controlling and managing various VPS op-
erations, both commercially and technically related. The heart of CC represents VPS 
Manager composed of different components performing specific functionalities of 
VPS Manager. It acts as the VPS interface with the Smart Grid, as well as coordina-
tion unit among various specific subunits. From the commercial perspective, the 
Trading Agent component performs energy price negotiations and contracting with 
the appropriate counterpart in Smart Grid. Efficient negotiation process requires pre-
cise information on current and predicted grid balance (Trading Agent obtains this 
information from the appropriate components of the VPS). Once the compromise is 
reached the contract valid for certain period of time is made. This process is described 
using use case and sequence diagram given in Fig. 4. Upon achieving of external 
pricing contract (between VPS i.e. Trading Agent and the rest of Smart Grid) the 
predicted energy balance is then used as an input for the Tariff Manager that calcu-
lates the internal energy prices separately for each aggregated VPS user (consumer, 
producer or prosumer) based on another input coming from Demand Side Manage-
ment (DSM) component. The DSM based on statistics, predictions, system balance 
and user portfolios provides customers with tailored incentive plans - informs on 
energy price trends; applies penalty plans in cases of contract violation and so forth. 
Billing Manager is responsible for producing the invoices which are eventually com-
municated to customers through user communication interface (e.g. SMS or a web 
portal). The Technical Operation Manager acts as an executive unit on demand from 
VPS Manager, it may also take part in contracting process supplying information on 
technical feasibility of specific requests. It performs different fundamental grid opera-
tions like DER management, Smart Appliances control, power flows and outages 
management etc. 
 
Communication and Data Acquisition Layer: The advanced metering infrastructure 
(AMI) is the interface through which smart meter readings and other status monitoring 
data are gathered, stored, preprocessed and communicated in understandable form to the 
VPS Manager. It is rather vendor depended structure but due to increased penetration of 
standardization also in this segment of power system several crucial standard components 
have been identified for most of implementations. The Data Concentrator (DC) gathers 
smart meter measurements and stores the data in structured and standardized fashion into 
the Database which maintains the web portal configuration as well as administrative data 
arranged according to customers IDs. In some implementations, the database block can 



 Systems Engineering for Assessment of VPS Implementations 675 

be part of the CC, rather than data acquisition one. Meter Data Management (MDM) 
further process the data on different granularity levels (i.e. from appliances to DER lev-
el), filters them by time period and presents them in a required structured form to CC 
components. VPS deals with integration of many different technologies so that it should 
support system like Supervisory Control and Data Acquisition (SCADA) module to work 
as a data bridge/interface between field devices and the VPS manager. 

Field Devices – Backend Layer: This layer considers backend embedded systems 
which measure, control or actuate electro-mechanical devices directly attached to the 
energy entities (energy entities may be - generators, home appliances, storages etc.). 
These embedded systems include smart meters, PLC (Programmable Logic Control-
lers), RTU (Remote Terminal Units), ‘smart sockets’ and so forth.  The devices from 
this layer translate the control signals received directly from the VPS manager (or 
Local Energy Management in case of distributed control) into an action (e.g. reduce 
power level, disconnect/reconnect customer etc.). The Local Energy Management unit 
provides local control decision based on user preferences and constraints but also 
requests from VPS Manager. 

5 Assessment of ICT Solutions 

The assessment process has been agreed to be done in three phases: 

• Development of a reference model  
• Development of specific implementations’ models according to same principles 

and standards 
• Comparison of these two kinds of models by mapping a model of specific case into 

reference model according to defined standards 
• Bearing in mind the reference model represented in Fig. 7. and details provided by 

each partner, appropriate models of pilot implementations have been developed. It 
can be noted that all the considered case have some differences in the implementa-
tion but still the basic structure was preserved. The exact models are result of tech-
nical documentation studding and direct interviews with implanting partners.  

We present here assessment of one implementation that we consider as the most 
demonstrative. The assessment models of all other implementations are given in Al-
pEnergy Report [11].The implementation to be assessed has been the one from the 
Allgäu region [11]. It has been considered as the most mature pilot and like this also 
served for the reference model development. The implementation reflects very well 
conceptual solutions even though some considered solutions like Trading Agent and 
Local Energy Manager are not fully implemented. The implemented VPS comprises 
different kind of generators (like PV cells, windmills etc.), Smart Homes, dynamic 
tariffs management, some elementary DSM and so forth. The detailed assessment 
report for all the pilot implementations in SysML fashion, is given in [11]. 
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6 Conclusion 

In this paper we have presented how system engineering methodology can be effi-
ciently adapted and applied for the design and assessment of a critical structure that is 
a virtual power system. Even though, due to the size of the system we focus only on 
functional requirements and structural model of the system in this work, similar me-
thodology can be applied to ensure that critical non-functional properties of the sys-
tem have been achieved. Given reference model is highly scalable and easily can be 
extended to support more both functional and non-functional requirements. As a fu-
ture work, we plan to asses availability and safety of implemented solutions. 
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Abstract. Transparent optical Wavelength Division Multiplexing (WDM) net-
works are vulnerable to physical layer attacks. This work proposes a meta-
heuristic based algorithm for the planning phase of optical WDM networks 
while considering the impact of high-power in-band jamming attacks. The pro-
posed heuristic algorithm serves sequentially the connections in a particular or-
der and the meta-heuristic algorithm, called Harmony Search, is used to find 
better orderings in order to establish the requested connections. The objective of 
the proposed algorithm is to establish the requested connections in a specific 
way that minimizes the impact of high-power jamming signals through in-band 
channel crosstalk.  

Keywords: physical layer attacks, routing and wavelength assignment,  
harmony search, optical networks. 

1 Introduction 

Optical networks nowadays rely on Wavelength Division Multiplexing (WDM) in 
order to increase their capacity. WDM enables different connections to be established 
concurrently through a common fiber, subject to the distinct wavelength assignment 
constraint; that is, the connections sharing a fiber must occupy separate wavelengths. 
All-optical WDM channels that may span multiple consecutive fibers are called 
lightpaths. In the absence of wavelength conversion, a lightpath must be assigned a 
common wavelength on each link it traverses; this restriction is referred to as the wa-
velength continuity constraint. Since lightpaths are the basic switched entities of a 
WDM optical network architecture, their effective establishment and usage is crucial. 
It is thus important to propose efficient algorithms to select the routes for the connec-
tion requests and to assign wavelengths on each of the links along these routes, among 
the possible choices, so as to optimize a certain performance metric. This is known as 
the routing and wavelength assignment (RWA) problem [1], that is usually considered 
under two alternative traffic models. Offline (or static) lightpath establishment ad-
dresses the case where the set of connections is known in advance, usually given in 
the form of a traffic matrix that describes the number of lightpaths that have to be 
established between each pair of nodes. Dynamic (or online) lightpath establishment 
considers the case where connection requests arrive at random time instants, over a 
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prolonged period of time, and are served upon their arrival, on a one-by-one basis. 
Offline RWA is usually used during the network design and planning phase, while 
online RWA is used during the network operation phase. 

Offline RWA is known to be an NP-hard optimization problem and several heuristics 
and meta-heuristics have been proposed to solve the problem. A meta-heuristic is a 
procedure designed to find a good solution to a difficult optimization problem. Meta-
heuristic algorithms can be classified as swarm intelligent techniques and evolutionary 
algorithms. Swarm intelligence algorithms are heuristic search methods that mimic the 
metaphor of natural biological evolution and/or the social behavior of species. Evolutio-
nary algorithms use iterative progress, such as growth or development in a population 
and use mechanisms inspired by biological evolution, such as reproduction, mutation, 
recombination, and selection. Ant Colony Optimization (ACO) and Particle Swarm 
Optimization (PSO) are well-known and successful swarm intelligence optimization 
algorithms, while Genetic Algorithms (GAs) and Harmony Search (HS) are evolutio-
nary optimization techniques. Meta-heuristic techniques that have been proposed to 
solve the offline RWA problem use techniques from ACO [2], GA [3], and PSO [4]. 

Optical telecommunication networks, providing services to users such as compa-
nies, governmental institutions, and private citizens, are considered one of the critical 
infrastructures of a country. In all-optical transparent networks, where a data signal 
remains in the optical domain for the entire path, there exist several vulnerabilities in 
the network that enable malicious signals to propagate through several parts of the 
network. Optical networks need to be able to detect and locate failures (faults or at-
tacks) and degradations as fast and as accurately as possible, in order to restore lost 
traffic and repair the failure. An attack can be defined as an intentional action against 
the ideal and secure functioning of the network.  

In this work, a meta-heuristic algorithm is used to solve the static attack-aware RWA 
problem. In the static case, the set of connections is known in advance and path selec-
tion and wavelength assignment are performed offline, aiming at the joint optimization 
of the lightpaths used by all the connection requests. The objective of the proposed of-
fline attack-aware RWA algorithm is to design an optical network that minimizes the 
impact of a network attack. The algorithm uses a nature inspired meta-heuristic, mi-
micking the improvisation process of music players [5], known as a harmony search 
(HS) algorithm. The proposed attack-aware heuristic algorithm serves sequentially the 
connections in a particular order, and the HS algorithm is used to find better orderings. 

The rest of the paper is organized as follows. Section 2 describes the physical layer 
attacks. In Section 3, the Harmony Search meta-heuristic and Harmony Search based 
attack-aware RWA algorithm are presented, followed by simulation results in Section 4. 
Finally, Section 5 presents some concluding remarks and avenues for future research.  

2 Network Attacks 

There are several physical layer attacks that can occur in transparent optical networks 
as presented in [6-7]. One of the most important attacks is in-band jamming that is the 
result of intra-channel crosstalk between the same wavelengths in optical switches. 
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Another attack is the out-of-band jamming, where high-power signals can introduce 
nonlinearities, causing crosstalk effects between channels on different wavelengths in 
the same fiber (inter-channel crosstalk). Moreover, gain competition in optical am-
plifiers is another possible form of attack in optical networks, where a high-power 
jamming signal can increase its own power, thus resulting in reduction in the gain of 
the rest of the channels.  

  

Fig. 1. High-power jamming attack propagation 

In Fig. 1, the effects of in-band and out-of-band crosstalk propagation are depicted, 
where an attacker uses a high-power jamming signal on wavelength λ1 to perform his 
attack from node n2. Due to in-band crosstalk, this signal will affect any lightpath that 
crosses node n2 and uses wavelength λ1. Then, the affected lightpaths will perform 
further attacks through the nodes they cross. As can be seen from Fig. 1, the affected 
lightpath in node n2 will spread the attack in node n4 and will affect other lightpaths 
that use the same wavelength (λ1). A lightpath that uses a different wavelength than 
the lightpath used by the attacker will not be affected, regardless of the fact that the 
lightpaths cross the same node. However, due to out-of-band crosstalk, a lightpath at 
one wavelength will affect any other lightpath using an adjacent wavelength of the 
same fiber. For example, in Fig. 1, the lightpath crossing node n3 and wavelength λ2, 
will be affected by the attacker, assuming that the two lightpaths use the same fiber 
after node n3 (λ1 and λ2 are adjacent wavelengths).   

When planning an optical network, the basic problem that has to be addressed is 
the RWA problem. Since in optical networks security of the established connections 
is critical, it is of paramount importance to protect the network from possible attacks. 
The concept of preventive, attack-aware RWA problem was proposed in [8]. In that 
work, the authors formulated the routing sub-problem of RWA as an integer linear 
program with the objective of decreasing the potential damage of jamming attacks 
causing out-of-band crosstalk in fibers and gain competition in optical amplifiers. A 
tabu search heuristic was subsequently proposed to cover larger network instances. 
Furthermore, in [9], authors proposed a wavelength assignment approach to limit the 
potential propagation of in-band crosstalk attacks through the network. Authors in 
[10] extended upon their work in [9] by considering a more realistic case where cross-
talk attacks can maximally spread in one or two steps. This means that secondary 
attacked signals are not strong enough for the attack to propagate further. In [10], 
authors proposed the use of wavelength-selective optical attenuators as power  
equalizers inside the network nodes to limit the propagation of high-power jamming 
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attacks. They presented heuristic algorithms with the objective of minimizing the 
number of power equalizers needed to reduce, to a desired level, the propagation of 
high-power jamming attacks.  

This work considers that an attack is performed by high-power jamming signals 
through in-band crosstalk and the objective of the proposed offline attack-aware 
RWA algorithm is to design an optical network that minimizes the impact of a high-
power in-band jamming attacks.  

3 Harmony Search Algorithm 

This section describes the Harmony Search (HS) meta-heuristic algorithm as pre-
sented in [5]. HS is a search heuristic algorithm based on the improvisation process of 
jazz musicians. It was inspired by the observation that the aim of music is to search 
for a perfect state of harmony. Finding the perfect state of harmony in music is ana-
logous to finding the optimality in an optimization process. In the HS algorithm, each 
musician (= decision variable) plays (= generates) a note (= a value) for finding the 
best harmony (= global optimum determined by objective function evaluation).  The 
core part of the HS algorithm is the Harmony Memory (HM), where HM is a collec-
tion of random generated harmonies (=vectors). When a musician is improvising, 
there are three possible choices: (1) play any famous piece of music exactly from 
harmony memory; (2) play something similar to a known piece; or (3) compose new 
or random notes. Authors in [5] formalized these three options into a quantitative 
optimization process, and the three corresponding components become: usage of har-
mony memory, pitch adjusting, and randomization. Thus, harmony search tries to find 
a vector X which optimizes a certain objective function f(X). The steps of the harmo-
ny search algorithm are as follows: 

1. Initialize the harmony memory (HM) matrix: 

 HM=  

Generate HMS (Harmony Memory Size) random vectors X , , … ,  of 
size S and store them in the harmony memory (HM) matrix, where S is the number 
of musical instruments (decision variables, ) and HMS is the number of random 
harmonies (vectors). f(X) is the objective function that needs to be optimized. 

2. Improvise a new harmony (Generate a new vector X ) 
(a) For every variable  of the new vector X  choose a value from the HM 

matrix , 1  with probability HMCR (Harmony Memory 
Considering Rate) and with probability 1- HMCR, choose a random value. 

(b) Change the value of the variable  with probability PAR (Pitch Adjusting 
Rate), by a small amount Δ,  Δ.  
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3. Update the ΗΜ: 
Evaluate the objective function X  of the vector X . If the value of X  is better than the worst value X  in HM, then replace the vector X  with X  in HM. 

4. Check the stopping criterion: 
Repeat steps 2 and 3 until the maximum iteration criterion is met. 

The exact values of the parameters are discussed in Section 5.  

4 Attack-Aware RWA Using a Meta-Heuristic Algorithm 

The proposed algorithm solves the static RWA problem with the objective to minim-
ize the impact of high-power jamming signals that spread in the network through  
in-band channel crosstalk. The attack-aware heuristic algorithm establishes the re-
quested connections one-by-one in the form of lightpaths following a specific order. 
For every demand, the algorithm computes a set of candidate lightpaths. From this 
set, the lightpath with the minimum in-band crosstalk interaction is chosen. By mini-
mizing the in-band channel crosstalk interactions, the spread of high-power jamming 
signals through in-band crosstalk is also minimized. The harmony search meta-
heuristic is used to define different orderings for the requested connections. The eval-
uation of the objective function of the harmony search algorithm f(X) is performed 
through simulation of the attack-aware heuristic algorithm. The ordering with the 
best value of the objective function is chosen to establish the demands. In the follow-
ing subsections the main steps of the algorithm are described. 

4.1 Initialization of Harmony Memory (HM) 

For solving the attack-aware RWA problem using HS (Harmony Search), HMS 
(Harmony Memory Size) random music harmonies (random harmony vectors -X , 
1 ) are initially constructed and stored in the Harmony Memory (HM) 
matrix. Each harmony vector X , , … ,  in the harmony memory represents 
the order that the demands are considered. Several values for HMS are discussed in 
the simulation section. The size S of each vector Xi is equal to the number of (s,d) 
pairs (S=N2-N), where N is the number of network nodes, and each element  of the 
vector Xi has an integer value between 1 and (N2-N). The sequence of the demands 
represents a music harmony in HM terminology. In order to have valid sequences for 
each harmony, each harmony should contain all the integers from 1 to (N2-N) and 
each integer should appear only once. Based on these constraints, all the requested 
connections are considered. A sequence is invalid if there are two or more integers 
with the same value. 

4.2 Improvisation of a New Harmony 

A new harmony is improvised (a New Harmony vector Xnew is generated) based on 
the HMCR (Harmony Memory Considering Rate) and PAR (Pitch Adjusting Rate) 
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described in Section 3. Each New Harmony vector X , , … ,  
must comply with the constraints provided in Section 4.1. For this reason, when con-
sidering a new value for each variable  from the set of integer values from 1 to 
(N2-N), the values that have already assigned to variables , … , are removed 
from the available set. The HMCR, which ranges from 0 to 1, defines the probability 
to choose a variable value from HM and the PAR defines the probability of shifting to 
neighboring values within a range of possible values. If the New Harmony vector is 
better, in terms of the objective function cost f(Xnew) as presented in Section 4.3 that 
follows, than the worst harmony vector in HM, then the New Harmony vector is in-
cluded in HM while the worst is excluded.  

4.3 Objective Function – Attack-Aware Heuristic Algorithm 

This section describes the evaluation of the objective function f(X) used by the har-
mony search algorithm. Each link l of the network is characterized by a Boolean wa-

velength availability vector  , , … ,  whose ith element liw  

is equal to 0 if the ith wavelength of link l is utilized by a connection, and equal to 1, 
otherwise.  

In this phase, k candidate paths Psd, that have been pre-computed in the first step of 
the algorithm by employing a k-shortest path algorithm, are given as input in the at-
tack-aware heuristic algorithm for serving each requested connection (s,d). The wa-
velength availability vector of a path p consisting of links l∈p is defined as follows: & Î & Î , where “&” denotes the Boolean AND operation. 
Thus, the element Wpi is equal to 1 if wavelength i is available for transmission over 
path p. The above equation enforces the wavelength continuity constraint among the 
links comprising a path. 

The connections are sequentially established one-by-one in the form of lightpaths. 
The demands are served according to the order defined by the Harmony Vector. For 
each demand, the candidate lightpath with the smallest number of in-band channel 
interactions is chosen. The objective of the attack-aware RWA heuristic algorithm is 
to minimize the number of lightpaths that interact with other lightpaths through in-
band channel crosstalk and thus to minimize the propagation of high-power jamming 
signal attacks. 

4.4 Flowchart of the Algorithm  

The flowchart of the algorithm described in the previous subsections is given in Fig.2. 
The generation of a new vector Xnew is achieved following the second step of the  
algorithm described in section 3, taking into account the constraints of section 4.2. 
Moreover, the evaluation of the objective function f(X) is performed following the 
description of section 4.3.  
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Fig. 2. Flowchart of the algorithm 

5 Simulation Results 

To evaluate the performance of the proposed algorithm, a number of simulation expe-
riments were performed using the generic Deutsche Telekom backbone network 
(DTnet) as shown in Fig. 3. The network consists of 14 nodes and 23 links with an 
average nodal degree of 2.85. The traffic load of the network is defined as the ratio of 
the number of requested connections to the total number of possible connections. For 
example, traffic load equal to 0.5 corresponds to the case were half of the entries of 
the traffic matrix are equal to 1 and half equal to 0.  

The aim of this section is to study the impact of high-power jamming signals 
through in-band crosstalk and the evolution of the algorithm solution under different 
settings of the three important parameters: the pitch adjusting rate (PAR), the harmo-
ny memory size (HMS), and the harmony memory considering rate (HMCR). The 
number of maximum iterations was considered equal to 100, that corresponds to the 
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stopping criterion of the algorithm. First, a sensitivity analysis of the harmony search 
model parameters was performed. Table 1 shows the analysis results for several val-
ues of the parameters (HMS = {1, 5, 10}, HMCR = {0.5, 0.8, 0.9}, and PAR = {0.1, 
0.4, 0.7}).  

Table 1. Results of sensitivity analysis with HS parameters 

HMS HMCR PAR In-band 
W=30 

In-band 
W=40 

 

 

 
 

 
 

Fig. 3. DT network topology  

1 

0.5 
0.1 52 14 
0.4 54 16 
0.7 50 14 

0.8 
0.1 50 18 
0.4 50 14 
0.7 54 12 

0.9 
0.1 50 14 
0.4 56 18 
0.7 50 14 

5 

0.5 
0.1 52 14 
0.4 54 18 
0.7 56 16 

0.8 
0.1 48 14 
0.4 52 16 
0.7 56 16 

0.9 
0.1 52 16 
0.4 52 14 
0.7 52 16 

10 

0.5 
0.1 50 18 
0.4 56 16 
0.7 54 16 

0.8 
0.1 54 16 
0.4 54 18 
0.7 52 20 

0.9 
0.1 56 14 
0.4 50 18 
0.7 56 16 

 
The term “In-band” in Table 1, represents the total number of lightpaths’ interac-

tions through in-band crosstalk. The network load was equal to 0.6 and the analysis 
was performed for the cases of 30 and 40 available wavelengths per fiber. It is  
evident, that the larger the HMCR value, the less exploration is achieved; and the 
algorithm further relies on stored values in HM and this potentially leads to the algo-
rithm reaching and remaining at a local optimum. On the other hand, choosing too 
small a value of HMCR will decrease the algorithm efficiency and the HS will behave 
like a pure random search, with less assistance from the historical memory. 
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Fig. 4. In-band interactions vs number of available wavelengths  

In Fig. 4, the HS attack-aware RWA algorithm was also compared to the first-fit 
algorithm, an algorithm that assigns the first available wavelength to the connections.  
The performance metric in this case was the number of in-band interactions versus the 
available number of wavelengths per fiber. For these simulations the network load 
was again equal to 0.6 and the three parameters used for the HS meta-heuristic, i.e., 
the pitch adjusting rate (PAR), the harmony memory size (HMS), and the harmony 
memory considering rate (HMCR) were set to the values 0.1, 5, and 0.8 respectively. 
These values were obtained from the sensitivity analysis as shown in Table 1 above. 
As can be seen from the figure, the first-fit algorithm has the same performance irres-
pective of the number of available wavelengths and the number of interactions is quite 
high (more than 600 interactions) compared to the case were the proposed HS attack-
aware RWA algorithm was used. For the latter case it is shown that the proposed 
technique clearly outperforms the traditional RWA approach, minimizing the in-band 
channel interactions based on the available wavelengths. Thus, with the proposed 
approach the attack is contained, and it is not allowed to propagate extensively in the 
network, resulting in degradation of the established network connections.   

6 Conclusions 

This work proposed an algorithm for solving the RWA problem during the design 
phase of a transparent WDM optical network with the objective of minimizing the 
high-power in-band crosstalk propagation which is caused when a high-power jam-
ming signal is maliciously introduced in the network at a specific network node. A 
meta-heuristic approach based on the harmony search technique is utilized to obtain 
an ordering of the connection requests and this ordering is used during the RWA algo-
rithm to establish all requested connections in the network. Performance results indi-
cate that the proposed solution outperforms the traditional RWA technique that does 
not account for the propagation of the jamming signal due to intra-channel crosstalk, 
significantly minimizing this propagation in the network and thus drastically contain-
ing the effect of the attack on the network infrastructure.  
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Current ongoing research work on this subject focuses on the effects of inter-
channel crosstalk attack propagation, as well as on the design of integer linear pro-
gramming (ILP) formulations for the RWA problem, aiming at minimizing the attack 
propagation.  
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Abstract. While artificial intelligence combined with Bioinformatics and Nano-
technology offers a variety of improvements and a technological and healthcare 
revolution, Bioartists attempt to replace the traditional artistic medium with  
biological materials, bio-imaging techniques, bioreactors and several times to 
treat their own body as an alive canvas. BioArt seems to play the role of a  
new scientific curator in order to manipulate laboratory aesthetics and bridge 
trans-humanism creations with culture and tradition.  

Keywords: Artificial Intelligence, BioArt, Bioethics, Post humanism. 

1 Introduction 

“…υπό δ΄ αμφίπολοι ρώοντο άνακτι χρύσειαι, ζωήσι νεήνισσιν εϊκυίαι της εν μεν 
νοός εστί μετά φρεσίν, εν δε και αυδή και σθένος…”. 

As indicated in the Greek mythology, Talos is said to be the first Artificial Intelli-
gence Robot that Hephaestus created in his ancient lab, as well as golden maids who 
could move, speak and think like human beings and tripod tables for the automatic 
transfer of food and drink to gods. It seems that the necessity of creating metallic 
assistants-robots constitutes a spontaneous attribute of human culture and tempera-
ment with roots reaching back to the dawn of our civilization. 

According to Humanism, human beings have the right and responsibility to give 
meaning and shape to their own lives, building a more humane society through an 
ethic based on human and other natural values in the spirit of reason and free inquiry 
through human capabilities. The moral person guided from his evolving social beha-
vior, can easily comprehend and be committed to laws and principles that a scientific 
field, such as Artificial Intelligence (AI) or Nanoscience set as a precondition, in or-
der to improve the structural elements of human biological existence [1-2]. 

The fact of the upcoming era of Post humanism, hypothetical raises various ques-
tions and bioethical issues, such as the degree of influence of human consciousness, 
dignity, rights and fundamental freedoms by merging human beings and machines. 
Additionally, the Universal Declaration of Human Rights on genetic data defines 
personal identity as a combination of distinctive genetic makeup with educational, 
environmental, personal, emotional, social, spiritual and cultural factors.  
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Modern sciences that complement Medicine and Biology, such as Nanotechnology, 
Bioinformatics, stem cell technology, transgenic organisms, neural prosthetics and AI 
applications, have enhanced human intelligence, offering new possibilities for the 
human body, documenting the potential immortality of our biological existence. Thus 
a series of philosophical questions and ethical considerations rises through these in-
novative applications of human intellect. Bioethics, as a field of philosophical and 
critical approach, have an essential duty to contribute to the regulatory investigation 
of ethical issues rising from biomedical applications, but also to clarify the relation-
ship between the life sciences and art, as is now expressed through biotechnology. 

Artists involved in biological sciences, have now adopted a very unique way of ex-
pression, while laboratory components have already become an integral part of the 
artistic process or art masterpieces, a few times. It is a fact, the presence of artists in 
modern biological laboratories, in order to overcome the well-known effects and de-
corative of Fine Arts and manipulate life. BioArt is not a simple theme or artistic 
movement, but a complex tool for creating projects such as: use and transplant of 
mechanical devices in humans, creation of robot-clones etc. 

2 Super Intelligence in the Post Mondo  

By definition super intelligence is any intellectual component that generates the best 
human brains, including scientific creativity, general wisdom, and social skills [3]. 
Obviously super intelligence can produce new knowledge and solutions to hard i.e. a 
smart Nano machine can recognize cancer cells using the tunneling phenomenon, or a 
machine learning algorithm could give right decisions in the forecast of neurogenera-
tive diseases like epilepsy [1].  

On the other hand the parallel innovating structure of the so called ‘convergent 
technologies’, referring to the NBIC tools and including Nano science and nanotech-
nology, biotechnology, biomedicine and genetic engineering, information technology 
and cognitive science, seems to remove any barrier in scientific and technological 
achievement [4]. The Nano devices which can repair cells, promise great improve-
ments in longevity and quality of life, involving radical modifications of the human 
genome and leading to the old but diachronic issue of human immortality [5]. 

Unlike mankind, AI applications can use and manipulate the storage knowledge 
through scientific or social networks in a more efficient way. Therefore one of the 
best ways to ensure that these super intelligent creations will have a beneficial impact 
on the world is to endow it with philanthropic values and friendliness [6].  Addition-
ally, super intelligence could give us indefinite lifespan, either by stopping and re-
versing the aging process through the use of Nano medicine [7].  

Often Art is prior to Science and has the ability to envision and create projects 
which is not yet feasible to be implemented, or be applied in human societies. For all 
innovative artists, art often works in a Post Mondo (“Perfect Future”), which consti-
tutes the past, from a given starting point onwards. 

In other cases Science comes to inspire Art, give stimuli for new ideas and  
techniques and give new directions in the use of innovative tools and materials. While 
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Science and Art are the most common human types of knowledge and emotional  
expressions, they have to be perpetually in a dynamic interdependence, interactive 
communication and exchange principles in order to be more understandable and repre-
sentative of human existence and dimension. It is imperative to answer a series of  
questions before establishing the hypothetical era of Post Mondo and Super Intelligence: 

• How the world would like if the scientific achievements were accessible to all 
people (cloning, production of human organs, personalized gene therapy etc.)? 

• If for any illness or any form of disability there was a proper treatment, what would 
be the structure of any future Perfect World? 

• Human societies will tolerate smart, intelligent and strong members and on what 
life expectancy? 

• In human societies of perfect and potentially immortal beings is it possible to  
adjust the principles of economics and politics and the traditional values of  
relationships? 

• While the achievement of human perfection, the progress of genetics, the use  
of mechanical additives and the creation of transgenic animals improve cell  
physiology, could this lead to people who will not obey to laws as we know them 
now? 

In order to develop the Perfect-Human, all the human structural elements have to 
be immortal, overcoming the Central Dogma of Genetics and upsetting the fundamen-
tal principles of human evolution. If we also take into consideration the studies of 
modern genetics on the non-mental and spiritual identification of clones with their 
original organism (i.e. the case of twins) another important question raises: 

• Are there any psycho-spiritual disruptions in cloned organisms or in organisms 
with prosthetic biological implants?  

• Have we already excluded the possibility of cultured tissues reaction (i.e. BioArt 
Semi-Living) with the environment and human actions [8]?  

The study on perfection’s definition and principles consist of a major philosophical 
enquiry for thousands of years. Is there perfection in Nature and Evolutionary Laws? 
Perfect creations follow the natural law of evolution or they are kept unaltered  
in order to remain perfect?  Perfection’s evolution does ultimately equate with the 
supernatural? 

3 Seeking for a New Role - Ethical Challenges 

The development of nanotechnology is moving rapidly, and without any clear public 
guidance or leadership as to the moral tenor of its purposes, directions and outcomes; 
where nanotechnology is leading and what impact it might have on humanity is any-
one’s guess [9]. What appears to be missing at the present time is a clearly articulated 
prognosis of the potential global social benefits and harms that may develop from 
further scientific and technological advances in all of these areas [10]. 
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Super Intelligence should be comprehensible to the public, including activities that 
benefit society and environment, guided by the principles of free participation to all 
decision-making processes; AI techniques in Biomedicine, should respect the right of 
access to information, having the best scientific standards and encouraging creativity, 
flexibility and innovation with accountability to all the possible social, environmental 
and human health impacts. 

BioArt even today, represents all those forms of art, associated in any way with the 
life sciences, and uses the life and living things both as a medium and as an objects’ 
expression. In the transhuman’s era, BioArt requires close cooperation between artists 
and scientists, and also a thorough understanding of the research process, from the 
artists mainly. Obviously, laboratory techniques associated with biotechnology, such 
as stem cell research and its applications have already been implemented by special-
ized scientists around the world. Bio Artists have to communicate and share this sci-
entific knowledge with the society, in the way that they perceive and accept it as part 
of human evolution. Sometimes hybrid art offers to the audient macabre and repulsive 
artistic creations, using human body as the basic material like Stelarc, Orlan and 
Franko-B [11-13], transgenic art creations like Kac [14], Cybernetics technology like 
Haraway and Warwick [15-16], hyper-real sculptures like Piccinini [17]. 

BioArt searches for the meaning of human existence in relation to the natural  
environment and enhances the value of parts of the human body as autonomous and 
interdependent subsets. Judging from the already registered events and the historical 
development of Arts today, there is a strong possibility that BioArt outline a total new 
future serving as a communication channel between science and society, while hu-
mans are still trying to conquer the torrent of scientific knowledge. 

According to philosopher Nietzsche, the distance that separates Perfect-Man from 
man is identical to that which separates man from monkey. The transition in a super-
natural state involves an evolutionary leap and a profound change in human nature. 
BioArt is willing to lead this evolutionary perspective, through the expressions of 
Nanotechnology, Neuroengineering, Bioinformatics, Molecular Biology and Cellular 
Therapy, but also to establish new rules through the methodological approaches of 
bioethics. 

BioArt must highlight and promote the uniqueness of the individual, to strengthen 
the role of man in the AI and probably to propose solutions for the improvement and 
protection of life according to human ideals. In order to achieve this, a dialogue about 
what is ethical and legal to be expressed through BioArt must start immediately, such 
as the use of human organs, tissues, blood, bacteria and viruses or even more the in-
tentional infliction of pain. 

• Can we assume that BioArt main objectives are the selection of a new way of 
achieving Post humanity and biological immortality, by not following the common 
paths of aesthetic expression and traditional -for human senses- beauty? 

• Harmony and aesthetic which are features of our nature, is it possible to remain 
stationary into the acceptable social contexts or will adapt new data and scientific 
challenges without the discrete and finite limits of human consciousness? 

• Could harmony and aesthetics reflect human vision and its finite capabilities (hu-
man perception of three-dimensions) or are there independent natural rules which 
are not influenced by our evolution? 
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It is clearly that BioArt can apply innovative techniques for example on exploiting 
or creating new sensations in cases of disabled people, in the technological applica-
tion of the phenomenon of quantum entanglement, in the education process and in 
support the AI products integration into society (e.g. Robot-clones). BioArt seems to 
play the role of scientific curator presenting the products of AI in an acceptable way 
for the human brain, providing also a set of principles and rules such as: aesthetics, 
behavioural properties, boundaries and functions, adaptation and harmonization in 
customs. Additionally, BioArt should examine the developmental stages of human 
cognitive and determine ethical and adaptation rules for artificial intelligence’s prod-
ucts in human evolution. 

Appears however that this new Art, exists only in technologically advanced socie-
ties where science works as a tool, raising ethical questions about equality and acces-
sibility on super intelligence among people and nations. 

4 Conclusion 

For over 100 years, the scientific activity experiencing such growth, that seems to 
replace the entire culture. Initially this is an illusion caused by the speed of this devel-
opment and this qualification triumph that characterizes Science, gave the right to 
dominate the entire culture. Few researchers also, fearing the domination of society 
by the science, predict the destruction of culture [18]. 

Science, however changes the ‘DNA of our thinking’, expression, perception and 
our aesthetics. Additionally through Art’s manipulation, we can compete and imitate 
nature using AI applications, only if we manage to discover and model mechanisms 
and structural elements. 

According to Zarr and Catts [8] it is important to mention that BioArt is a pluralist 
practice with its artists occupying different ethical positions such as the creation of 
public acceptance for biotech developments or the generation of heated public debate 
about their uses.  

Therefore it is obviously that many ethical and legal challenges seek for answers 
concerning BioArt and hybrid art in general and their different approaches from art-
ists, art theorists, curators, ethicists and philosophers, scientists and engineers.  
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Abstract. Independent systems and robots can be of great help to achieve goals 
and obtain optimal solutions to problems caused by the quantity, variation and 
complexity of information. However, we always face ethical issues related to 
the design as well as to the running of such systems. There are many problems, 
theoretical and practical, in integrating ethical decision making to robots. It is 
impossible to design or run such systems independently of human wish or will. 
Even if we create totally independent decision making systems, we would not 
want to lose control. Can we create really independent ethical decision systems? 
Recent research showed that emotions are necessary in the process of decision 
making. It seems that it is necessary for an independent decision system to have 
“emotions.” In other words, a kind of ultimate purpose is needed that can lead 
the decision process. This could make a system really independent and by that 
ethical. 

Keywords: robots, systems, autonomous, independent, decision making, ethics, 
moral. 

1 Introduction 

The development of Information Technology, systems, robots, etc., that are capable of 
processing information and acting independently of their human operators, has been 
accelerated as well as the hopes, and the fears, of the impact of those artifacts on envi-
ronment, market, society, on human life generally. Many ethical issues are raised 
because of these systems being today, or in the future, capable of independent deci-
sion making and acting. Will these IT systems or robots decide and act in the right 
way or will they cause harm? 

In situations where humans have difficulties perceiving and processing informa-
tion, or making decisions and implementing actions, because of the quantity, variation 
and complexity of information, IT systems can be of great help to achieve goals and 
obtain optimal solutions to problems. One example of this is financial transactions 
where the speed and volume of information makes it impossible for human decision 
makers to take the right measures, for example in the case of a crisis. Another exam-
ple is dangerous and risky situations, like natural disasters or battles in war, where  
the use of drones and military robots may help to avoid soldier injuries and deaths.  
A third example comes from human social and emotional needs, for example in elder-
ly care where robots may play an important role providing necessary care as well as to 
be a companion to lonely elderly people. 
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It is clear that such IT systems have to make decisions and act to achieve the goals 
for which they had been built in the first place. Will they make the right decisions and 
act in a proper way? Can we guarantee this by designing them in a suitable way? But 
if it is possible, do we really want such machines given the fact that their main advan-
tage is their increasing independence and autonomy, and hence we do not want to 
constrain them too much? 

There are many questions around this, most of which converge on the issue of 
moral or ethical decision making. The definition of what we mean by ethical or moral 
decision making or ethical/moral agency is a very much significant precondition for 
the design of proper IT decision systems. Given that we have a clear definition we 
will be able to judge whether an IT system is, 1) capable of making ethical decisions, 
and 2) able to make these decisions independently and autonomously. 

2 Focus on the Process of Ethical Decision Making 

Ethics and morals have originally the same meaning in Greek and Latin. However, 
today, in philosophy as well as in psychology we usually give them different mean-
ings. “Ethics” is often used in connection to meta-philosophy or to psychological 
processes of ethical decision making, whereas the term “moral” is adopted when we 
talk about normative aspects or about the content of a decision.  The distinction be-
tween content and process is important in the effort to define ethical or moral decision 
making. 

In common sense, ethics and morals are dependent on the concrete decision or the 
action itself. Understanding a decision or an action being ethical/moral or unethi-
cal/immoral is based mainly on a judgment of its normative qualities. The focus on 
values and their normative aspects is the basis of the common sense definition of 
ethics. 

Despite its dominance, this way of thinking causes some difficulties. We may note 
that bad or good things follow not only from the decisions of people but also from 
natural phenomena. Usually sunny weather is considered a good thing, while rainy 
weather is not. Of course this is not perceived as something related to morality. But 
why not? What is the difference between humans and nature acting in certain ways? 
The answer is obvious: Option, choice. 

Although common sense does realize that, people’s attachment to the normative 
aspects is so strong that it is not possible for them to accept that ethics is an issue of 
choice and option. If there is no choice, or ability of making a choice, then there is  
no issue of ethics. However this does not solve our problem of the definition of  
Autonomous Ethical Agents, since IT systems are actually making choices. 

Now if ethics are connected to choice then the interesting aspect is how the choice 
is made, or not made; whether it is made in a bad or in a good way. The focus here is 
on how, not on what; on the process not on the content or the answer. Indeed, regard-
ing the effort to make the right decision, philosophy and psychology point to the  
significance of focusing on the process of ethical decision making rather on the  
normative content of the decision. 
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Starting from one of the most important contributions, the Socratic dialog, we see 
that aporia is the goal rather than the achievement of a solution to the problem inves-
tigated. Reaching a state of no knowledge, that is, throwing aside false ideas, opens 
up for the right solution. The issue here for the philosopher is not to provide a ready 
answer but to help the other person in the dialog to think in the right way [1, 2]. Abili-
ty to think in the right way is not easy and apparently has been supposed to be  
the privilege of the few able ones [3]. For that, certain skills are necessary, such as 
Aristoteles’s phronesis [4]. When humans are free from false illusions and have the 
necessary skills they can use the right method to find the right solution to their moral 
problems [5].  

3 Skills for Ethical Decision Making 

This philosophical position has been applied in psychological research on ethical 
decision making. Focusing on the process of ethical decision making psychological 
research has shown that people use different ways to handle moral problems. Accord-
ing to Piaget [6] and Kohlberg [7], when people are confronted with moral problems 
they think in a way which can be described as a position on the heteronomy-
autonomy dimension. Heteronomous thinking is automatic, purely emotional and 
uncontrolled thinking or simple reflexes that are fixed dogmatically on general moral 
principles. Thoughts and beliefs coming to mind are never doubted. There is no effort 
to create a holistic picture of all relevant and conflicting values in the moral problem 
they are confronted with. Awareness of own personal responsibility for the way one is 
thinking or for the consequences of the decision are missing. 

Autonomous thinking, on the other hand, focuses on the actual moral problem situ-
ation, and its main effort is to search for all relevant aspects of the problem. When 
one is thinking autonomously the focus is on the consideration and investigation of all 
stakeholders’ moral feelings, duties and interests, as well as all possible alternative 
ways of action. In that sense autonomy is a systematic, holistic and self-critical way 
of handling a moral problem. 

Handling moral problems autonomously means that a decision maker is uncon-
strained by fixations, authorities, uncontrolled or automatic thoughts and reactions. It is 
the ability to start the thought process of considering and analyzing critically and sys-
tematically all relevant values in a moral problem situation. This may sound trivial, 
since everybody would agree that it is exactly what one is expected to do in confront-
ing a moral problem. But it is not so easy to use the autonomous skill in real situations. 
Psychological research has shown that plenty of time and certain conditions are de-
manded before people can acquire and use the ethical ability of autonomy [8]. 

Nevertheless, there are people who have learnt to use autonomy more often, usual-
ly people at higher organizational levels or people with higher responsibility. Training 
and special tools do also support the acquisition of the skill of autonomy. Research 
has shown that it is possible to promote autonomy. It is possible through training to 
acquire and use the skill of ethical autonomy, longitudinally and in real life [9]. 
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4 Tools for Ethical Decision Making 

IT systems have many advantages that can be used to stimulate autonomy during a 
process of ethical decision making. For example EthXpert and ColLab [10, 11, 12] 
are intended to support the process of structuring and assembling information about 
situations with possible moral implications. Analogous with the deliberation of philo-
sophers throughout history as well as with the findings of psychological research  
on ethical decision making, we follow the hypothesis that moral problems are best 
understood through the identification of authentic interests, needs and values of the 
stakeholders in the situation at hand.  

Since the definition of what constitutes an ethical decision cannot be assumed to be 
at a fix point, we further conclude that this kind of system must be designed so that it 
does not make any assertions of the normative correctness in any decisions or state-
ments. Consequently, the system does not make decisions and its sole purpose is to 
support the decision maker (a person, a group or the whole organization) when ana-
lyzing, structuring and reviewing choice situations. 

In the system, interests of each imaginable stakeholder are identified in a systemat-
ic procedure over six steps. 1) Define stakeholders: The system’s focus on interests 
leads to an associative process of identifying related stakeholders. For each stake-
holder that is directly involved in the situation there may be third party stakeholders 
that could influence it. The simple question of who is affected by a specific interest of 
a stakeholder will help the user to become aware of these. In EthXpert and ColLab the 
addition of stakeholders is very straightforward and therefore does not provide any 
obstacle to widening the scope of the problem. 2) Define for each stakeholder its  
interests: The user determines a set of relevant interests, specifically for each stake-
holder. All interests that might relate and affect other stakeholders are important to 
consider and in the process of scrutinizing interests additional stakeholders will natu-
rally become involved in the analysis. 3) Define how interests relate to other stake-
holders: Determining how the interests and values of the stakeholders relate to other 
stakeholders draws a picture of the dynamics and dependencies in the situation. The 
considerations that are brought up when an interest is facing another stakeholder may 
therefore reveal important conflicts. Further, as described above, this approach may 
help to track down previously unidentified stakeholders, since the topics that are 
brought up in one relation are not necessarily unique to that and therefore will raise 
the inclusion of other stakeholders. 4) Define main options: The most apparent alter-
natives for handling the moral problem can be immediately stated. Usually main  
alternatives are to their character mutually excluding in some aspect, similar to ans-
wering a question with “Yes” or “No”. There is no obligation to apply such a polari-
zation, but to make full use of the later stage of formulating compromise options it 
can be useful to consider whether such patterns exist. 5) Translate considerations: For 
each optional strategy the user is urged to state how the interests of the stakeholders 
are affected by the option if that option would be the final decision. The considera-
tions from the interest-stakeholder matrix will not be automatically copied to the  
decision matrix. Instead the interest-stakeholder relationships will serve as back-
ground and incentive for considering how the different decision alternatives affect  
the stakeholders. 6) Define compromise options: To counter problems in the main 
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options, i.e. unacceptable negative effects, compromise solution candidates can be 
forked from main alternatives. A compromise option will inherit considerations from 
its parent, but the user should revise these and determine the difference in effect be-
tween them. The feature is useful for considering many options that only differ partly. 
The intention is to allow any user to easily get an overview of the strengths and 
weaknesses of similar alternatives. 

5 Non-independent Ethical Agents 

Ethical decision support programs, like EthXpert and ColLab, can be integrated into 
robots and other decision making systems to secure that decisions are made according 
to the basic theories of philosophy and to the findings of psychological research.  
This would be the ideal. But before we are there we can see that ethical decision mak-
ing support systems based on this approach can be used in two different ways. 

During the development of a non-independent decision making system, support 
tools can be used to identify the criteria for making decisions and for choosing a cer-
tain direction of action. This means that the support tool is used by the developers, 
they who make the real decisions, and who make them according to the previous 
named philosophical/psychological approach [13]. 

Another possibility is to integrate a support tool, like EthXpert and ColLab, into 
the non-independent decision system. Of course, designers can give to the system 
criteria and directions, but they can also add the support tool itself, to be used in the 
case of unanticipated future situations. The tool can then gather information, treat it, 
structure it and present it to the operators of the decision system in a way which fol-
lows the requirements of the above mentioned theories of autonomy. If it works like 
that, operators of non-independent systems make the real decisions and they are the 
users of the ethical support tool. 

A non-independent system that can make decisions and act in accordance to the 
hypothesis of ethical autonomy is a system which 1) has the criteria already pro-
grammed in it identified through an autonomous way in an earlier phase by the de-
signers, or 2) prepares the information of a problem situation according to the theory 
of ethical autonomy, presents it and stimulates the operators to make the decision in a 
way compatible with the theory of ethical autonomy. 

All this can work and it is possible technically. But how could we design and run a 
really independent ethical decision making system? However, before we can specu-
late on that it is important to address some issues shortly, regarding the criteria for 
independence. 

6 Independent Ethical Agents 

One is the issue of normative quality of the decisions made. Can we use this criterion 
for the definition of an independent ethical decision system? As we have already  
discussed this is not possible although it is inherently and strongly connected to com-
mon sense, and sometimes into research [14]. Normative aspects can be found in the 
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consequences of obviously non-independent natural phenomena. Besides, there are 
always good arguments supporting opposite normative positions. So this cannot be a 
working criterion [15]. 

The alternative would be the capability of choice. Connected to this is the issue of 
free will. We could say that really independent systems are those that are free to de-
cide whatever they want. However, this has many difficulties. There is theoretical 
obscurity around the definition of free will as well as practical problems concerning 
its description in real life situations. Furthermore, it is obvious that many systems can 
make “choices.” Everything from simple relays to complex IT systems is able to 
choose among different alternatives, often in arcane and obscure ways, reminiscent of 
the way humans make choices. Then the problem would be where to put the threshold 
for real choice making. 

If the ability to make choices cannot be the criterion to determine the independence 
of a decision system, then the possibility to control the system by an operator be-
comes interesting. Wish or effort to control, external to the system, may be something 
that has to be involved and considered. The reason of the creation of IT systems is the 
designers’ and the operators’ wish to give them a role to play. These systems come to 
existence and are run as an act of will to control things, to satisfy needs. It is an ex-
ecution of power by the designers and the operators.  We can imagine a decision 
system as totally independent, but even this cannot be thought without a human wish 
or will behind it. It is always a will for some purpose. It can be a simple purpose, for 
example to rescue trapped people in collapsed buildings, or an extremely complex 
purpose, like to create systems able of making independent decisions! In any case the 
human designer or operator wants to secure the fulfillment of the main purpose and 
does not want to lose control. 

So the issue could be about possession of an original purpose, a basic feeling, an 
emotion. Indeed recent research in neurobiology and neuropsychology shows that 
emotions are necessary in the decision making process [16]. It seems that a rational 
decision process requires uninterrupted connection to emotions. Without this bond the 
decision process becomes meaningless. Another effect of the “primacy” of emotions 
and purposes is that very often heteronomous or non-rational ways to make ethical 
decisions are adopted, despite the human decision maker being able to think autono-
mously and rationally. 

Thus the criterion for a really independent decision system could be the existence 
of an emotional base that guides the decision process. Human emotions and goals 
have been evolved by nature seemingly without any purpose. That may happen in 
decision systems and robots if they are left alone, but designers, operators, and hu-
mans would probably not want to lose control. So what is left? Can we create really 
independent ethical decision systems? 

7 Non-independent Ethical Agents 

The criterion of such a system cannot be based on normative aspects, or on the ability 
to make choices, or on having own control, or on ability of rational processing. It 
seems that it is necessary for an independent decision system to have “emotions” too. 
That is, a kind of ultimate purposes that can lead the decision process, and depending 
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on the circumstances, even make the system react automatically, or alternatively, in a 
rational way. 

Well, this is not easy to achieve. It may be impossible. However, if we accept this 
way of thinking we may be able to recognize a really independent or autonomous 
ethical agent, if we see one, although we may be not able to create one. This could 
work like a Turing test for robot ethics because we would know what to look for: A 
decision system capable of autonomous ethical thinking but leaning most of the time 
toward more or less heteronomous ways of thinking; like humans who have emotions 
leading them to make decisions in that way. 
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Abstract. Scientific progress in Artificial Intelligence contributed to generate 
concepts of information processing and representation that provide a general 
sense of a unified theory of how the brain works. Comprehending the neurobio-
logical basis of consciousness and memory mechanisms in the brain using  
information technology techniques involves mainly brain data analysis. Nowa-
days, there is an increasingly progress in the wide area of information technol-
ogy applications to our understanding of neurological and psychological  
disorders. Neuroinformatics can enhance the development of systems that 
mimic brain storage and retrieval of information. In this paper we take into  
consideration the ethical implications that arise in the application of informa-
tion-based methods in neuroscience research processes. 

Keywords: Neuroinformatics, Artificial Intelligence, Bioethics. 

1 Introduction 

The exploration of brain functions from a variety of fields has led to scientific devel-
opments in Artificial Intelligence (AI), like computational methods and systems  
for learning and knowledge discovery. Neuroinformatics is a research field concerned 
with the study of neuroscience with the use of information technology. Neuroinfor-
matics organizes and integrates neuroscience data and applies computational tools  
and mathematical models in order to understand human brain physiology and functio-
nality (Fig 1). According to the International Neuroinformatics Coordinating Facility 
(INCF) there are three main fields where Neuroinformatics have been applied [1]:  

• Development of tools and databases for management and sharing of neuroscience 
data at all levels of analysis 

• Development of tools for analyzing and modelling neuroscience data 
• Development of computational models of the nervous system and neural processes. 

These areas of research are important for the integration and analysis of increasing-
ly large-volume, high-dimensional, and fine-grain experimental data. Neuroinformati-
cians provide and create interoperable databases for clinical and research scientists. 
Therefore, it is necessary to be able to share data and findings. The field of Neuroin-
formatics came into existence when the Human Brain Project began in the early 
1990’s. The primary goal of the Human Brain Project and Neuroinformatics is the 



 Ethical Issues in Neuroinformatics 701 

development of new technologies for creating databases and database search tools, for 
information exchange of neuroscience data, in order scientists and researchers to build 
data models of the brain and also create simulations of brain functions [2].  

 

Fig. 1. Neuroinformatics Research Fields 

Neuroinformatics has a variety of applications and uses in both the field of neuros-
cience and also information technology.  Like other new technologies, there are legal 
and ethical issues that need to be accounted for in order to perform Neuroinformatics’ 
research. There are several opinions on data sharing, and there are legal and ethical 
issues that need to be accounted for regarding four major key issues: 

• Gathering data in order to create Neuroscience Databases  
• Data sharing used in developing tools for analyses, simulation and modelling  

neuronal functions 
• Data access in order to protect the subjects included in the data 
• Legal and ethical issues that need to be accounted for performing research and 

clinical trials on patients. 

Obviously, we have to distinguish the ethics of the productive technologies as a 
human’s risk, from the ethics concerning the scientific and the AI’s progress. The use 
of AI techniques in Neuroinformatics is totally separated from religious sentiments, 
human dignity or essential emotional states [3]. In this article we outline future direc-
tions for research regarding ethic challenges in the above mentioned issues. 

2 Legal and Ethical Issues in Neuroinformatics  

Data sharing projects include databases designed to archive data sets (e.g. neuroimag-
ing results), and tools for neuroscience data. One major effort supporting integrative 
neuroscience research is the Neuroscience Information Framework (NIF). Few impor-
tant aspects to the legal issues associated with Neuroinformatics regarding data and 
tool sharing are: protection for the creator of the data or tool, protection for the user 
and protection for the subjects included in the data [4].  
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Considering the availability and accessibility of data, it is very important for re-
searchers and users to protect themselves and give credits to the appropriate research-
ers or institutions responsible for the research. But is this enough in order to achieve 
balance between the objective of scientific progress and the usage from sensitive 
groups of population? In which way will it become beneficial for all humans and 
more feasible to merge the increasing cost of new methods in health diagnosis and 
treatment, with the accessible and high quality medical care [5]? 

It is also important for users to know the source of the information in order to be 
amenable to validation. In the past years there has been introduced national and inter-
national data-privacy regulations and Neuroinformatics researchers follow the copy-
right and intellectual property rights established by the Ethical Review Boards across 
the world [4]. While there are regulations and principles formulated with biomedical 
and social-behavioural research in mind, there are diverse opinions expressed by in-
vestigators about the fit between the national regulations and data sharing like: Should 
public money be spent on Open Access Projects, or how to share legally massive 
amounts of data? 

In some cases further consideration is required; therefore several factors should be 
considered amongst others: 

• proprietary information that must be protected 
• legal and institutional requirements or regulations that need to be established 
• collection of data, analysis of data, integration of the results into a conceptual 

model  
• actual modelling of the experimental result, and development of a scientific  

manuscript 

The above mentioned concepts should be considered in creating principles ade-
quate for enabling collaborative and integrative information sharing in the field of 
neuroscience studies. The legal issues regarding sharing data have led to more strict 
and precise rules in order to ensure human subject anonymity and avoid inappropriate 
use of information. On the other hand international collaborations generated new 
concerns regarding fulfilment of International Ethical Review Boards requirements. 

It is necessary that these cooperative efforts are carried out with similar and clearly 
defined fields, terminology description of data, models, experimental procedures etc., 
as well as developing appropriate common guidelines regarding legal issues of shar-
ing and analyzing neuroscience data. Furthermore, credits should be appropriately 
addressed for both data owner, as well as data user. Some of the challenges regard 
also issues like the rights of each researcher the purpose of the data sharing, access to 
data, allocation of rights/ownership etc. Policy makers and developers should con-
sider ethics and policy challenges regarding the following: 

• Regulating the content of databases 
• Access to databases 
• Use of databases 

The researchers should aim to ensure that data remains confidential and simultane-
ously develop models that fulfil their technical requirements in order to satisfy their 
expectations. 
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3 Regulating the Content of Databases 

Image-based data are primary drivers for Neuroinformatics efforts [6]. For example 
the functional Magnetic Resonance Imaging Data Center (fMRIDC) was established 
with the objective of creating a mechanism by which members of the Neuroscientific 
community might easily share functional neuroimaging data. Additionally, the Journal 
of Cognitive Neuroscience between 2000 and 2006 required that all authors who pub-
lished in the journal submit their supplementary data to the fMRIDC [7]. Authors 
whose papers are based on results from datasets obtained from the Data Center are 
expected to provide descriptive meta-information for data use, credit original study 
authors and acknowledge the fMRIDC and accession number of the data set [8]. 

It is obvious that researchers using data from digital databases may encounter the 
risk of discovering violation of the providers’ privacy, or disclosure of sensitive in-
formation. Since Neuroinformatics worldwide repositories will be populated by data, 
standardization of protocols for managing incidental findings, and limitation to the 
risk of intrinsic and consequential harm of donor are necessary. Ethical principles 
should enhance regulations for protecting human research participants, so as data 
sharing will always be safe and efficient.  

Another issue that should be considered in neuroimaging sharing is the quality con-
trol of brain imaging data. Appropriate cautions should be applied in the use of these 
data, when predicting for example, diseases of the CNS. Concerns about the use of 
functional Magnetic Resonance Imaging (fMRI) scans of adolescents to predict later 
onset psychiatric disorders are referred in [9] regarding the reliability of neuroimaging 
due to the complexity and plasticity of the brain.  

It is obvious that the hybrid ethical codes concern early diagnosis of CNS diseases 
differ from Neuroinformatics to traditional medicine approach due to the influence of 
other ethical frameworks and perspectives on their basic research and development. 
For some, this information could be helpful, empowering or enlightening and may 
enhance human health. For others, it is likely that such information could result in 
fear, anxiety and other mental health issues [3]. 

4 Access and Use of Databases 

Artificial Intelligence research is undergoing a revolution in the area of understanding 
the mechanisms underlying intelligent behavior. Internet-accessibility of databases 
has enabled the usage of data from providers, patients, and research participants eve-
rywhere. Research studies involve a degree of trust between subjects and researchers, 
the former giving their consent and the latter protecting their privacy [10]. Different 
countries have various regulations and procedures regarding ethical issues of human 
data sharing: 

• The federal human subject protection law in the United States mandates that all 
identifying information be removed from data prior to submission for sharing [11].  

• Additionally, Institutional Review Boards (IRB) are administrative bodies in the 
U.S., established to protect the rights and welfare of human research subjects and 
are designated to review clinical investigations regulated by U.S. Food and Drug 
Administration (FDA).  
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A major continuing goal of these boards is to ensure that national guidelines for 
protection of privacy and informed consent are best applied in the development of 
neuroscience data repositories. However, technical issues might arise, like the case 
where researchers wish to share retrospective data and process the way to obtain a 
new written informed consent. For example, the steering committee of the 1000 Func-
tional Connectomes Project (FCP), a data sharing initiative project, realizing the ne-
cessity for privacy, agreed to a full anonymization of all datasets in accordance with 
the U.S. Health Insurance Portability and Accountability Act (HIPAA) [12]. 

Another aspect that raises further ethical issues is commercialization of databases. 
What details are necessary to share in data exchange and scientific results? The chal-
lenge is how to prevent exploitation of vulnerable populations, and avoid conflicts of 
interest. Data storing and data sharing can be both a challenge and a desire in for 
scientific researchers. The research of hybrid ethics in Neuroinformatics tools has to 
examine the malpractices during the past years in order to explore efficient and effec-
tive ways to accomplish data organization with ethical use of data. There is a world-
wide debate about principles and regulations for the scientific processes. Guidance is 
needed to protect against discriminatory practices in case of commercialization of 
data sharing, as well as for issues regarding ownership and intellectual property of 
results and follow on innovation. A ‘clear’ definition on using and sharing data and 
meta-data seems to be necessary. 

5 Conclusion 

The next generation of neuroscientists contributes to a worldwide research network of 
excellence sharing data, tools, and information. Success on data sharing depends on 
the participation of the different types of neuroscience researchers. There should be 
considered a more critical thinking on searching for neuroscience relevant resources, 
including the ethical aspect. There is a major challenge in developing large-scale in-
ternational collaborations and there is significant effort in developing integrated mod-
els of neuroscience processes. The more informed our brains are by science at all 
levels of analysis, the better will be our brains theoretical evolution [12]. Neuroinfor-
matics can play a pivotal role in human brain research leading to innovations in neu-
roscience, informatics and treatment of brain disorders. Guidance to investigators, 
IRB representatives, public health officials and others regarding bioethics are key 
issues in neuroscience data sharing. 
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