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IFIP - The International Federation for Information Processing

IFIP was founded in 1960 under the auspices of UNESCO, following the First
World Computer Congress held in Paris the previous year. An umbrella organi-
zation for societies working in information processing, IFIP’s aim is two-fold:
to support information processing within its member countries and to encourage
technology transfer to developing nations. As its mission statement clearly states,

IFIP’s mission is to be the leading, truly international, apolitical
organization which encourages and assists in the development, ex-
ploitation and application of information technology for the benefit
of all people.

IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It
operates through a number of technical committees, which organize events and
publications. IFIP’s events range from an international congress to local seminars,
but the most important are:

e The IFIP World Computer Congress, held every second year;
e Open conferences;
e Working conferences.

The flagship event is the IFIP World Computer Congress, at which both invited
and contributed papers are presented. Contributed papers are rigorously refereed
and the rejection rate is high.

As with the Congress, participation in the open conferences is open to all and
papers may be invited or submitted. Again, submitted papers are stringently ref-
ereed.

The working conferences are structured differently. They are usually run by a
working group and attendance is small and by invitation only. Their purpose is
to create an atmosphere conducive to innovation and development. Refereeing is
also rigorous and papers are subjected to extensive group discussion.

Publications arising from IFIP events vary. The papers presented at the IFIP
World Computer Congress and at open conferences are published as conference
proceedings, while the results of the working conferences are often published as
collections of selected and edited papers.

Any national society whose primary activity is about information processing may
apply to become a full member of IFIP, although full membership is restricted to
one society per country. Full members are entitled to vote at the annual General
Assembly, National societies preferring a less committed involvement may apply
for associate or corresponding membership. Associate members enjoy the same
benefits as full members, but without voting rights. Corresponding members are
not represented in IFIP bodies. Affiliated membership is open to non-national
societies, and individual and honorary membership schemes are also offered.
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Preface

This volume contains the papers accepted for presentation at the 9th IFIP
International Conference on Artificial Intelligence Applications and Innovations
(ATAT 2013), which was held in Paphos, Cyprus, during September 30 to October
2, 2013. ATAI is the official conference of the IFIP Working Group 12.5 “Arti-
ficial Intelligence Applications” of the IFIP Technical Committee on Artificial
Intelligence (TC12). IFIP was founded in 1960 under the auspices of UNESCO,
following the first World Computer Congress, held in Paris the previous year.
The first ATAI conference was held in Toulouse, France in 2004 and since then
it has been held annually, offering scientists the chance to present different per-
spectives on how artificial intelligence (AI) may be applied and offer solutions
to real-world problems.

The importance of artificial intelligence is underlined by the fact that it is
nowadays being embraced by a vast majority of research fields across different
disciplines, from engineering sciences to economics and medicine, as a means
to tackle highly complicated and challenging computational as well as cognitive
problems. Being one of the main streams of information processing, artificial
intelligence may now offer solutions to such problems using advances and inno-
vations from a wide range of sub-areas that induce thinking and reasoning in
models and systems.

ATAT is a conference that grows in significance every year attracting re-
searchers from different countries around the globe. It maintains high quality
standards and welcomes research papers describing technical advances and engi-
neering and industrial applications of artificial intelligence. AIAI is not confined
to introducing how Al may be applied in real-world situations, but also includes
innovative methods, techniques, tools and ideas of Al expressed at the algorith-
mic or systemic level.

In 2013 the ATAT conference was organized and sponsored by IFIP, the Cyprus
University of Technology and Frederick University, Cyprus. Additional sponsor-
ship was also provided by Royal Holloway, University of London, UK and by
the Cyprus Tourism Organization. The conference was held in the seaside city
of Paphos, Cyprus, a city rich in history and culture.

This volume contains a total of 70 papers that were accepted for presen-
tation at the main event (26 papers) and the 8 workshops of the conference
after being reviewed by at least two independent academic referees. The au-
thors of these papers come from 24 different countries, namely: Belgium, Brazil,
Canada, China, Cyprus, Egypt, France, Greece, Italy, Japan, Luxembourg, Mo-
rocco, The Netherlands, Nigeria, Norway, Poland, Portugal, Slovakia, Spain,
Sweden, Switzerland, Turkey, The United Kingdom, and The United States.

In addition to the accepted papers, the technical program of the conference
featured a symposium titled “Measures of Complexity”, which was organized
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to celebrate the 75th birthday of Professor Alexey Chervonenkis, one of the
most important scholars in the field of pattern recognition and computational
learning. The symposium included talks by

Alexey Chervonenkis (Russian Academy of Sciences, Yandex, Russia, and
Royal Holloway, University of London, UK)

Vladimir Vapnik (NEC, USA and Royal Holloway, University of London,
UK)

Richard Dudley (MIT, USA)

Bernhard Scholkopf (Max Planck Institute for Intelligent Systems, Germany)
Leon Bottou (Microsoft Research, USA)

Konstantin Vorontsov (Russian Academy of Sciences)

Alex Gammerman (Royal Holloway, University of London, UK)

Vladimir Vovk (Royal Holloway, University of London, UK)

Furthermore, a keynote lecture was given by Tharam Dillon (La Trobe Univer-
sity, Australia) and Elizabeth Chang (Curtin University, Australia) on “Trust,
Reputation, and Risk in Cyber Physical Systems”.

A total of 8 workshops were included in the technical program of the confer-

ence, each related to a specific topic of interest within AI. These were:

The 3rd Workshop on Artificial Intelligence Applications in Biomedicine
(ATAB 2013) organized by Harris Papadopoulos (Frederick University,
Cyprus), Efthyvoulos Kyriacou (Frederick University, Cyprus), Ilias Maglo-
giannis (University of Piraeus, Greece) and George Anastassopoulos (Dem-
ocritus University of Thrace, Greece).

The 2nd Workshop on Conformal Prediction and its Applications (CoPA
2013) organized by Harris Papadopoulos (Frederick University, Cyprus),
Alex Gammerman (Royal Holloway, University of London, UK) and Vladimir
Vovk (Royal Holloway, University of London, UK).

The 2nd Workshop on Intelligent Video-to-video Communications in Modern
Smart Cities (IVC 2013) organized by loannis P. Chochliouros (Hellenic
Telecommunications Organization — OTE, Greece), Latif Ladid (University
of Luxemburg, Luxemburg), Vishanth Weerakkody (Brunel University, UK)
and Joannis M. Stephanakis (Hellenic Telecommunications Organization —
OTE, Greece).

The 2nd Workshop on Applying Computational Intelligence Techniques in
Financial Time Series Forecasting and Trading (ACIFF 2013) organized
by Spiridon D. Likothanassis (University of Patras, Greece), Efstratios F.
Georgopoulos (Technological Educational Institute of Kalamata, Greece),
Georgios Sermpinis (University of Glasgow, Scotland), Andreas S.
Karathanasopoulos (London Metropolitan University, UK) and Konstanti-
nos Theofilatos (University of Patras, Greece).

The 1st Workshop on Fuzzy Cognitive Maps Theory and Applications
(FCMTA 2013) organized by Elpiniki Papageorgiou (Technological Educa-
tional Institute of Lamia, Greece), Petros Groumpos (University of Patras,
Greece), Nicos Mateou (Ministry of Defense, Cyprus) and Andreas S. An-
dreou (Cyprus University of Technology, Cyprus)



Preface VII

e The 1st Workshop on Learning Strategies and Data Processing in Non-
stationary Environments (LEAPS 2013) organized by Giacomo Boracchi
(Politecnico di Milano, Italy) and Manuel Roveri (Politecnico di Milano,
Italy).

e The 1st Workshop on Computational Intelligence for Critical Infrastructure
Systems (CICIS 2013) organized by Christos Panayiotou (KIOS/University
of Cyprus, Cyprus), Antonis Hadjiantonis (KIOS/University of Cyprus,
Cyprus), Demetrios Eliades (KIOS/University of Cyprus, Cyprus) and An-
dreas Constantinides (University of Cyprus and Frederick University, Cyprus).

e The 1st Workshop on Ethics and Philosophy in Artificial Intelligence (EPAI
2013) organized by Panayiotis Vlamos (Ionian University, Greece) and
Athanasios Alexiou (Ionian University, Greece).

We would like to express our gratitude to everyone who has contributed to the
success of the ATAT 2013 conference. In particular, we are grateful to Professors
Alex Gammerman and Vladimir Vovk for the organization of the “Measures of
Complexity” symposium. Special thanks to the symposium and keynote speakers
for their inspiring talks. We would like to express our sincere gratitude to the
organizers of the eight workshops for enriching this event with their interesting
topics. We would also like to thank the members of the Organizing Committee
for their great effort in the organization of the conference and the members of
the Program Committee who did an excellent job in a timely manner during the
review process. Special thanks are also due to Pantelis Yiasemis and Antonis
Lambrou for helping us with the formatting of the final proceedings. We are
grateful to the Cyprus University of Technology, Frederick University, Royal
Holloway, University of London (Computer Science Department) and the Cyprus
Tourism Organization for their financial support. We also thank the conference
secretariat, Tamasos Tours, for its important support in the organization of the
conference. Finally, we would like to thank all authors for trusting our conference
and contributing their work to this volume.

August 2013 Harris Papadopoulos
Andreas S. Andreou

Lazaros Iliadis

Ilias Maglogiannis
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Measures of Complexity

Symposium in Honor of Professor Alexey Chervonenkis
on the Occasion of His 75th Birthday

(Abstracts of Invited Talks)



Professor Alexey Chervonenkis
A Brief Biography

Professor Alexey Chervonenkis has made a long and outstanding contribution
to the area of pattern recognition and computational learning. His first book on
Pattern Recognition was published in 1974 with Professor Vladimir Vapnik and
he has become an established authority in the field. His most important contri-
butions include: The derivation of the necessary and sufficient conditions for the
uniform convergence of the frequency of an event to its probability over a class
of events. A result that was later developed to the necessary and sufficient condi-
tions for the uniform convergence of means to expectations. The introduction of
a new characteristic of a class of sets, later called the VC-dimension. The devel-
opment of a pattern recognition algorithm called “generalized portrait”, which
was later further developed to the well-known Support Vector Machine. The
development of principles and algorithms for choosing the optimal parameters
depending on the available amount of empirical data and the complexity of the
decision rule class for the problems of pattern recognition, ridge regression, ker-
nel ridge regression and kriging. Some of these results served as the foundation
for many machine learning algorithms.

Professor Chervonenkis obtained his Masters degree in Physics from the
Moscow Physical and Technical Institute, Moscow, USSR in 1961 and his PhD in
Physical and Mathematical Science from the Computer Centre of the Academy
of Sciences of the USSR, Moscow, USSR in 1971. He is currently Head of the
Applied Statistical Research Department at the Institute of Control Science,
Russian Academy of Sciences. He is also Emeritus Professor at the Computer
Learning Research Centre of Royal Holloway, University of London, UK where
he has been working as a part-time professor since 2000. Additionally he is a part
time Professor at the School of Data Analysis, Moscow, Russia since 2007 and a
Scientific Consultant at Yandex, Russia since 2009. Between 1987 and 2005 he
served as a Scientific Consultant at the Information Technologies in Geology and
Mining (INTEGRA) company (Moscow, Russia). His research interests include
the investigation of the properties of set classes and the application of machine
learning algorithms to various problems. He has published three monographs
and numerous manuscripts in journals and conferences.



Measures of Complexity

Alexey Chervonenkis

Russian Academy of Sciences
chervnks@ipu.ru

Abstract. Even long ago it was understood that the more is the com-
plexity of a model, the larger should be the size of the learning set.
It refers to the problem of function reconstruction based on empirical
data, learning to pattern recognition or, in general, model construction
using experimental measurements. Probably the first theoretical result
here was Nikewest criterion (in Russia Kotelnikov theorem). It stated
that, if one wants to reconstruct a continuous function on the basis of
a set of measurements at discrete points, then the number of measure-
ments should be proportional to the width of the function spectrum. It
means that the spectrum width can serve as one of possible metrics of
complexity.

In general, for the given amount of learning data one has to limit
himself on a certain level of the model complexity depending on the
data volume. But for practical implementation of this idea it is neces-
sary to define general notion of complexity and the way to measure it
numerically.

In my works with V. Vapnik we reduced the problem of a learning
system ability to generalize data to the problem of the uniform conver-
gence of frequencies to probabilities over a class of events (or means to
expectations over a class of functions). If such convergence holds, then
the system is able to be learned. But not on the contrary. It is possible
that uniform convergence does not hold, but the system still has ability
to learn.

Conditions of the uniform convergence are formulated in terms of in-
dex of evens class over a given sample, growth function and the so called
VC-dimension or entropy. VC-dimension allows get estimates of uniform
closeness of frequencies to probabilities, which does not depend on prob-
ability distribution over input space. Asymptotic entropy per symbol
gives necessary and sufficient conditions of the uniform convergence, but
they do depend on the probability distribution. In most important cases
VC-dimension is equal or close to the number of unknown model param-
eters. Very important results in this field were gained by M. Talagran,
Rademacher and others.

And still there are cases when a decision rule with large number of
parameters is searched, but only a few number of examples is sufficient
to find. Let us consider an example of two classes in n-dimensional Eu-
clidean space. Each of the classes is formed by a ball having diameter
D, and the distance between the centers of the balls is equal to R. If
the ratio between the distance R and the diameter D is large enough
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then it is sufficient to show only two examples to reach 100% of correct
answers. And it does not depend on the dimension of the space. A simi-
lar situation appears for recognition of two classes under supposition of
feature independence (and some other conditions). Boosting algorithms
construct very large formulas, and in spite of it they reach good results
even for limited amount of learning data. All these facts force us to search
new measures of complexity, which are not directly connected to the no-
tion of uniform convergence. It seems that they should depend on the
probability distribution. But that is the nature of things.



From Classes of Sets to Classes
of Functions

Richard M. Dudley

MIT, USA
rmd@math.mit.edu

Abstract. After some 19th century precursors, the 1968 announcement
by A. Chervonenkis and V. N. Vapnik, on a kind of complexity of a class
of sets, dramatically expanded the scope of laws of large numbers in
probability theory. As they recognized, there were extensions to families
of functions. It turned out to be possible to extend also the central limit
theorem.

There have been numerous applications to statistics, not only to the
original goal of learning theory. Some families of bounded rational func-
tions of bounded degree can be used to give location vector and scatter
matrices for observations from general distributions in Euclidean space
which may not have finite means or variances.

Causal Inference and Statistical Learning

Bernhard Scholkopf

Max Planck Institute for Intelligent Systems, Germany
bs@tuebingen.mpg.de

Abstract. Causal inference is an intriguing field examining causal struc-
tures by testing their statistical footprints. The talk introduces the main
ideas of causal inference from the point of view of machine learning,
and discusses implications of underlying causal structures for popular
machine learning scenarios such as covariate shift and semi-supervised
learning. It argues that causal knowledge may facilitate some approaches
for a given problem, and rule out others.



Combinatorial Theory of Overfitting:
How Connectivity and Splitting Reduces
the Local Complexity

Konstantin Vorontsov

Computer Centre, RAN
k.v.vorontsov@gmail.com

Abstract. Overfitting is one of the most challenging problems in Statis-
tical Learning Theory. Classical approaches recommend to restrict com-
plexity of the search space of classifiers. Recent approaches benefit from
more refined analysis of a localized part of the search space. Combina-
torial theory of overfitting is a new developing approach that gives tight
data dependent bounds on the probability of overfitting. It requires de-
tailed representation of the search space in a form of a directed acyclic
graph. The size of the graph is usually enormous, however the bound
can be effectively estimated by walking through its small localized part
that contains best classifiers. We use such estimate as a features selec-
tion criterion to learn base classifiers in simple voting ensemble. Unlike
boosting, bagging, random forests etc. which learn big ensembles of weak
classifiers we learn small ensembles of strong classifiers. Particularly we
use two types of base classifiers: low dimensional linear classifiers and
conjunction rules. Some experimental results on UCI data sets are also
reported.

About the Origins of the Vapnik
Chervonenkis Lemma

Leon Bottou

Microsoft, USA
leon@bottou.org

Abstract. Whereas the law of large numbers tells how to estimate the
probability of a single event, the uniform law of large numbers explains
how to simultaneously estimate the probabilities of an infinite family of
events. The passage from the simple law to the uniform law relies on a
remarkable combinatorial lemma that seems to have appeared quasi si-
multaneously in several countries. This short talk presents some material
I have collected about the history of this earth shattering result.
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Abstract. Cyber Physical Systems (CPS) involve the connections of real world
objects into networked information systems including the web. It utilises the
framework and architecture for such CPS systems based on the Web of Things
previously developed by the authors. This paper discusses the provision of
Trust, Reputation and determination of Risk for such CPS systems.

Keywords: Cyber Physical Systems, Trust, Risk, Web of Things, Architecture.

1 Introduction

The National Science Foundation (NSF) CPS Summit held in April 2008 [4] defines
CPS as "physical and engineered systems whose operations are monitored, coordi-
nated, controlled and integrated by a computing and communication core". Research-
ers from multiple disciplines such as embedded systems and sensor networks have
been actively involved in this emerging area.

Our vision of CPS is as follows: networked information systems that are tightly
coupled with the physical process and environment through a massive number of
geographically distributed devices [1]. As networked information systems, CPS in-
volves computation, human activities, and automated decision making enabled by
information and communication technology. More importantly, these computation,
human activities and intelligent decisions are aimed at monitoring, controlling and
integrating physical processes and environment to support operations and manage-
ment in the physical world. The scale of such information systems range from micro-
level, embedded systems to ultra-large systems of systems. Devices provide the basic
interface between the cyber world and the physical one.

The discussions in the NSF Summit [4] can be summarized into eleven scientific
and technological challenges for CPS solutions. These challenges constitute the top
requirements for building cyber-physical systems and are listed below.

Compositionality

Distributed Sensing, Computation and Control
Physical Interfaces and Integration

Human Interfaces and Integration
Information: From Data to Knowledge

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 1-B] 2013.
© IFIP International Federation for Information Processing 2013
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Modeling and Analysis: Heterogeneity, Scales, Views
Privacy, Trust, Security

Robustness, Adaptation, Reconfiguration

Software

Verification, Testing and Certification

Societal Impact

Based on the challenges listed above, a new unified cyber-physical systems foun-
dation that goes beyond current computer mediated systems needs to be developed.
We explain how this can be achieved, in-line with the challenges to CPS identified by
the NSF summit report.

CPS need to stay in constant touch with physical objects. This requires: (1) models
that abstract physical objects with varying levels of resolutions, dimensions, and
measurement scales, (2) mathematical representation of these models and understand-
ing of algorithmic, asymptotic behavior of these mathematical models, and (3)
abstractions that captures the relationships between physical objects and CPS.

Humans have to play an essential role (e.g. influence, perception, monitoring, etc.)
in CPS. This requires: (1) seamless integration and adaptation between human scales
and physical system scales. (2) support for local contextual actions pertinent to specif-
ic users, who are part of the system rather than just being the "users" of the system,
(3) new theories on the boundary (e.g. hand-over or switch) between human control
and (semi-) automatic control.

Many CPS are aimed at developing useful knowledge from raw data[21]. This re-
quires (1) algorithms for sensor data fusion that also deal with data cleansing, filter-
ing, validation, etc. (2) data stream mining in real-time (3) storage and maintenance of
different representations of the same data for efficient and effective (e.g. visualiza-
tion) information retrieval and knowledge extraction.

CPS needs to deal with massive heterogeneity when integrating components of
different natures from different sources. This requires (1) integration of temporal,
eventual, and spatial data defined in significantly different models (asynchronous vs.
synchronous) and scales (e.g. discrete vs. continuous), (2) new computation models
that characterize dimensions of physical objects such as time (e.g. to meet real-time
deadline), location, energy, memory footprint, cost, uncertainty from sensor data, etc.,
(3) new abstractions and models for cyber-physical control that can deal with -
through compensation, feedback processing, verification, etc. - uncertainty that is
explicitly represented in the model as a "first-class citizen" in CPS, (4) new theories
on "design for imperfection" exhibited by both physical and cyber objects in order to
ensure stability, reliability, and predictability of CPS, (5) system evolution in which
requirements and constraints are constantly changing and need to be integrated into
different views of CPS, and (6) new models for dealing with issues in large-scaled
systems such as efficiency trade-offs between local and global, emergent behavior of
complex systems, etc.

CPS in general reveal a lot of physical information, create a lot of data concerning
security (e.g. new types of attacks), privacy (e.g. location), and trust (e.g. heterogene-
ous resources). This requires: (1) new theories and methods on design principles
for resilient CPS, threat/hazard analysis, cyber-physical inter-dependence anatomy,
investigation/prediction of gaming plots at different layers of CPS, (2) formal models
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for privacy specification that allow reasoning about and proof of privacy properties,
(3) new mathematical theories on information hiding for real-time streams, (4) light-
weight security solutions that work well under extremely limited computational
resources (e.g. devices), (5) new theories on confidence and trust maps, context-
dependent trust models, and truth/falseness detection capabilities.

Due to the unpredictability in the physical world, CPS will not be operating in a
controlled environment, and must be robust to unexpected conditions and adaptable to
subsystem failures. This requires: (1) new concepts of robust system design that deals
with and lives on unexpected uncertainties (of network topology, data, system, etc.)
occurring in both cyber and physical worlds, (2) the ability to adapt to faults through
(self-) reconfiguration at both physical and cyber levels, (3) fault recovery techniques
using the most appropriate strategies that have been identified, categorized, and se-
lected, (4) system evolvement through learning faults and dealing with uncertainties
in the past scenarios, (5) system evolvement through run-time reconfiguration and hot
deployment.

One important omission from the above requirements is the need for semantics. In
particular semantics that are capable of bridging the real physical world and the vir-
tual world. This is addressed in our earlier paper [ IIS Keynote Ref Here].

CPS has recently been listed as the No.1 research priority by the U.S. President’s
Council of Advisors on Science and Technology [2]. This led the US National
Science Foundation to organize a series of workshops on CPS [3]. The CPS frame-
work has the capability to tackle numerous scientific, social and economic issues. The
three applications for CPS are in future distributed energy systems, future transporta-
tion systems and future health care systems [1,4,14]. We have also investigated their
use in collecting information and the control of an offshore oil platform. These appli-
cations will require seamless and synergetic integration between sensing, computa-
tion, communication and control with physical devices and processes.

In each of the above application areas Trust, Reputation, Security, Privacy and
Risk Play a crucial role as they each involve the transfer and utilization of highly
sensitive data. This provides the motivation for this paper.

2 Brief Overview of Architectural Framework for CPS Systems

We have previously proposed a Web-of-Things (WoT) framework for CPS systems
[1, 20] that augments the Internet-of-Things in order to deal with issues such as in-
formation-centric protocol, deterministic QoS, context-awareness, etc. We argue that
substantial extra work such as our proposed WoT framework is required before IoT
can be utilized to address technical challenges in CPS Systems.

The building block of WoT is Representational State Transfer (REST), which is a
specific architectural style [4]. It is, in effect, a refinement and constrained version of
the architecture of the Web and the HTTP 1.1 protocol [5], which has become the
most successful large-scale distributed application that the world has known to date.
Proponents of REST style argue that existing RPC (Remote Procedure Call)-based
Web services architecture is indeed not “Web-oriented”. Rather, it is merely the
“Web” version of RPC, which is more suited to a closed local network, and has
serious potential weakness when deployed across the Internet, particularly with
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regards to scalability, performance, flexibility, and implementability [6]. Structured
on the original layered client-server style [4], REST specifically introduces numerous
architectural constraints to the existing Web services architecture elements [19, 20] in
order to: a) simplify interactions and compositions between service requesters and
providers; b) leverage the existing WWW architecture wherever possible.

The WoT framework for CPS is shown in Fig 1, which consists of five layers —
WoT Device, WoT Kernel, WoT Overlay, WoT Context and WoT API. Underneath
the WoT framework is the cyber-physical interface (e.g. sensors, actuators, cameras)
that interacts with the surrounding physical environment. The cyber-physical interface
is an integral part of the CPS that produces a large amount of data. The proposed
WoT framework allows the cyber world to observe, analyze, understand, and control
the physical world using these data to perform mission / time-critical tasks.

WoT API RESTful rfesou'rces, WSDL, WADL WoT
- software libraries and frameworks
Framework
WoT Context event stream processing, intelligent control,
timing & logging, distributed data store
WoT Overlay RESTful protocols (HTTP, TCP, IPv4/IPv6)
QoS configuration and enforcement
WoT Kernel real-time event scheduling & processing
device control
WoT Device device driver mgmt, device event mgmt
Cyber Physical sensors and actuators
Interface
Physical _— . . .
) vsica buildings, cities, vehicles, power grid, etc.
Environment

Fig. 1. WoT Framework for CPS

As shown in Fig. 1, the proposed WoT based CPS framework consists of five layers:

1. WoT Device: This layer constitute the cyber-physical interface of the system. It
is a resource-oriented abstraction that unifies the management of various devices. It
states the device semantics in terms of RESTful protocol.

2. WoT Kernel: This layer provides low level run-time for communication, sche-
duling, and WoT resources management. It identifies events and allocates the required
resources, i.e. network bandwidth, processing power and storage capacity for dealing
with a large amount of data from the WoT Device layer.
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3. WoT Opverlay: This layer is an application-driven, network-aware logical
abstraction atop the current Internet infrastructure. It will manage volatile network
behavior such as latency, data loss, jitter and bandwidth by allowing nodes to select
paths with better and more predictable performance.

4. WoT Context: This layer provides semantics for events captured by the lower
layers of WoT framework. This layer is also responsible for decision making and
controlling the behaviour of the CPS applications.

5. WoT API: This layer provides abstraction in the form of interfaces that allow
application developers to interact with the WoT framework.

Based on the WoT framework in Fig 1, the CPS reference architecture is shown in
Fig 2, which aims to capture both domain requirements and infrastructure require-
ments at a high level of abstraction. It is expected that CPS applications can be built
atop the CPS reference architecture.

More details about the CPS Fabric structure and the CPS node structure are given
in Dillon et. al. [1].

3 Brief Overview of Our Previous Work on Trust, Reputation
and Risk

In this section we give a brief description and definitions of the key ideas of Trust,
Reputation and Risk defined in our previous work [15,17].

CPS Nod CPS Node
ode
Actuat ‘WoT Overlay CPS Node
ctuators WoT Overlay
WoT Kernel WoT Overlay
Q‘ —_— WoT Kernel WoT Devi WoT Kernel
wle . oT Device
A2 ‘WoT Device / WoT Device

Environment

N\ I 2

CPS Fabric
WoT API

WoT Context

WoT Overlay

Sensors
P @
oW {;\ ﬁ CPS
CPS Node & Desktops

CPS Event
WoT Overlay

L5 || WoTKernel
‘WoT Device

= fitf
B CPS Users

CPS Developers

Fig. 2. CPS Reference Architecture
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Thus Trust is defined in

Definition: Trust is defined as the belief the trusting agent has in the trusted agent’s
willingness and capability to deliver a mutually agreed service in a given context and
in a given timeslot.

The term willingness captures and symbolises the trusted agent’s will to act or be
in readiness to act honestly, truthfully, reliably and sincerely in delivering on the mu-
tually agreed service.

The term capability captures the skills, talent, competence, aptitude, and ability of the
trusted agent in delivering on the mutually agreed behaviour. If the trusting agent has
low trust in the trusted agent, it may signify that the trusting agent believes that the
trusted agent does not have the capability to deliver on the mutually agreed service.

In contrast, if the trusting agent has a high level of trust, then it signifies that the
trusting agent believes that the trusted agent has the capability to deliver on the
mutually agreed behaviour.

The term context defines the nature of the service or service functions, and each
Context has a name, a type and a functional specification, such as ‘rent a car’ or ‘buy
a book’ or ‘repair a bathroom’. Context can also be defined as an object or an entity
Or a situation or a scenario.

Definition 1 — Basic Reputation Concept

Definition 1a: In service-oriented environments, we define agent reputation as an
aggregation of the recommendations from all of the third-party recommendation
agents, in response to the trusting agent’s reputation query about the quality of the
trusted agent. The definition also applies to the reputation of the quality of product
(QoP) and quality of service (QoS).

Definition 1b: In service-oriented environments, we define product reputation as
an aggregation of the recommendations from all of the third-party recommendation
agents, in response to the trusting agent’s reputation query about the Quality of
product (QoP).

Definition 1c: In service-oriented environments, we define service reputation as an
aggregation of the recommendations from all of the third-party recommendation
agents, in response to the trusting agent’s reputation query about the Quality of the
Service (QoS).

Definition 2 — Advanced Reputation Concept

Definition 2a: In service-oriented environments, we define agent reputation as an
aggregation of the recommendations from all of the third-party recommendation
agents and their first-, second- and third-hand opinions as well as the trustworthiness
of the recommendation agent in giving correct recommendations to the trusting agent
about the quality of the trusted agent.

Definition 2b: In service-oriented environments, we define service reputation as an
aggregation of the recommendations from all of the third-party recommendation
agents and their first-, second-and third-hand opinions as well as the trustworthiness
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of the recommendation agent in giving correct recommendations to the trusting agent
about the Quality of the Product (QoP).

Definition 2¢: In service-oriented environments, we define product reputation as an
aggregation of the recommendations from all of the third-party recommendation
agents and their first-, second- and third-hand opinions as well as the trustworthiness
of the recommendation agent in giving correct recommendations to the trusting agent
about the Quality of the Service (QoS).

Fundamentally, reputation is an aggregated value of the recommendations about
the trustworthiness of a trusted agent (such as a trusted agent or QoP and services).
The reputation value is not assigned but only aggregated by the trusting agent.

There are four primary concepts that should be clearly understood in the reputation
definition:

(1) Reputation: aggregation of all the recommendations from the third-party rec-
ommendation agents about the quality of the trusted agent.

(2) Recommendation (including opinion and recommendation value): submitted by
the third-party recommendation agents (recommenders).

(3) Recommendation agent: submit the recommendation or opinion to the trusting
agent or respond to a reputation query.

(4) Reputation query: a query made by the trusting agent about the trusted agent in
a given context and timeslot.

The terms ‘reputation query’, ‘third-party recommendation agents’, ‘first-, second-
and third-hand opinions’, ‘trustworthiness of recommendation agent’, ‘trusting agent’,
‘trusted agent’ are essential when defining reputation. These new terms can be re-
garded as the building blocks of reputation, particularly in service-oriented environ-
ments. These new terms introduced in the definition of reputation make a fundamental
distinction between trust and reputation.

In contrast to Trust and Reputation,when assessing Risk it is important to take into
account :[16]

1. The likelihood of an event taking place
2. The impact of the event.
Thus it is not only important to calculate a failure probability but also the
the likely financial or other cost of the failure.

We have previously designed a risk measure that takes both of these into account.
In addition, we have developed ontologies for Trust, Reputation and Risk
[15,16,18] and Data Mining techniques for analyzing this[21].

4 Extensions of Trust, Reputation and Risk for CPS

In CPS systems we have several issues in relation to Trust and Reputation that have to
be addressed.

1. Previously we determined, forecast, modelled and predicted the Trust and
Reputation of a single agent, service or service provider. In CPS systems we
frequently are collecting information from a number of sensors, agents, hete-
rogeneous resources and synthesizing or fusing the information to find out
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the system state, condition and to provide situation awareness. We need to
extend the previous ideas on Trust and Reputation to groups of Agents and
Services.

2. The agents in CPS could also be functioning as members of a virtual com-
munity which seeks to bargain on their behalf collectively for instance in a
smart grid situation. Then the other members of the community need to be
able to evaluate and feel confident that any individual member of the com-
munity will play their part so as not to jeopardize the community as a whole.
This will need not only Trust evaluation but also mechanisms for rewarding
good behaviours and penalizing aberrant behaviours.

3. The notion of Trust and Reputation discussed in the previous section essen-
tially dealt belief with the willingness and capability of the agent, service,
and service provider to fulfil their commitment. In CPS systems the situation
is complicated by the fact that the Data being generated could be noisy and
have limitations on its accuracy. This has to be modelled in the Trust models.

4. The Real world environment also has a degree of uncertainty associated with
the occurrence of different Events. This uncertainty has to be modelled.
Issues 3. and 4. above will provide qualifiers on the evaluation of Trust.
Namely The value of Trust will have certain accuracy and confidence level
associate with it.

5. The uncertainty in the real world environment also has a major impact on the
calculation of Risk.

5 Conclusion

In this keynote we will explain the extensions necessary to apply the concepts of
Trust, Reputation and Risk for Cyber Physical Systems in detail. These extensions are
of major significance for CPS systems.
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Abstract. Creative advertising constitutes one of the highest-budget enterprises
today. The present work describes the architecture of PromONTotion, an inno-
vative tool for supporting ad designers in setting up a new campaign. The con-
tent of existing ad videos is collaboratively tagged, while playing a multi-player
web-based game, and the provided annotations populate the support tool-
thesaurus, a hierarchical ontological structure. Annotators-players will also pro-
vide information regarding the impact the ads had on them. Data mining and
machine learning techniques are then employed for detecting interdependencies
and correlations between ontology concepts and attributes, and for discovering
underlying knowledge regarding the product type, the ad content and its impact
on the players. The support tool will make ad videos, terms, statistical informa-
tion and mined knowledge available to the ad designer, a generic knowledge
thesaurus that combines previous ad content with users’ sentiment to help the
creative process of new ad design.

Keywords: creative advertising, creativity support tool, serious games, colla-
borative annotation, video annotation, advertisement ontology.

1 Introduction

Creative advertising describes the process of capturing a novel idea/concept for an ad
campaign and designing its implementation. It is governed nowadays by significant
budget allocations and large investments. Several studies have been published regard-
ing the impact of advertising (Amos, Holmes and Strutton, 2008; Aitken, Gray and
Lawson, 2008), as well as creativity in advertising (Hill and Johnson, 2004).
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A number of creativity support tools have been proposed, to help ad designers
come up with novel ideas for setting up a new campaign. Such tools, that could en-
hance the development of creative ideas, are highly beneficial for the advertising in-
dustry. They usually focus on forcing upon the advertiser a certain restricted way of
thinking, using creativity templates (Goldenberg et al., 1999). The methodology is
based on the hypothesis that total freedom is not the most efficient way for enhancing
the creative process, but constraining it with the use of a limited number of idea-
forming patterns. Expert decision making systems, like ADCAD (Burke et al., 1990),
have been proposed for triggering creative ideas. ADCAD relies on rules and facts
that are in reality quite hard to provide as input to the decision making tool. Janusian
wording schemata (the use of opposite words in taglines) have been used extensively
(Blasko and Mokwa, 1986) in advertising. IdeaFisher (Chen, 1999) is based on a da-
tabase of predefined concepts and associations between them. GENI (MacGrimmon
and Wagner, 1994) guides the user to make connections and transformations between
the entities of a brainstorming problem. Idea Expander (Wang et al., 2010) is a tool
for supporting group brainstorming by showing pictures to a conversing group, the
selection of which is triggered by the conversation context. Opas (2008) presents a
detailed overview of several advertising support tools.

Most of the aforementioned creativity support tools make use of static non-
expandable databases, term-relation dictionaries, hand-crafted associations and trans-
formations. Static, passive, expert-dependent knowledge models can hurt creativity
(Opas, 2008).

The present work describes the architecture and design challenges of PromONTo-
tion, a creative advertising support tool that incorporates

— collaboratively accumulated ad video content annotations

— associations between these annotations derived though reasoning within the onto-
logical structure they form

— knowledge concerning ad type, ad content, ad impact and the relations between
them; the knowledge is extracted with mining techniques

— statistical information regarding the impact an ad video has on consumers.

Unlike previous approaches to creativity support tool design, PromONTotion relies on
no predefined or hand-crafted elements and associations, apart from an empty onto-
logical backbone structure, that will include ad content concepts, consumer impact
data slots, and taxonomic relations between them. The populating of the backbone, as
well as the remaining knowledge available by the tool, are data-driven and automati-
cally derived, making PromONTotion generic, dynamic, scalable, expandable, robust
and therefore minimally restricting in the creative process and imposing minimal
limitations to ideation or brainstorming.

The proposed tool faces a number of significant research challenges. First,
crowdsourcing will be employed for the collection of collaborative ad content tags.
Following the Games with a Purpose approach (von Ahn, 2006), a multiplayer brows-
er-based action game, ‘House of Ads’, is implemented for this particular purpose
focusing on challenging and entertaining gameplay in order to keep the players’ en-
gagement at a high level for a long time. The ontology is an innovation by itself; its



12 K. Kermanidis et al.

content (concepts, features, relations), coverage and representation are very interest-
ing research issues. Mapping the output of the game, i.e. the annotations, to the onto-
logical structure is a very intriguing task, as well as the end-user interface that needs
to be friendly and make full use of the resource capabilities. The interdisciplinary
nature of the proposed idea is challenging, as the areas of video game design, ontolo-
gy engineering, human-computer interaction and advertising are linked together to
produce an advertising support tool.

In the remainder of this paper, section 2 describes in detail the architecture and the
major design challenges of PromONTotion, i.e. the ontological backbone, the serious
videogame for content annotation, the data mining phase and the final creativity sup-
port tool. The paper concludes in the final section.

2 The Architecture of PromONTotion

The architecture design of the proposed tool relies on several distinct underlying
phases, components and techniques. Figure 1 shows the various elements and tasks of
PromONTotion.

Ontology ‘House of
Backbone Ads’
Design Videogame

% [f Collaborative
Annotating

Ontology
Population

Reasoning ﬂ ﬂData Mining

Ad Creativity
Support Tool
Development

Fig. 1. The Architecture of PromONTotion

2.1  The Ontological Backbone

Marketing and ontology experts have sketched the ontological structure that will
include concepts, categories and taxonomic (is-a, part-of etc.) relations between them,
that are relevant to an advertising campaign. The parameters that determine the mes-
sage to the consumer (e.g. tag lines), the ad filming technicalities, the ad content, as
well as its artistic features play a significant role in designing the semantic ontology.
Also, subjective information regarding the impact of the ad to the consumers is in-
cluded in the ontology. Table 1 shows a significant part of the ontological backbone.
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Table 1. The ontological backbone

Concept Level 1 Level 2 Concept Terms/Values
Sub-concepts Sub-concepts
Filming studio/outdoors
Director director name
Product Type  Product houseware/electronic/food/
luxury/store/other
Service telecom/banking/.../other
Main Charac- Human gender male/female
ter
age age value
occupa- employee/businessman/
tion/hobby/activity farmer/ housework /.../other
recognisability celebrity/everyday person
Animate type of animal pet/wild/...
Fictitious cartoon/comics/movie hero
Key partici- tool/furniture/vehicle/electr
pating objects onic/technical/other
Location indoors home/office/work/other
outdoors urban/rural/other
both
Genre non-fiction/tale/cartoon/
animated
Art soundtrack rock/classical/ethnic/../other
photography picturesque/landscape/
airphoto/other
colouring colour palette
Message Linguistic schemata  taglines/word tagline text / existence of
Communica- games/paraphrasing  paraphrasing/word games
tion Strategy /Janusian wording
Adoption of known book lines known line text

Ad Impact

elements

Indirect critique on
competition
Convincing power
Consumer sentiment

movie lines
song lines

known line text
known line text
yes/no

a lot/some/none
positive/neutral/negative

As shown in the table, the concepts are organized in a hierarchical taxonomy struc-
ture and are represented though a set of features/sub-concepts, thereby forming the
desired ontology. For the development of the ontology, as well as the ability to per-

s 21

form reasoning on its content, an ontology editor will be employed, like Protégé" or

! http://protege.stanford.edu
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OntoEdit’. It is important for the ontology to be scalable, so it can constantly be
enriched and updated.

2.2  The ‘House of Ads’ Game

In order to support the generic, minimal human-expertise-demanding and data-driven
nature of the proposed support tool, the ontology backbone is populated through
crowdsourcing techniques. It is evident that the success of PromONTotion relies
heavily on the plethora of provided annotations; therefore the annotation tool needs to
be attractive, engaging, fun and addictive. To this end, ‘House of Ads’, a browser-
based game, is designed and implemented especially for the task at hand.

Several toolkits exist for annotating text (Wang et al., 2010; Chamberlain et al.,
2008), images, like Catmaid, Flickr, Riya, ImageLabeler and Imagenotion (Walter
and Nagypal, 2007), or video, like VideoAnnex and YouTube Collaborative Annota-
tions have been proposed. Von Ahn (2006) recognized that the high level of game
popularity may be taken advantage of, and channeled towards other, more “serious”,
applications, instead of only pure entertainment. Siorpaes and Hepp (2008) were the
first to propose a game for ontology populating. The nature of textual data has not
allowed for the design of genuinely entertaining gaming annotation software. The
annotation of ad videos, however, inspires the design of software that can keep the
player’s interest and engagement level active for a very long time. Unlike the Image-
notion ontology, the thesaurus aimed at by PromONTotion is comprised of a back-
bone of a more elaborate set of concepts and relations, as well as statistical informa-
tion regarding the terms inserted by players to populate the backbone, requiring a
more elaborate game platform. The design of engaging game scenarios with usable
and attractive interfaces has been recognized as one of the key challenges in the de-
sign of Games with a Purpose for content annotation (Siorpaes and Hepp, 2008). In
the design of ‘House of Ads’ a first step towards this goal is attempted by adding the
fun elements of interaction and competition (Prensky, 2001) in the game and by in-
cluding typical action-game challenges rather than simply adopting a quiz-like ga-
meplay.

‘House of Ads’ is an arcade-style, top-down shoot-em-up, and puzzle-like game,
accessible to anyone. It supports one to four players and includes two gameplay mod-
es: the combat mode and the quiz mode (Figures 2 and 3 show some indicative
screenshots of the two gameplay modes). In the former, ontology concepts and sub-
concepts are mapped as rooms and each ontology term as a collectable game object
within the room representing the respective concept. The atmosphere is retro-like,
resembling the arcade-like games of the 80s and 90s. In a TV screen the ad video is
reproduced (selected from the over 300,000 available ad videos on youtube), and the
players, simulated as characters navigating within the house, aim at collecting as
many objects that characterize the content of the ad as quickly as possible and exit the
house. Players are free to collect another object from the same category if they believe
that an object collected by others incorrectly describes the content with respect to this
concept. Therefore, contradictive answers and possible cheaters can be easily spotted.

2 www . ontoknowledge.org/tools/ontoedit.shtml
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The video reproduction may be controlled by the player (paused, forwarded etc.)
through a slider, and every player can block other players from reaching their goal by
using a set of available weapons (fence, bombs etc.). The house platform supports
different levels of difficulty; as the game evolves the house becomes more compli-
cated, with more rooms and more detailed elements, demanding more fine-grained
annotations and more complex attack/defense strategies. At the end of each stage, the
player will be asked to comment on the convincing ability and the impact of the
ad, providing his personal opinion. There is a large number of available question-
naires for the evaluation of advertising campaigns™*, based on which this type of
information may be provided.
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Fig. 2. The ‘House of Ads’ combat mode

Players earn money at the end of each stage, which can be used to buy new wea-
pons or to improve their abilities. For each object, that can be safely assumed by the
system that it is correctly characterizing the ad, the money earned is free to be spent.
For objects whose correctness cannot be immediately decided, the money is blocked
and will be freed once a positive decision will be made in the future. If a player col-
lects incorrect items, his/her credibility drops and, if it falls below a certain threshold,
the game ends and the player has to start over. Annotation correctness is established
by taking into account the total number of answers to a question (the greater this

3 www . surveyshare.com/templates/
televisionadvertisementevaluation.html
www-sea.questionpro.com/akira/
showSurveyLibrary.do?surveyID=119&mode=1

4
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number, the safer the drawn conclusions), the majority vote, the popularity of the
other votes, the player credibility. A wide popularity (acceptance) of the game will
ensure correctness as well as completeness (the complete ontology populating). In-
complete game sessions (sessions that have not provided annotations to all ontology
slots) are not as important as attracting as many players as possible.

The quiz mode is dedicated to resolving annotation questions that could not be
resolved in the combat mode, e.g. contradictive answers. The questions and their
possible answers are posed to all the players simultaneously, and the player who first
selects the correct answer receives the money that was blocked so far.

The game will be available online and accessible by anyone. Social media and
popular networks will be exploited for its dissemination and diffusion. The game will
be evaluated according to several aspects. Its usability and engagement will be tested
through interviews and questionnaires handed out to a group of players, in combina-
tion with the talk aloud protocol, used extensively for the evaluation of the usability
of interfaces. Another evaluation aspect is whether the game does indeed manage to
populate the proposed ontology. Further evaluation metrics to determine the success
of the approach may include: mean times played and number of successful annota-
tions per player, percentage of incorrect answers, etc.

[e]
[e]
[e]
(o]

Fig. 3. The ‘House of Ads’ quiz mode

2.3  Data Mining

All player annotations are used to populate the ontology backbone and are stored in a
database for further processing, that includes statistical as well as data mining tech-
niques. The goal of the data processing phase is the detection of co occurrence and
correlation information between categories, terms and relations (e.g. in how many ads
for cleaning products there is a housewife in the leading role etc.), and its statistical
significance, as well as higher-level association information governing them.

Data mining and machine learning techniques will also be employed. The concepts
and attributes described earlier will enable the transformation of the annotation set of
a given advertisement into a learning feature-value vector. The vectors will, in turn,
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enable feature selection (through wrapping, filtering or combinations of the two), that
will reveal the significance of the selected concepts on advertisement design (and
indirectly evaluate the ontology design). Learning will reveal correlations between ad
content choices, ad products and attempt prediction of consumer impact. The ex-
tracted, mined, knowledge will reveal very interesting and previously unknown in-
formation regarding the parameters that directly or indirectly affect ad design and
play a role on the consumers’ sentiment and how the latter may be influenced.

Due to the anticipated data sparseness and providing that a plethora of attributes
will be collected, emphasis will be given to dimensionality reduction algorithms. Sin-
gular Value Decomposition (e.g. M. Lee et al., 2010) as well as Support Vector Ma-
chines (Vapnik, 1995) will be utilized in order to deal with the aforementioned issues.
Visualization of instances and attributes on a new feature space, according to the most
significant vectors will reveal clusters of similar ontology mappings together with
advertised products. Support Vectors will be used to weight each attribute according
to a certain criterion, such as correctness of user responses and could be used to eva-
luate the most significant ontology nodes. Finally, another potential use of data min-
ing techniques for the task at hand will be that of association rules discovery, based
on the FP-growth algorithm. Association rules are easily interpretable by humans and
can be straightforwardly evaluated by them.

2.4  The Creativity Support Tool

The ontological structure with all its content, objective (content annotations) and sub-
jective (ad impact annotations from every player), along with the derived correlations
and extracted knowledge mined in the previous phase, will be made usable to profes-
sionals in the advertising domain through a user-friendly interface. Advertisers will be
able to see the content of old ads for related products, and thereby come up with new
ideas, gain insight regarding the impact of previous campaigns from the players’
evaluation, look for screenshots of videos using intelligent search, based not only on
keywords, but on concepts. More specifically, advertisers will be able

— to have access to a rich library of video ads

— to search the videos by content, based on a query of keywords (e.g. a specific type
of product)

— to retrieve statistical data regarding the ads, i.e. see the terms/concepts/attributes
his search keyword co-occurs with most frequently

— have access to the consumers’ evaluation on the advertisements’ impact.

The innovative generic nature of the tool will allow it to be flexible, scalable and
adjustable to the end user’s needs. Most importantly, unlike creativity templates, the
generic nature does not impose any sort of ‘mold’ or template to the creative advertis-
er’s way of thinking.

The support tool will be evaluated by a group of advertising experts, who will
be handed a product and will be asked to create a hypothetical ad scenario for it.
They will evaluate the support tool based on its usability, its completeness, its signi-
ficance. A combination of evaluation approaches will be employed in order to record
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the opinion and the impressions of the end users. Questionnaires will be handed out
and interviews will be conducted to detect the problems and weaknesses of the sup-
port tool. Problems in the tool usability will be identified by evaluating its usage in
real time with the think-aloud protocol. A group of ontology experts will evaluate the
created ontology based on international ontology evaluation standards for its cover-
age, classification ability etc.

3 Conclusion

In this work the architecture and the major design issues of the creative advertising
support tool PromONTotion have been presented. The tool will facilitate the brains-
torming process of advertisers through a semantic thesaurus that includes video ad
content annotations collected via crowdsourcing techniques, as well as knowledge
relating to ad concepts, product type, annotation terms and the relations governing
them. Annotations are objective, describing the content of the video, as well as sub-
jective, denoting the annotator’s personal sentiment towards the ad. The annotations
will be collected through collaborative game playing. While playing, annotators will
tag ad videos crawled from the web, describe the ad content and artistic features, and
evaluate the ad impact on themselves. This information (the set of terms, concepts and
subjective opinions), as well as statistical co occurrence data regarding concepts,
advertised products, and subjective impact, will be structured into a hierarchical
ontology. A user-friendly interface will allow ad designers to make full use of the
ontology’s capabilities, and advertising experts will evaluate the tool’s coverage,
usability and significance.

Several research questions still remain challenging for future work. The populari-
ty of the game is a major concern, as it will define the number of collected annota-
tions. Future prospects should be open to alterations and improvements on the game
to increase its popularity. The use of other crowdsourcing techniques, like the Me-
chanical Turk, could form another future direction for gathering annotation data.
Regarding the machine learning process, various mining techniques and learning
schemata could be experimented with, so that the ones more suitable for the specific
datasets can be established. The support tool usability is also of research signific-
ance, as the underlying knowledge needs to be transparent to the end user, and the
tool needs to be as unobtrusive as possible in the creative process. Finally, regarding
the impact of a specific ad to consumers, broader sentiment information could be
extracted through web sentiment analysis of social media data, and complement the
one provided by the annotators.
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Abstract. A Voting Advice Application (VAA) is a web application
that recommends to a voter the party or the candidate, who replied like
him /her in an online questionnaire. Every question is responding to the
political positions of each party. If the voter fails to answer some ques-
tions, it is likely the VAA to offer him/her the wrong candidate. There-
fore, it is necessary to inspect the missing data (not answered questions)
and try to estimate them. In this paper we formulate the VAA missing
value problem and investigate several different approaches of collabora-
tive filtering to tackle it. The evaluation of the proposed approaches was
done by using the data obtained from the Cypriot presidential elections
of February 2013 and the parliamentary elections in Greece in May, 2012.
The corresponding datasets are made freely available to other researchers
working in the areas of VAA and recommender systems through the Web.

Keywords: Missing values, collaborative filtering, recommender sys-
tems, voting advice applications.

1 Introduction

Democracy is the form of government where power emanates from the people,
exercised by the people and serves the interests of the people. A central feature
of democracy is the decision by voting citizens, in direct democracy, or some
representatives, in a representative democracy [16]. However, a fairly large per-
centage of citizens are accustomed to not exercise their right to vote and many
of them are not even informed of the political positions of the candidates. A
voting advice application (VAA) is a web application that helps voters to be
informed about the political stances of parties and to realize with which of them
are closest. VAAs are a new phenomenon in modern election campaigning, which
has increased in recent years [5].

Voting Advice Applications pose voters and candidates to answer a set of
questions in an online questionnaire. Each question corresponds to the political
positions of the parties and their reaction to the developments in the current
affairs. Voters and candidates evaluate each issue by giving lower extent to those
with which they do not agree at all and higher to those that perfectly expressed

H. Papadopoulos et al. (Eds.): ATAI 2013, IFIP AICT 412, pp. 20-£9] 2013.
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their position [5][12]. Usually the answering options are ‘strongly disagree’, ‘dis-
agree’, ‘neither agree nor disagree’, ‘agree’, ‘strongly agree’ and ‘I have no opin-
ion’. In the end, the similarity between voters and candidates is calculated, and,
with the aid of a properly designed algorithm every voter is recommended the
candidate with whom he/she has the higher similarity.

VAAs are becoming increasingly common in electoral campaigns in Europe.
A survey in 2008 showed that VAAs were applied to general elections in 15
European countries, having high impact in most cases [2I]. Many argue that
VAAs are able to increase and improve democratic participation, since these
applications help voters to have easy access in information about the political
views of political parties. For better utilization of such applications is essential
that advices by VAAs be credible and impartial. Additionally, it is desirable to
have access to a broad cross section of society, not only by people of one side of
the political and social spectrum.

In VAAs it is highly desirable that both the users and the candidates answer
all the questions of the online questionnaire. In this case the recommendation
given to the voter is more accurate and the information about candidates’ posi-
tions are more wide. Unfortunately, this is not the case. Candidates refrain from
exposing themselves to controversial issues, choosing answers in the middle of
the Likert scale (i.e., ‘neither agree nor disagree’) while the voters leave unan-
swered several questions or give answers like ‘I have no opinion’ or ‘neither agree
nor disagree’ for several reasons, including time constraints, limited information
on the corresponding issues, or even due to unclear questions. Sometimes voters
forget or avoid answering a question. Also there are questions that are charac-
terized of ambivalence or indecisiveness and those with which the respondent
does not agree against the main assumptions of them [I7].

Althought missing values distort , to some extent, the VAAs. Choosing to
ignore them might severely affect the overall sample and it is likely to provide a
completely wrong result: it is highly probable the VAA to not be able to estimate
the similarity between the voter and the candidates and suggest a wrong candi-
date to a voter; even if the missing data are not a extended (only few questions
left unanswered). As a result the effectiveness and reliability of the corresponding
VAA will be deteriorated. In this paper we formulate missing values in VAAs as
a recommender system problem and we applied state of the art techniques from
this discipline to effectively tackle it. In particular, we investigate both matrix
factorization and collaborative filtering techniques as possible ways of missing
value estimation. We show that, given the peculiarity of VAA data, even unsuc-
cessful for recommender systems techniques such as SVD perform quite well in
estimating missing values in VA As. We also provide online access, to the research
community of VAAs and recommender systems, to two VAA datasets obtained
from Cypriot presidential elections of February, 2013 and Greek parliamentary
elections of May, 2012. To the best of our knowledge this is the first time the
missing value problem in VA As is approached in this, systematic, way.
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2 Background

Missing value estimation is an important problem in several research areas.
Whenever the cost of acquiring data or repeating an experiment is high esti-
mating the values of missing data is the method of preference [20]. Expectation
maximization (EM) and Maximum Likelihood (ML) are two well-known methods
of estimating the parameters of the missing data based on the available ones.
ML tries to find the underlying probability distribution of the available data.
Once this is done obtaining the values of missing data is straightforward [6]. In
EM the logic is similar. However, due to sparseness of available data the method
estimates missing values in an iterative way. In the first step the aim is to esti-
mate the parameters of interest from the available data and the probable values
for missing data. In continue, the parameters are recalculated using the available
data and the estimated values. The new parameters are applied to recalculate
the missing values. The process is repeated until the values estimated from one
cycle have a high correlation with those of the next [2].

EM and ML are more appropriate for unimodal probability distributions of
sample. This is rarely the case in data collected from surveys and especially
from VAAs as well as in recommender systems data. In those cases mixture
of Gaussians are more appropriate probability distribution methods. In recom-
mender systems this is the basic reason clustering based methods became so
popular [19]. Furthermore, both ML and EM are time consuming procedures
and they are used in cases where it is critical to make the best estimation ir-
respectively of the time required to do so. In cases where the response time is
more critical than the accuracy of estimation more simple approaches are usu-
ally adopted. Single, multiple and hot deck imputation are such methods. The
simplest and most common strategy for this method is calculating the value
of a missing data, as being the mean for that variable. In multiple imputation
approaches, each missing value is replaced by a set of imputed values. The tech-
nique which is used to generate these estimates is a simulation-based approach
called Markov Chain Monte Carlo (MCMC) estimation [7]. Hot deck imputation
replaces a missing value with an observed response from a similar unit [I]. The
process includes finding other records in the dataset that are similar in other
parts of their responses to the record with the missing values. Usually, there are
a lot of data that correlate with those containing missing values. In these cases,
the value that will fill the empty cell is selected randomly from the good matches
and it is called donor record.

3 Problem Formulation

In this article we formulate the VAA missing value estimation as a recommender
system problem. Recommender Systems (RS) are software tools and techniques
that make recommendations for items that can be exploited by a user. These sys-
tems are particularly useful, since the sheer volume of data, which many modern
online applications manage, often hinder users to distinguish what information is
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related to their interests. So the RSs with the help of special algorithms attempt
to predict what products or services a user would find interesting to see or buy.

Formally, the recommendation problem can be formulated as follows: Let C'
be the set of users (customers) and let S be the set of all possible items that
the users can recommend, such as books, movies, restaurants, etc. Let also u
be a utility function that measures the usefulness (as may expressed by user
ratings) of item s to user ¢, i.e.,, u: C x S — R. The usefulness of all items to
all users can be expressed as a matrix U with rows corresponding to users and
columns corresponding to items. An entry u(c, s) of this matrix may have either
positive value indicating the usefulness (rating) of item s to user ¢ or a zero value
indicating that the usefulness u(c, s) has not been evaluated. It should be noted,
here, that although there are several cases where the rating scale is different than
the one mentioned above and includes negative values (and as a result the non-
evaluated items cannot be represented by the zero value) it is always possible to
transform the rating scale in an interval [l,, h,] where both [, and h, are greater
than zero. The recommendation problem can be seen as the estimation of zero
values of matrix U € RNe*Ns from the non-zero ones. The quantities No and
Ng represent the total number of users and items respectively.

Recommender systems are broadly divided into six main categories:
(a) Content-based, (b) Collaborative Filtering, (c) Knowledge-based, (d)
Community-based, (e) Demographic and Hybrid Recommender Systems [10].
Collaborative Filtering (CF), which is the most common RS type, assumes that
if two users evaluate the same items in a similar way they are likely to have the
same ‘taste’ and, therefore, RSs can make recommendations between them.

Recommendation in the CF approach requires some similarity sim(c,¢’) be-
tween users ¢ and ¢’ to be computed based on the items that both of them
evaluated with respect to their usefulness. The most popular approaches for
user similarity computation are Pearson correlation and Cosine-based metrics.
Both of these methods produce values sim(c,c’) € [-1 1]. By computing the
similarity of all users in pairs we create the similarity matrix M € RNezNe,
Zero values of matrix M may correspond to either zero similarity, or, to users
with no commonly evaluated items. The influence of a user can be computed
by taking the sum across the corresponding row or column of matrix M. The
higher this sum is the more influential the user is.

As may one easily understand the zero values of the utility matrix U can be
seen as missing values. Furthermore, in VAAs N¢ can be seen as the number of
users who filled in the online questionnaire while Ng is the number of questions
in the questionnaire. In such a setting techniques from the recommender systems
can be applied for the estimation of the missing answers.

In commercial recommender systems the utility matrix U is very sparse, that
is the non-zero elements are much less than the zero ones [18]. As a result tradi-
tional approaches such as nearest neighbor and clustering based recommendation
are not so effective. This is because in sparse datasets the ‘neighbors’ of a user
may not actually coincide in preferences with him/her. Therefore, recommenda-
tions given by those neighbors are unlikely to be successful. In an effort to tackle
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this problem alternative collaborative filtering approaches were proposed as well
as a new category of methods based on matrix factorization. In the latter meth-
ods matrix factorization is applied to the utility matrix U in a effort to identify
hidden clusters and get advantage of non-sparse areas in U. Among the matrix
factorization techniques the Singular Value Decomposition (SVD) is the most
widely known and it has been applied in several fields of study and especially
in dimensionality reduction. Unfortunately, in sparse matrices the SVD is not
so effective and as a consequence alternative iterative techniques including Al-
ternative Least Squares (ALS) [I3] and Stochastic Gradient Descent (SGD) [23]
were proposed.

In VAAs the matrix U is not sparse and traditional collaborative filtering
techniques as well as SVD are expected to be effective. We investigate the per-
formance of these techniques as well as many others in an effort to estimate miss-
ing values in VAAs based on a recommender system perspective as formulated
in the previous paragraphs. The results show that the majority of techniques
used in recommender systems can be also, successfully, applied for missing value
estimation in an elegant and mathematically strict way.

4 Approaches

In this section we briefly report the various approaches we have applied for
missing value estimation in VAA data. Emphasis is given to matrix factorization
and clustering-based approaches, while comparison against the simple nearest
neigbor methods are also provided.

4.1 Clustering Algorithms

Clustering algorithms perform recommendation to the active user by employing
a smaller set of highly similar users instead of the entire database [I9]. They have
been proved as an effective mean to address the well-known scalability problem
that recommender system face [I8]. A cluster is produced by data objects which
are similar to each other. Data belonging to a cluster differ from those which
belong to another cluster [8]. In the VAA setting every user is represented by a
profile vector ¢; which is composed of his/her answers to the online questionnaire.
Given that the number of questions in the questionnaire is fixed and the possible
answers come from a Likert scale the vector ¢; can be encoded as a numerical
one. In this way the comparison between profile vectors is straightforward by
using and any similarity metric of linear algebra. Clustering of users is obtained
by applying such a metric in the profile vectors.

The k-means clustering algorithm is widely used in clustering based rec-
ommendation systems mainly due to its simplicity [II]. It aims to partition
N¢ users, defined by the user profile vectors {c1, ca, ..., N, }, into K clusters
(K << N¢) S = {51,52,...,Sx}. Each user is classified to a cluster accord-
ing to the shortest distance between the user profile vector and the cluster’s



VAA: Missing Value Estimation Using Matrix Factorization 25

mean vector. The user profile vectors correspond to the rows of the utility ma-
trix U mentioned earlier. The k-means algorithm is similar to the expectation-
maximization algorithm for mixtures of Gaussian in that they both attempt to
find the centers of natural clusters in the data. The optimization criterion is to
find the partition S° that minimizes the within-cluster sum of squares (WCSS):

o __
87 = argmin Z > e —wall?) (1)

S i=1c;ES;

where p; is the mean vector of data points (user profile vectors) in cluster S;.
By using k-means partitioning method, the missing values of a voter’s an-
swers can be estimated by the answers of the cluster members’ (where the voter
belongs). The facts which negatively affect that method is the sparsity of clus-
ters, that provokes the failure of the prediction on a missing value, and the high
cardinality of clusters, which increases the time required for the prediction.

4.2 Nearest Neighbor Methods

In the Nearest Neighbor recommendation the most similar user of an active
user is found and provides the recommendation. The main disadvantage of this
method is that every time a new voter fills the online questionnaire, the similarity
between voters must be recalculated. This is obviously non-scalable and time
consuming. Furthermore, if the voter and his/her nearest neighbor have the same
unanswered questions then prediction of missing values would be impossible. An
alternative is to find the nearest neighbor among those users that have answered
the question which the active user left unanswered.

The K-nearest neighbor (K-NN) algorithm is an improved extension to the
Nearest Neighbor method. It limits the number of the neighbors we aim to find,
by determining the value of K [4]. In case the K is not determined we can use a
fixed distance alternative. In this case the K neighbors are those that fall in the
hypersphere that (a) is centered on the datapoint of profile vector of the active
user, and (b) has a radius equal to the fixed distance. The K nearest neighbors
of the c-th voter correspond to the K voters who belong to the c-th row, of the
voter similarity matrix M, with the highest values. The prediction of the voter’s
missing values can be calculated by using either the average of K neighbor voter
answers or the median value of these answers. The most common problem with
this method is that K is not always obvious since it depends on every voter
separately while in the case of fixed distance K can be very small (even equal
to zero).

4.3 Matrix Factorization

Matrix factorization techniques proved to be superior to clustering-based meth-
ods because they allow integration of additional information about the user. In
those methods a matrix is factorized to find out two or more matrices such that
when they are multiplied the result is to get back the original matrix [13].
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The most common mode of matrix factorization is the calculation of a low-
rank approximation to a fully controlled data matrix order to minimize the sum-
squared difference of matrix values. A low-rank approximation is given from the
viewpoint of the singular value decomposition (SVD) of the data matrix. The
SVD expressed on a utility matrix U of size man leads to a factorization into
three matrices: X is an mam unitary matrix, S is an man rectangular diagonal
matrix with nonnegative real numbers on the diagonal, and Y* (the conjugate
transpose of Y) is an nzn unitary matrix [22].

U=XSYy* (2)

Whenever the utility matrix is large and sparse, we resort to perform Stochas-
tic Gradient Descent (SGD) for matrix factorization. SGD has been successfully
applied to large-scale and sparse machine learning problems and can handle
problems with more than 105 training examples and more than 10° features [3].
SGD approximates the true gradient of F(w,b) by considering a single training
example at a time. We applied the algorithm for SGD as presented in [23].

Alternating Least Squares (ALS) is another technique used for matrix factor-
ization for sparse matrices [24]. While SGD is easier and faster than ALS, ALS
is more appropriate for VAA missing value estimation since the estimated values
are guaranteed to real and non-negative.

5 Datasets

In our paper we have used three datasets for experimental evaluation. The
first one was collected by a pre-survey for the Cypriot presidential elections
2013 conducted door to door on January 2013, the second one was col-
lected from www.choosedcyprus.com and the third dataset was derived from
www . choosedgreece.com The main characteristics of all datasets is the small
number of questions and the high number of ratings per question which leads on
utility matrices U of low sparsity. In all datasets the ratings are integer values
in the range [1 5] corresponding to the answers ‘strongly disagree’, ‘disagree’,
‘neither agree nor disagree’, ‘agree’, ‘strongly agree’ respectively. We have set as
missing values the instances where voters answered ‘I do not have opinion’ or
not answered, the particular question at all. The main characteristics of these
datasets are shown in Table [Il The corresponding datasets can be accessed via
the URL: www.preferencematcher.com/datasets

6 Experimental Results and Discussion

Experiments were designed to investigate the performance of the recommenda-
tion methods, which have been reported previously, based on the accuracy of
prediction of missing values. This measure computes the accuracy of predict-
ing the values of utility matrix U using a variation of Mean Absolute Error
(MAE) [9] [15] computed with the aid of Frobenius norm.


www.choose4cyprus.com
www.choose4greece.com
www.preferencematcher.com/datasets
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Table 1. Dataset Characteristics

Pre-survey Choose4Cyprus ChoosedGreece

# voters 815 18,461 75,294
# questions 35 30 30

# ratings 26,419 533,542 2,204,306
# ratings per question (average) 755 17,785 73,477
# sparsity 0.0736 0.0366 0.0247

Table 2. The results of missing value estimation per method. Shown values refer to
accuracy A.

Method Predicted value Pre-survey Choose4Cyprus Choose4Greece
obtained by:

SVD 0.0483 0.0492 0.0420
ALS 0.0516 0.0497 0.0438
SGD 0.0615 0.0616 0.0538
Nearest Neighbor 0.0897 0.0638 0.0592
k-Means Average 0.0580 0.0496 0.0477
Median 0.0604 0.0504 0.0474
K-NN Average 0.0640 0.0518 0.0491
Median 0.0700 0.0592 0.0555
Weighted Sum  0.0657 0.0503 0.0488
Fixed Distance Average 0.0710 0.0670 0.0651
Median 0.0788 0.0707 0.0685
Weighted Sum  0.0708 0.0661 0.0640

Let U be the estimation of utility matrix U, then the accuracy measure A is
defined as follows: .
v -Ul|

- ! 3
U1+ 1]l )

where ||C|| denotes the Frobenius norm of matrix C'.

Table 2] shows the MAE value of each method which used in datasets of
Pre-survey, Choose4Cyprus and Choose4Greece. It can be seen in Table 2] that
matrix factorization methods show better prediction accuracy than the clustering
based and the nearest neighbor methods. However, the difference between matrix
factorization and clustering methods is not so apparent, because of the non-
sparse datasets. The best performance achieved by the SVD method, which is
something expected as the datasets are not sparse and SVD very effective in
non-sparse data. In addition K-NN method achieved similar results with the k-
means clustering method. This result is on agreement with the results presented
n [18]. We see also that, as expected, the K-NN method achieves better results
than the Nearest Neighbor method. Finally, it should be noted the difference in
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performance of the compared methods to data collected online (Choos4Cyprus
and Choose4Greece) and door to door (Pre-survey) with the former to be better.
This might happen because the sparsity in the Pre-survey is larger than in the
online datasets.

7 Conclusion

In this article we dealt with the problem of missing values in VAAs by using
techniques from the recommender systems. We observed that the SVD method,
in contrary to commercial recommender systems, is the most effective technique.
This is something expected since the datasets we have used are of low sparsity.
However, the effectiveness of the other methods are also high indicating that
the formulation of VAA missing value problem as recommendation system is
successful.

In the near future we plan to implement the SVD approach of missing value
estimation in our VA As so as to improve recommendation effectiveness by filling
in unanswered questions. We are also going to investigate the effectiveness of
the compared algorithms by artificially increasing the sparsity of our datasets.
Finally, comparison with other techniques for missing value estimation such as
ML and simple imputation will be also investigated. Comparison with Expecta-
tion Maximization is not necessary since the k-Means clustering is based on the
same principle and has been already done in this paper.
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Abstract. Recommender Systems have been applied in a large number of
domains. However, current approaches rarely consider multiple criteria or the
level of mobility and location of a user. In this paper, we introduce a novel al-
gorithm to construct personalized multi-criteria Recommender Systems. Our
algorithm incorporates the user’s current context, and techniques from the Mul-
tiple Criteria Decision Analysis field of study to model user preferences. The
obtained preference model is used to assess the utility of each item, to then rec-
ommend the items with the highest utility. The criteria considered when creat-
ing preference models are the user location, mobility level and user profile. The
latter is obtained considering the user requirements, and generalizing the user
data from a large-scale demographic database. The evaluation of our algorithm
shows that our system accurately identifies the demographic groups where a us-
er may belong, and generates highly accurate recommendations that match
his/her preference value scale.

Keywords: Recommender Systems, Location Aware, Multi-Criteria, Prefe-
rence Models, Personalization.

1 Introduction

Consumers often find themselves in situations where they have to choose one item
over others. For instance, they may wish to decide which movie to view, which book
to read, what items to buy, and so forth. However, due to the advance in technology
and the large amount of information available in databases, our options have dramati-
cally increased. We have now reached a point where we have thousands of options
at our fingertips, through the use of web-based systems. Consequently, in order to
address this information overload, and aid consumers through these daily decision-
processes, Recommender Systems have been developed. These systems aim to
provide personalized services to each user, showing them only the information that
they are most likely to be interested into [1].

A number of techniques to predict the best items have been proposed. While some
of these Recommender System implementations have been successful in many
domains, a number of challenges still remain. Most implementations consider only
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single criteria ratings, and consequently are unable to identify why a user prefers an
item over others. Some systems classify the user into one single group or cluster, an
approach that has limited use, since real world users share commonalities in different
degrees with diverse types of users. Finally, other systems require a large amount of
previously gathered data about users’ interactions and preferences, in order to be suc-
cessfully applied.

This work introduces an algorithm to overcome these previously mentioned disad-
vantages. Our algorithm, as presented in this paper, builds user preference models
considering multiple criteria. That is, we include the users’ special needs, and context
in the decision making process. This enables our system to clearly identify most im-
portant criteria, for a specific user when selecting an item over the others, and corres-
pondingly create accurate recommendations that match his/her preference’s value
scale. Moreover, by including the user context as part of the recommendation process,
the system is able to produce different types of recommendations to the same user,
depending on his/her current context. Additionally, our algorithm exploits the infor-
mation contained in a large-scale demographic database to generalize the information
as provided by the user. This is done by clustering the user into one or more demo-
graphic groups. This aspect allows our system to leverage commonalities between
similar user types, and create richer user profiles without the need of previously
stored data about other users’ interactions.

This paper is organized as follows. Section 2 details our recommender system al-
gorithm. Section 3 describes our case study and Section 4 concludes.

2 Personalized Location-Aware System

We introduce a Personalized Multi-Criteria Context-Aware Recommender-System,
which has been designed to achieve the following goals. Firstly, we aim to identify
the user preferences, as based on multiple criteria that lead him/her to select an item
over others, and correspondingly potentially generate more accurate recommenda-
tions. Further, our objective is to model and consider the user context during the
recommendation process, instead of using it only as a filter. That is, we follow a
context-aware approach, where the context is used as one of multiple criteria for the
creation of preference models [6, 7]. Finally, our ultimate goal is to produce accurate
recommendations by generalizing user profiles without gathering data from previous
users’ interactions. We use a demographic generalization technique to exploit the
information contained in large-scale demographic databases that encompass interests
and preferences of similar people [8].

Our algorithm is based on the creation of a multiple criteria user preference model
considering the following four criteria. These are 1) the probability that a user prefers
an item, given the probabilities that the user belongs to each of the demographic clus-
ters identified in a large-scale demographic database; 2) the weight of each item,
based on its attributes and the weights the user assigns for each of them; 3) the dis-
tance between the user’s current location and the item’s location; and, 4) the time the
user would require to reach each item, based on his/her mobility level, together with
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Fig. 1. High-level schematic overview of our algorithm

other geo-spatial constraints (such as a river) and average route times. The user prefe-
rence model is then used to assess the utility of each item for the user. Finally, the
system will recommend to the user the items with the highest estimated utility. The
following figure presents the high-level schematic overview of our algorithm.

2.1 Create the User Profile

We create a user profile consisting of two dimensions. The first is the set of all possi-
ble demographic clusters where the user potentially belongs to. The second aspect
concerns how much importance a specific user assigns to an item. These dimensions
may be expressed as the following two vectors. DemogClusters(u), which represents
the possible demographic clusters where a user may belong, along with the probabili-
ty of belonging to each of them. The second is AttributeWeights(u), which contains
the possible items’ attributes along with the user-assigned weight for each of them.

The set of demographic clusters where a user may belong (k clusters), that form the
DemogClusters(u) vector is obtained by applying a demographic generalization tech-
nique. First, the algorithm select the m demographic variables that best differentiate
each cluster from the others using feature selection techniques. Second, the user is
queried to obtain his/her information for the selected demographic variables. Third,
our system obtains the probability of a user belonging to each demographic cluster,
based on the user given information and the users’ distribution (included in the data-
base) for each possible value for each demographic variable. Finally, the set of possi-
ble demographic clusters where the user may belong, are those in which the product
of the users’ distributions for the user given information is higher than a selected thre-
shold. The following equation presents how these clusters are obtained.

ey

PossibleClusters (u) = {CX J1P.c. (DV, =Val(DV ,,u)) > Threshold}‘v’l <x<N

Jj=1
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Here, DV stands for Demographic Variable; Val(DVj,u) represents the value of the
demographic variable j given by user u; and finally, P, ¢, (DV} = Y) = Z% expresses
that there is a Z% probability (obtain from the users’ distributions) that user u belongs
to cluster x, given that the value of the demographic variable j for that user is Y.

Once the demographic clusters a user could belong to have been selected, the prob-
abilities already obtained from equation (1) may be considered as the probabilities of
belonging to each of them. However, this would imply classifying the user based only
on his/her demographic information, and not considering other data that might also be
included the database (e.g. information about leisure, shopping, media preferences,
hobbies, etc). Therefore, for databases where this type of information is available, we
propose the following technique to obtain the probabilities of belonging to each of the
selected demographic clusters. First, we obtain the Cartesian product of the non-
demographic information included in the database for each of the previously selected
clusters (e.g. Leisure X Shopping X Media). Second, we apply the k-means data min-
ing clustering algorithm over the Cartesian product dataset, to learn the demographic
clusters and create the same number of groups as previously selected clusters (k
groups).

The results of the k-means algorithm are k groups, each labeled by the most repre-
sentative non-demographic information it contains. The k-means algorithm also
creates a table, with the distribution of instances from each demographic cluster clas-
sified into the newly created groups, as shown in Table 1.

Table 1. Instances from demographic clusters classified in the newly created groups

Total instances per
demographic clusters Demographic clusters

Total Group Group Group
instances 1 2 k

Newly Inst(C4) Inst(C4,G4) Inst(Cy,G5) Inst(C,G,) = Dem. Cluster 1
created Inst(C,) Inst(C,,G4) Inst(C,,G,) Inst(C,,G,) = Dem. Cluster 2
groups

Inst(C,) Inst(C,,G,) Inst(C,,G;) Inst(C,,G,) = Dem. Cluster k

> Inst(G,) Inst(G,) Inst(Gy) Total instances

Total instances per newly
created groups

In Table 1, Inst(Cx) represents the total number of instances belonging to the de-
mographic cluster x, Inst#(Gy) represents the total number of instances assigned to the
newly created group y, and Inst(Cx,Gy) represents the number of instances from the
demographic cluster x that were assigned to the newly created group y.

Third, we present to the user the obtained newly created groups, so he/she can se-
lect the one (or more) group(s) that best define him/her (p selected groups), based on
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the non-demographic information that labels each of them. Fourth, we obtain proba-
bilities for each of the k demographic clusters, using the following equation:

It SInst(C,.G,)=0:0 2
Pu.C)Vi<x<k=]
1 {Inst(CK,GJ)*IOO}

Otherwise : ;; Insi(G,)

Once we have obtained the possible demographic clusters where a user may belong
and computed the probability for each of them, the DemogClusters(u) vector is com-
plete. Equation (3) shows the structure of this vector, formed by pairs of the form
< Cy, P(u,C,) >, where C, represents the demographic cluster x, and P(u,C,) the
probability that the user u belongs to cluster x.

DemogClusters(u) ={< CI,P(u,Cl)>,< CZ,P(u,CZ) >,...,< Ck,P(u,Ck)>} 3

The second vector included in the user profile (AttributeWeights(u)) consists of pairs
of the form < A,,W(u,A,) >, where A, represents the item’s attribute x, and
W (u, A,) is the weight that user u assigns to attribute x. Equation (4) shows the struc-
ture of this vector, where r represents the selected number of items’ attributes that
best differentiate the items between them:

AttrlbuteWelghts {<A W u A >,< AZ,W(M,A2)>,...,< A,,W(M,Ar)>} “4)

2.2 Location Awareness and Mobility Level

The second phase of the algorithm consists of obtaining the user’s mobility level and
current location. Consequently, the user is asked to choose the means of transport (i.e.
mobility level) that best describes his/her current situation (e.g. driving a car, riding a
bike, wheelchair, or walking). Based on the user selection, the routes to be considered
when predicting the distance and time to each item are selected. Subsequently the
user’s current latitude and longitude spatial coordinates are obtained from Google
Maps®, through its application programming interface (API), using the current user
address.

2.3  Assessing the Items’ Utilities Considering the User Profile

The third phase of our algorithm is divided into two stages. The first stage entails
obtaining an utility for each item (Demographic Utility (DU)), based on the previous-
ly created vector DemogClusters(u). However, in order to do so, all the items in the
database need to be mapped to one or more demographic clusters. Consequently, we
assign each item to one or more categories, which in turn are linked to one or more
demographic clusters.

Once all the items are related to one or more demographic clusters through one or
more categories, we compute the probability that a user might prefer each of these
categories. As shown in equation (5), these probabilities are calculated based on the
probabilities of belonging to each of the k previously selected demographic cluster.
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L |If ItemCat € C, : P(u,C;)
P(u,ItemCat ) = Z{Otherwise 0 (%)

i=1

Here, P(u, ItemCat,) represents the probability that user u prefers the item category
x. Subsequently, these probabilities are used to obtain the demographic utility (DU)
for each item. This DU is computed as the average of the probabilities that the user
prefers each category where the item belongs to. The DU of an item is obtained by
using equation (6), where g represents the number of identified items’ categories.

¢ (If I e ItemCat. : P(u, ItemCat.
DU(1.u) 1 { : ¢ Pl llemCat) (©)

- Numof Catof 145’ | Otherwise : 0

x

The second stage involves assessing a utility for each item (Weighted Utility (WU)),
considering now the previously created AttributeWeights(u) vector. The WU for each
item is calculated as the sum of each user given weight for all the attributes of an
item, as shown in equation (7).

WU (I ,u)=
(L) Z Otherwise : 0

i=1

: {IfA,. el :WuA) (7N

2.4  Assessing the Items’ Utilities Considering the User Location

The fourth step in the algorithm involves assessing a utility for each item, based on
the user’s current location and mobility level. In this phase, each item is assessed
under two additional criteria: the distance from the user (Distance Utility (DisU)), and
the time it would take the user to reach the item (7ime Utility (TU)), considering the
user’s mobility level. It is important to note that these new utilities, expressed in ki-
lometers and minutes from the user, are inversely proportional to the item utility for
the user. That is, the closer an item is the higher its utility for the user. Finally it is
noteworthy to mention that while the TU is obtained from Google Maps®; the DisU is
obtained by means of SQL spatial queries, performed over a spatial database using the
user coordinates.

2.5  Creating the User Preference Model

The utilities that were obtained during the third and fourth phases represent the four
criteria considered to create the user preference model, which in turn represents the
importance to the user. To obtain the user preference model we apply the UTA* algo-
rithm. This algorithm is a regression-based technique that infers preference models
from given global preferences (e.g. previous user choices) [2, 3]. For more informa-
tion on this algorithm, we recommend [2-5].

In order to apply this algorithm we first need to obtain the user’s weak preference
order, which represents the user preferences for some items, after considering the four
criterions for each of them. Consequently, the system randomly selects ten items,
along with their four utilities, to present to the user, who is then asked to rate them in
a non-descending order. The result of the UTA* algorithm is a vector of four values,



36 S. Valencia Rodriguez and H.L. Viktor

which represent the weights of each of these four criterions for that user. These
weights are calculated using linear programming techniques. The resulting vector
from the UTA* algorithm has the following form:

PM(”) =Wous W s Woiswrs Wi } (8)

2.6 Recommending the Items That Best Match the User Preferences

The last phase of the algorithm involves assessing an integrated, final utility for each
item, using the previously obtained user preference model. It follows that, to apply the
previously obtained weights from the model, the values of the four different utilities
must be normalized so they are in the same range {0,...,1}, otherwise the final utility
would be biased toward the criterion with the highest scale. Therefore, each utility is
divided by its highest value among all the items. Moreover, since the distance and
time utilities are inversely proportional to the user utility, after dividing their values
by their highest utility the resulting value is subtracted from /, and the remainder is
the utility to be considered. The final integrated item’s utilities are obtained by apply-
ing the following equation:

U1 ) =y 20Ut) gy WOU)_y, fy DOOU) |y ) TUG ) (5)
max(DU (u)) max(WU (u)) max(DisU (u)) max(TU(u))

3 Experimental Evaluation

As a case study, we created PeRS, a Personal Recommender System that recommends
events to attend to consumers. The source datasets used in this case study are the fol-
lowing. The Ottawa Open Data Events database is our items dataset, which contains
the events that will take place within the National Capital Region of Canada. By events
we refer to festivals/fairs, film/new media, galleries, music, theater, and so on [9]. Our
large-scale demographic database is the PRIZM C2 Database that classifies Canada’s
neighborhoods into 66 unique lifestyle types, providing insights into the behavior and
mindsets of residents [10]. The Ottawa Open Data Geospatial databases contain spatial
information to geographically locate different elements of interest (i.e. rivers, build-
ings, museums, municipalities, wards, roads, cities and country areas) [11].

3.1 Experimental Design

We evaluated our algorithm using an offline experiment. This type of experiment was
chosen because it focuses on the recommendation technique that is being used, rather
than the system interface, which makes it highly suitable for our environment [1].
Since the design and implementation of a Recommender System depends on the spe-
cific requirements, goals, and sources of information, the properties used to evaluate a
system should be selected according to each application domain. The selected proper-
ties to be evaluated in our offline experiment were the system’s prediction accuracy,
item and user coverage, and confidence. (For more information on other properties to
evaluate and compare Recommender Systems, we recommend [1]).



A Personalized Location Aware Multi-Criteria Recommender System 37

We performed a pilot study with 30 human subjects to obtain, according to the
central limit theorem, a punctual estimation of the standard deviation of the popula-
tion [11]. Table 2 presents the structure of the questionnaire answered by the human
subjects that took part in the experiment. This questionnaire was designed to gather
the required data to create the users’ preference models, and to evaluate the recom-
mendations.

Table 2. Structure of the questionnaire applied to the users

Section Gathered Information

Personal Information | The user is asked 9 personal questions, along with his/her mobility level
Preferences The user is asked to provide weights to the identified events’ attributes

Activities The user is asked to select the groups of activities where he/she identi-
fies the most.

Events The user is asked to rate 10 randomly selected events, considering the

information for all the criteria.

3.2  Experimental Results

Table 3 presents a summary of the results obtained. Our analysis is centered on four
aspects. Firstly, our goal was to analyze the distribution of the subjects considered in
the experiment. Secondly, we aimed to evaluate the system accuracy and the ability to
cluster the subjects into the most adequate demographic groups. Thirdly, we learned
the system accuracy from the user profiles. Finally, we evaluated the system cover-
age, in terms of user and item space coverage.

From the results, as shown in Table 3, we may conclude that, based on their demo-
graphic information, 93% of the subjects that partook in experiment have differences
in their profiles. This allowed us to test the system for a wide-spread distribution of
users, and therefore potentially draw more reliable conclusions for the general popula-
tion. Additionally, we concluded that the system was able to narrow down the
possible matching clusters where a subject may belong, using only the selected
demographic variables asked to the subjects. Furthermore, the subjects identified
themselves within 86% of the clusters selected by the system, considering the charac-
teristic activities of the people within each group. This indicates that the system
accurately classified the subjects into the correct demographic groups.

The system has a predictive accuracy between 75% and 82% with a confidence of
95%. This accuracy represents the effectiveness of the system to identify the user
preferences and rank the items in the same way he/she would approach this task.
Moreover, for 80% of the subjects considered in our experiment the system was able
to rank the items with at least 70% match with the way they would have proceeded
(i.e. user space coverage). In addition, the system recommended 81% of the items in
the database to at least one user (i.e. item space coverage).

Finally, from the results obtained from the performed classification and statistical
analyzes, we concluded that the accuracy of the produced recommendations does not
solely depend on the user profile. Therefore, it could potentially be used for a wide
range of the population and produce equally accurate recommendations. We will ex-
plore the validity of this observation in our future work.
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Table 3. Experimental results

Property Measured Value ‘ Interpretation ‘
Users 93.33% of the users in the | The users present an equal distribution in most of the
Distribution experiment have different | considered personal information. Correspondingly this

profiles (based on their wide spread distribution of users allows the system to
personal information). be tested for different user types, and therefore draw

reliable conclusions for a wide range of the population.

Narrowing The system identified an The system is able to narrow in a 95.38% the possible
Percentage average of 4 out of 66 demographic groups where a user may belong, during
possible clusters where a the demographic generalization process.

user may belong

Accuracy to 26 out of 30 users identi- 86.66% of the users identified themselves with the
identify the fied themselves, in every activities included in the demographic groups selected
matching one of the selected demo- by the system.

clusters graphic groups for him/her.

Prediction Accuracy: The system recommends items that match the user
Accuracy and | {75.36 % — 82.96%} preferences with an average of 79.16%, for 95% of the
Confidence Confidence: 95% population.

Learning Based on the results obtained from applying classification and statistical regression
the System analyzes, using a decision tree, we conclude that the system accuracy doesn’t depend
Accuracy on the user profile. Therefore it follows that the system can produce equally accurate

recommendations for a wide range of the population.

User Space For 80% of the users the system created models that can rank the events with at least
Coverage a 70% match with how the users would have ranked them.

Item Space 81.97% of the items in the database were recommended to a user at least once, with
Coverage at least 50% match of his/her preferences.

4 Conclusion

This paper presents a Recommender System that utilizes an algorithm to generate user
models which includes the user context and preferences in the decision model. Our
algorithm, as shown in the experiments, accurately identifies the demographic groups
where a user may belong. Our results indicate that we are able to produce highly ac-
curate recommendations for a wide range of the population. Further, we are able to
construct accurate user profiles. Our algorithm has the following noteworthy characte-
ristics. It uses more than one decision criteria and is therefore able to identify what it
is most important for a user when selecting an item over the others. It creates user
preference models, consequently the system is capable to understand the user interests
and preferences, and is not biased from previous user actions. It generalizes the user
profile, thus the system is capable to reason from the commonalities between demo-
graphic groups, and it doesn’t require previous gathered information about other us-
ers’ interactions. Importantly, it is location aware and as a result the system varies the
recommendations as the user location or level of mobility changes. Our future work
will focus on producing accurate preference models in an imbalanced preference
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setting. This would imply that our algorithm should distinguish user preferences, even
when they may be very similar. Additionally, it would be interesting to evaluate the
prediction accuracy of our system considering a larger number of users and different
locations. Finally, it would be worthwhile to compare the obtained results from our
system, against other linear and non-linear recommendation techniques [12].
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Abstract. This paper describes the design and implementation of a new dynam-
ic Web Recommender System using Hard and Fuzzy K-modes clustering. The
system provides recommendations based on user preferences that change in real
time taking also into account previous searching and behavior. The recommen-
dation engine is enhanced by the utilization of static preferences which are
declared by the user when registering into the system. The proposed system has
been validated on a movie dataset and the results indicate successful perfor-
mance as the system delivers recommended items that are closely related to
user interests and preferences.

Keywords: Recommender Systems, Hard and Fuzzy K-Modes Clustering.

1 Introduction

Recommender Systems (RS) have become very common on the World Wide Web,
especially in e-Commerce websites. Every day the number of the listed products in-
creases and this vast availability of different options creates difficulties to users of
finding what they really like or want. RS can be seen as smart search engines which
gather information on users or items in order to provide customized recommendations
back to the users by comparing each other [1]. Although RS give a strategic advan-
tage they present some problems that have to be dealt with. Different techniques and
algorithms are continuously being developed aiming at tackling these problems.

Existing strategies, despite their wide availability, come with problems or limita-
tions related to the adopted architecture, the implementation of new algorithms and
techniques and the considered datasets. For example, some existing RS make recom-
mendations for the interested user utilizing static overall ratings which are calculated
based on the ratings or preferences of all other users of the system. Other systems
recommend items to the current user based on what other users had bought after they
viewed the searched item.

The system proposed in this work makes recommendations based on the prefe-
rences of the interested user, which are dynamically changed taking into account
previous searches in real time. This approach is enhanced by the utilization of static

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 40-51] 2013.
© IFIP International Federation for Information Processing 2013
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preferences which are declared by the user when registering into the system. The
clustering procedure, being the heart of the recommendation engine, is of particular
importance and a number of techniques such as Entropy-Based, Hard K-modes and
Fuzzy K-modes have been utilized. The proposed system has been tested using the
MovieLens1M dataset, which was linked with IMDB.com to retrieve more content
information. The final results indicate that the proposed system meets the design ob-
jectives as it delivers items which are closely related to what the user would have
liked to receive based on how s(he) ranked the different categories depending on what
(s)he likes more and her/his previous behavior.

The remainder of the paper is organized as follows: Section 2 provides an overview
of the clustering techniques that were used by the proposed system and discusses
related work on the topic. Subsequently, section 3 describes the notions behind the
technical background of the proposed system. Section 4 focuses on the way the sys-
tem works, describing the structure of the dataset and discussing briefly the intelligent
algorithms that were designed and used. This section also illustrates the experiments
carried out followed by a comparison between the two clustering techniques. Finally,
section 5 offers the conclusions and some future research steps.

2 Literature Overview

Recommender Systems (RS) are of great importance for the success of Information
Technology industry and in e-Commerce websites and gain popularity in various
other applications in the World Wide Web [1]. RS in general help users in finding
information by suggesting items that s(he) may be interested in thus reducing search
and navigation time and effort. The recommendation list is produced through colla-
borative or content-based filtering. Collaborative filtering tries to build a model based
on user past behavior, for example on items previously purchased or selected, or on
numerical ratings given to those items; then this model is used to produce recommen-
dations [10]. Content-based filtering tries to recommend items that are similar to those
that a user liked in the past or is examining in the present; at the end a list of different
items is compared with the items previously rated by the user and the best matching
items are recommended [11].

The work described in [5] discusses the combination of collaborative and content-
based filtering techniques in a neighbor-based prediction algorithm for web based
recommender systems. The dataset used for this system was the MovieLens100K
dataset consisting of 100000 ratings, 1682 movies and 943 users, which were also
linked with IMDB.com to find more content information. The final results showed
that the prediction accuracy was strongly dependent on the number of neighbors taken
into account and that the item-oriented implementation produced better prediction
results than the user-oriented. The HYB-SVD-KNN algorithm described in this work
was four times faster than the traditional collaborative filtering.

Ekstrand and Riedl [6] presented an analysis of the predictions made by several
well-known algorithms using the MovieLenslOM dataset, which consists of 10
million ratings and 100000 tag applications applied to 10000 movies by 72000 users.
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Users were divided into 5 sets and for each user in each partition 20% of their ratings
were selected to be the test ratings for the dataset. Therefore, five recommender algo-
rithms were run on the dataset and the predictions of each algorithm for each test
rating were captured. The results showed that the item-user mean algorithm predicted
the highest percentage of ratings correctly compared to the other algorithms. This
showed that the algorithms differed in the predictions they got wrong or right. Item-
item got the most predictions right but the other algorithms correctly made predictions
of up to 69%.

The work presented in [7] described long-tail users who can play an important role
of information sources for improving the performance of recommendations and pro-
viding recommendations to the short-head users. First, a case study on MovieLens
dataset linked with IMDB.com was conducted and showed that director was the most
important attribute. In addition, 17.8% of the users have been regarded as a long tail
user group. For the proposed system 20 graduated students were invited to provide
two types of recommendations and get their feedbacks. This resulted in 8 users out of
20 to be selected as a long tail user group (LTuG), two times higher than the Movie-
Lens case study. Finally, it was concluded that the LTuG+CF outperformed CF by
30.8% higher precision and that user ratings of the LTuG could be used to provide
relevant recommendations to the short head users.

The work of McNee et al.[8] suggested that recommender systems do not always
generate good recommendations to the users. In order to improve the quality of the
recommendations, that paper argued that recommenders need a deeper understanding
of users and their information. Human-Recommender Interaction is a methodology of
analyzing user tasks and algorithms with the end goal of getting useful recommenda-
tion lists and it was developed by examining the recommendation process from an end
user’s respective. HRI is consisted of three pillars: The Recommendation Dialog, the
Recommender Personality and the User Information seeking Tasks and each one con-
tains several aspects.

Karypis et al. [9] presented a class of item-based recommendation algorithms that
first determine the similarities between the various items and then use them to identify
the set of items to be recommended. In that work two methods were used: The first
method modeled the items as vectors in the user space and used the cosine function to
measure the similarity between the items. The second method combined these similar-
ities in order to compute the similarity between a basket of items and a recommender
item. Five datasets were tested in the experimental part and the results showed that the
effect of similarity for the cosine-based scheme improved by 0% to 6.5% and for the
conditional probability based by 3% to 12%. The effect of row normalization showed
an improvement of 2.6% for the cosine-based and 4.2% for the probability. The
model size sensitivity test showed that the overall recommendations accuracy of the
item-based algorithms does not improve as we increase the value of k. Finally they
concluded that the top-N recommendation algorithm improves the recommendations
produced by the user-based algorithms by up to 27% in terms of accuracy and it is 28
times faster.
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This paper describes the design and implementation of a new dynamic Web Re-
commender System using Hard and Fuzzy K-modes clustering. The system provides
recommendations based on user preferences that change in real time taking also into
account previous searching and behavior and based on static preferences which are
declared by the user when registering into the system.

3 Technical Background

3.1 Entropy-Based Algorithm

The Entropy-based algorithm groups similar data objects together into clusters based
on data objects entropy values using a similarity measure [2]. The entropy value H i

of two data objects X ;and X ; 1s defined as follows:
H; =E;log,(E;)~(-E;)log,(1- E;) (1

where i #j.

E ; 1s a similarity measure between the data objects X ;and X ;and is measured

using the following equation:
—aD,

E.=e " @

ij
where D ; 18 the distance between X ;and X ; and a is calculated by
—In(0.5)
a=———-—
D

3

and l_) is the mean distance among all the data objects in the table. From Equation (1)

the total entropy value of X ; with respect to all other data objects is computed as:

H, :—Z[E,.j log,(E;)—(1-E;)log,(1-E,)] (4)
ok
The Entropy-based algorithm passes through the dataset only once, requires a thre-
shold of similarity parameter § and is used to compute the total number of clusters in
a dataset, as well as to find the locations of the cluster centers [3]. More specifically,
the algorithm consists of the following steps:

1. Select a threshold of similarity 4 and set the initial number of clusters ¢ = 0.

2. Determine the total entropy values H for each data object X as shown by Eq-
uation (4).

3. Setc=c+l1.
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4. Select the data object X . with the least entropy H . andset Z, = X . as
the ¢, cluster centre.

5. Remove X min and all data objects having similarity S.

If X is empty then stop, otherwise go to step 3.

The Entropy-based algorithm was used in this paper to compute the number of clus-
ters in the dataset, as well as to find the locations of the cluster centers.

3.2 Hard K-Modes Clustering

The K-Modes algorithm extends the K-means paradigm to cluster categorical data by
removing the numeric data limitation imposed by the K-means algorithm using a
simple matching dissimilarity measure or the hamming distance for categorical data
objects or replacing means of clusters by their mode [4].

Let X, and X, be two data objects of X, defined by m attributes. The dissimi-

larity between the two objects is stated as:

d(X,,X,) =) 6(x,;.x,,) (5)
j=1
where:
0,%; =X,
O(x,;,x,;)= (6)
1, Xy # Xy

In the case of Hard K-Modes clustering, if object X, in a given iteration has the

shortest distance with center Z,, then this is represented by setting the value of the
nearest cluster equal to 1 and the values of the other clusters to 0.

Fora=0:

1itd(Z,,X,)<d(Z, X,), 1<h<k
W, = (7)

1

0, otherwise
In the above equation wy; is the weight degree of an object belonging to a cluster.

3.3  Fuzzy K-Modes Clustering

Fuzzy K-Modes algorithm is an extension of the Hard K-Modes algorithm and it was
introduced in order to incorporate the idea of fuzziness and uncertainty in datasets [3].
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For a >1:
[ I, if X, =2,

0, if X,=Z,,h#1 (8)

1

k d(Zl’Xi) A—l

KZ d(Zh.X,)

If a data object shares the same values of all attributes within a cluster then it will be
assigned entirely to that cluster and not to the others. If a data object in not completely
identical to a cluster then it will be assigned to each cluster with a membership de-
gree.

X, #Z,and X, #Z,,1<h<k

4 Methodology and Experimental Results

4.1 Proposed System

Figure 1 shows a schematic representation of the proposed system. First the user
registers into the system and ranks the different categories depending on what (s)he
likes more using a weight ranking system. The ranking of the categories is called
static information because this type of information can only be changed after a certain
period of time when the user will be prompted by the system to update her/his rank-
ings as their interest in certain categories may have changed. The system requires a
certain number of searches to be conducted first so as to understand the user behavior
(dynamic information) and then it starts recommending items. A dynamic bit-string is
created after the first searches and is updated with every new search. This string is
compared with each movie in the dataset to eliminate those movies that the user is not
interested in depending on search profile thus far. If there is at least one 1 in the com-
pared bit string then the movie moves is inserted into a lookup table. After that the
system creates the clusters depending on the new dataset size (i.e. the movies in the
lookup table) and the entropy threshold similarity value f which is assumed to be
constant; however, its value needs to be tuned based on the size of the dataset in order
to reach optimal performance. The next step is the update of the clusters to include the
static information of the user. This is performed so as to eliminate the problem
encountered by the system after having a specific object belonging to two or more
clusters. Therefore, the new clusters also include the static information depending on
how the user ranks the categories.
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Fig. 1. How the proposed RS works

When the user performs searching queries the keyword used is compared with each
cluster center and the proposed system finds the most similar one depending on the
searched item (winning cluster); this cluster is then used to provide the recommenda-
tions. In the meantime the searched keyword is saved by the system as part of the
dynamic information which is thus updated in real time.

4.2 Dataset

The dataset used in the proposed system is an extension of the Movie Lens 1M dataset
that can be found at GroupLens.org. The Movie Lens 1M dataset is consisted of 1
million ratings from 6000 users on 4000 movies. The proposed system is not using the
user ratings so we deal only with the movies. From the 4000 movies some movies are
duplicated so we had to remove them thus concluding with a final dataset numbering
a total of 3883 movies. Then we linked the final dataset with IMDB.com, the world’s
largest movie database, to retrieve more information about the categories of each
movie.

Table 1 shows the different movie categories. In total there are 18 different catego-
ries. Therefore, the experimental dataset used for the encoding and testing of the
proposed system was a matrix of 3883 movies in rows times 18 movie categories in
columns.

4.3  Experimental Results

Three users with different characteristics that searched for various items were used
to test the proposed recommendation schema on the movie dataset described in
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section 4.1. As previously mentioned, the system recommended movies based on the
Hard and Fuzzy K-Modes clustering. The different characteristics used by the system
to predict accurate recommended items were: (i) the total number of the final clusters
based on the threshold similarity value S, (ii) the ranking of the movie categories ac-
cording to the user interests and, (iii) the past history of different searches that each of
the users conducted.

Table 1. Movie Categories

Column Movie Category
1 Animations
2 Children
3 Comedy
4 Adventure
5 Fantasy
6 Romance
7 Drama
8 Action
9 Crime
10 Thriller
11 Horror
12 Sci-Fi
13 Documentary
14 War
15 Musical
16 Mystery
17 Western
18 Film-Noir

The Root Mean Square Error (RMSE) was used as the evaluation metric to assess
the accuracy of the results, which is defined as follows:

C _ 2
RMSE _ ; (xobs,i xmod el,i ) (9)

n

where X,;;; and X,,,4;; are the observed and modeled values at the i-th sample

respectively.

Table 2 shows how one of our users ranked the different movie categories. This
information is inserted into the clusters and changes them to include the weight
reflecting the interests of the user.
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Table 2. UserA Movie Rankings

1. Drama 10. Crime

2. Adventure 11. Mystery

3. Animation 12. Thriller

4. Action 13. Documentary
5. War 14. Romance

6. Children 15. Film-Noir

7. Musical 16. Sci-Fi

8. Comedy 18. Horror

9. Western 19. Fantasy

Table 3 shows the ten first searches that UserA conducted in order for the system
to understand his/her behavior by examining the movie categories searched more. If
the value of a specific category exceeds a specific value, in our case this value is
equal to three, then the system selects that category as a “frequently searched”. In the
case of UserA the categories searched more are Adventure and Drama. After the ten
first searches the system starts to recommend items to the interested user based on
how (s)he ranked the movie categories, what (s)he has searched more and the
searched keywords. The analysis of the specific searches follows.

Table 3. UserA — Ten first searches

1D Movie Title Movie Categories

23 Assasins Thriller

31 Dangerous Minds Drama

86 White Squall Adventure , Drama

165 The Doom Generation Comedy , Drama

2 Jumanji Adventure, Children, Fantasy
167 First Knight Action, Adventure, Drama, Romance
237 A Goofy Movie Animation, Children, Comedy, Romance
462 Heaven and Earth Action, Drama, War

481 Lassie Adventure, Children
1133 The Wrong Trousers Animation, Comedy

Close inspection of the results listed in Table 4 reveals the following findings:

i. The proposed fuzzy algorithm is more accurate on average than the Hard
implementation as it adjusts dynamically the knowledge gained by the RS
engine.

ii. Both algorithms always suggest movies in ascending order of error magni-
tude, while there are also cases where movies bear the exact same RMS
value; this is quite natural as they belong to the same cluster with the same
degree of membership.

iii. The error depends on the category of the movie searched for each time;
therefore, when this type perfectly matches the clustered ones the error is
minimized.
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Table 4. UserA recommendation results and evaluations per clustering method and search
conducted — RMSE values below each method corresponds to the average of the five searches

Searches and Recommendations
Clustering Methods 1 2 3 4 5
Two Family . Requime Remember e
Tigerland Girlfight
Hard House ]1;5:;: for a Dream the Titans ];rra;x%a
g ‘E 0.3333 Drama 03333 Drama Drama 03333
% % 0.3333 ’ 0.3333 0.3333 '
]
s g
a3 Now and Da S
= 8 Othello owat Angela angerous Restoration
= 0 Fuzzy Drama Then Drama Minds Drama
0.3333 Drama Drama
0.3333 0.3333 0.3333
0.3333 0.3333
A Knight i
Bootmen Beautiful Duets Newlﬁg{oﬂl{n Mr.Mom
Hard Comedy and Comedy Comedy Comedy and Comedy
é g 0.0 Drama and Drama and Drama Drarzla and Drama
<
2 A 0.0 0.0 0.0 0.0 0.0
£ Con
RZE-=1 Waitine t cking
5 -§‘ }3)1(}112%6 © To Die For and Big Bully Nueba Yol
< g Fuzzy Comedy and Comedy Screaming Comedy and Comedy
{ O 0.0 Drari/la and Drama Comedy Drama and Drama
0.0 and Drama 0.0 0.0
0.0
0.0
For the The
Digimon Lovevc.)f Legend of Tall Tale Barneys
Adventure, Benji Lobo Adventure
Hard L. Adventure
_ 04588 Animation Adventure Adventure and Children and
A% 8 ' and Children and and 04714 Children
g é 0.4082 Children Children ’ 04714
U’S) 2 04714 0.4714
2 2 Pete’s Dra- Gullivers . Bedknobs The Lord
L2 S Digimon of the
T E gon Travels Adventure and ;
>.d. g Adventure, Adventure, 7 Broomsticks Rings
o g Fuzzy L . . Animation Adventure.
#* < Animation, Animation Adventure, R S
0.4059 . and . . Animation,
Children and and . Animation .
. . Children B Children
Musical Children 0.4082 and Children and Sci-Fi
0.3333 0.4082 0.4082 0.4714
But.ch Action Last Action Mars Attack Tank. Girl
Cassidy R Action,
£ . Jackson Hero Action,
Q Hard Action, . . . Comedy,
2 Action and Action and Comedy, Sci- .
0.2576 Comedy and . Musical,
§ E Western Comedy Comedy Fi and War Sci-Fi
= 0.2357 0.2357 0.4082 -
[;:D i 0.2576 0.4082
£°73 Beverl Th
>? oé ILove Vever Y ¢ Beverly Hills | Last Action
o Hills Cop CowBoy e
+ O Trouble Ninja Hero
* oo Fuzzy . it Way . .
S Action and . . Action and Action and
3 0.2357 Action and Action and
9 Comedy Comedy Comedy
< 0.2357 Comedy Comedy 02357 0.2357
) 0.2357 0.2357 ) )
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Table 5 summarizes the mean RMS error values for four additional users tested on
five different searches. Due to size limitations we omitted the details of the searched
categories as these resemble the ones presented for UserA. It is once again clear that
the algorithm behaves successfully, with average error values below 0.5 with only one
exception (first search of UserB) and with consistently better performance being ob-
served for the Fuzzy implementation.

Table 5. Summary of recommendation results and mean evaluations per clustering method for
four more users

Searches
User Method 7 2 3 P 3
B Hard 0.5774 0.3480 0.4572 0.4557 0.2357
Fuzzy 0.5360 0.3368 0.4082 0.4335 0.2552
Hard 0.3135 0.3333 0.3437 0.3714 0.2357
¢ Fuzzy 0.2552 0.2357 0.3437 0.2747 0.2357
Hard 0.0 0.4082 0.3333 0.3999 0.4461
D Fuzzy 0.0 0.4082 0.3333 0.3908 0.4082
Hard 0.3782 0.3610 0.3714 0.4885 0.2943
F Fuzzy 0.3782 0.3333 0.3333 0.4673 0.2943

5 Conclusions

Web Recommender Systems are nowadays a powerful tool that promotes e-commerce
and advertisement of goods over the Web. High accuracy of recommendations,
though, is not an easy task to achieve. This paper examined the utilization of the Hard
and Fuzzy K-modes algorithms in the recommendation engine as a means to approx-
imate the interests of users searching for items on the Internet. The proposed approach
combines static information entered by the user in the beginning and dynamic infor-
mation gathered after each individual search to perform clustering of te available
dataset. Recommendations are given to the user by comparing only cluster centers
with the search string thus saving execution time.

A series of synthetic experiments were executed to validate the RS system using
the MovieLens1M dataset, which was linked with IMDB.com to retrieve more con-
tent information. More specifically, five different users with various interests on mov-
ies performed five different searches and the recommendations yielded by the Hard
and Fuzzy K-Modes algorithms were assessed in terms of accuracy using the well-
known RMS error. The results revealed small superiority of the Fuzzy over the
Hard implementation, while recommendations were quite accurate.

Future work will concentrate on conducting more experiments and comparing with
other approaches using collaborative or content-based filtering. In addition, a dedicat-
ed website will be developed through which real-world data will be gathered for expe-
rimentation purposes. Finally, the system will be enhanced with new functionality
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which will prompt the user, after a certain period of time, to update her/his static in-
formation so as to generate more accurate recommendations as interest in certain
categories may have changed.
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Abstract. Quality design of websites implies that among other factors, hype-
links’ structure should allow the users to reach the information they seek with
the minimum number of clicks. This paper utilises the fuzzy equivalence rela-
tion based clustering in adapting website hyperlinks’ structure so that the redes-
igned website allows users to meet as effectively as possible their informational
and navigational requirements. The fuzzy tolerance relation is calculated based
on the usage rate of hyperlinks in a website. The equivalence relation identifies
clusters of hyperlinks. The clusters are then used to realocate hyperlinks in
webpages and to rearrange webpages into the website structure hierarchy.

Keywords: fuzzy equivalence relation, web adaptation, hyperlinks’ clustering.

1 Introduction

When designing a website, the way that its content is organised and how efficiently
users get access to it, influence the user perceived design quality. The designers’ goal
is an effective and plain communication of content [2]. Website structure has been
identified by many reaserch studies as an important factor that affects web design
quality. The users’ perception of how different parts of a web site are linked together
is a strong indicator of effective design [4], [13]. Thus, the websites’ hyperlinks
structure should adapt to meet users’ changing requirements and priorities depending
e.g. on the expertise of users in navigating a website, their familiarity with its content
structure, their information needs, etc. Furthermore, hyperlinks structure has been
extensivley used in web search engines and web mining [12]. The number of links
pointing to a web page is considered as a quality indicator that reflects the authority of
the web page the links point at [1]. Many algorithms have been developed to tackle
one of the greatest challenges for web design and search engines, i.e. how to specify
an appropriate website structure, or how to evaluate webpages quality [8]. This paper
suggests the use of fuzzy equivalence relation clustering to restucturing webpages

* Corresponding author.

H. Papadopoulos et al. (Eds.): AIAI 2013, IFIP AICT 412, pp. 52-50] 2013.
© IFIP International Federation for Information Processing 2013



Fuzzy Equivalence Relation Based Clustering and Its Use to Restructuring Websites 53

throught hypelinks popularity. Until recently, the web users’ browsing behaviour was
often overlooked in approches that attempted to manage websites’ structures or
determining the quality of webpages [9]. This paper considers the popularity of
hypelinks as an indicator of users’ browsing behaviour and classifies links into pages
and subsequently pages are allocated to different website levels. An illustrative
example is provide to expemlify the proposed approach.

2 Hyperlink Analysis

Although hyperlink analysis algorithms that produced significant results have been
developed, they still need to tackle challenges such as how to incorporate web user
behaviour in hyperlink analysis [8]. A website is considered as a graph of nodes and
edges representing webpages and hyperlinks respectively. Based on the hyperlinks
analysis, the importance of each node can be estimated thus leading to a website
structure that reflects the relative importance of each hyperlink and each web page
[7]. Two of the most representative links analysis algorithms are the HITS [S5] and the
Google’s PageRank [1], which assume that a user randomly selects a hyperlink and
then they calculate the probabilities of selecting other hyperlinks and webpages.
Many other link analysis algorithms stem from these two algorithms. The basic idea
behind link analysis algorithms is that if a link points to page (i) from page (j), then it
is assumed that there is a semantic relation between the two pages. However, the links
may not represent users’ browsing behaviour, which is driven by their interests and
information needs. Hyperlinks are not clicked by users with equal probabilities and
they should not be treated as equally important [9]. Thus, webpages that are visited
and hyperlinks that are clicked by users should be regarded as more important than
those that are not, even if they belong to the same web page. It is therefore reasonable
to use users' preferences to redesign the hyperlink graph of a website [8]. Google
Toolbar and Live Toolbar collect user browsing information. User browsing prefe-
rences is an important source of feedback on page relevance and importance and is
widely adopted in website usability [3], [20], user intent understanding [22] and Web
search [9] research studies. By utilising the user browsing behaviour, website struc-
tures can be revised by deleting unvisited web pages and hyperlinks and relocating
web pages and hyperlinks according to their importance as perceived by the users, i.e.
as the number of clicks show. Liu et al. (2008) developed a “user browsing graph”
with Web log data [10]. A website representing graph as derived from user browsing
information can lead to a website structure closer to users’ needs, because links in the
website graph are actually chosen and clicked by users. Liu et al. (2008) also pro-
posed an algorithm to estimate page quality, BrowseRank, which is based on conti-
nuous-time Markov process model, which according to their study performs better
than PageRank and TrustRank.
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3 Fuzzy Relations and Fuzzy Classification

3.1  Fuzzy Relations

Fuzzy relations are important for they can describe the strength of interactions be-
tween variables [11]. Fuzzy relations are fuzzy subsets of X XY, that is mapping from

X—=Y.Let X, Y CR be universal sets. Then

R={((x,y), ftp (x, ) | (x,y) € X XY} )

is called a fuzzy relation on X XY [23].

3.2  Fuzzy Classification with Equivalence Relation

Numerous classification methods have been proposed so far including cluster analy-
sis, factor analysis, discriminant analysis [16], k-means analysis [14], c-means clus-
tering [21]. According to Ross (2010) there are two popular methods of classification
namely the classification using equivalent relations and the fuzzy c-means. Cluster
analysis, factor analysis and discriminant analysis are usually applied in classic statis-
tical problem where large sample or long term data is available. When dealing with
small data k-means or c-means methods are preferred [18]. In this paper, we use fuzzy
equivalent relations and lambda-cuts (A-cuts) to classify links, according to their im-
portance in a website. Classification based on A-cuts of equivalent relations is used in
many recent studies [6], [17] and [19]. An important feature of this approach is that
for its application it is not required to assume that the number of clusters is known as
it is required by other methods such as in the case of k-means and c-means clustering
[18].

A fuzzy relation on a single universe X is also a relation from X to X. It is a fuzzy
tolerance relation if the two following properties define it:

Reflexivity: pr(x;, X;) =1

Symmetry: pr(X;, Xj) = Hr(Xj, X;)

Moreover, it is a fuzzy equivalence relation if it is a tolerance relation and has the
following property as well:

Transitivity: HR(Xi, Xj) = }Ll and HR(Xi, Xk) = 7\2 i }J,R(Xi, Xk) = }\,, where A > min[kl, 7\2]

Any fuzzy tolerance relation can be reformed into a fuzzy equivalence relation by
at most (n — 1) compositions with itself. That is:

R'™" =R oRo..oR =R )

In fuzzy equivalent relations, their A-cuts are equivalent ordinary relations.

The numerical values that characterize a fuzzy relation can be developed by a
number of ways, one of which is similarity[15]. Min-max method is one of the simi-
larity methods that can be used when attempting to determine some sort of similar
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pattern or structure in data through various metrics. The equation of this method is
given below:

m
> min(x,,x ;)
k=1

r 3)

g m >
Zmax(xik X )
k=1

wherei,j=1,2,...,n
In this paper, we use min-max similarity method due to its simplicity and common
use [15].

4 Proposed Methodology

Assume a website (WS) consists of a number (p) of web pages (wp) such as
WS={wp}. A website is regarded as a set of partially ordered web pages, according to
their popularity in terms of users’ preferences, i.e. visits. Thus, assuming a website
has three levels of web pages, the web pages are allocated to a website level accord-
ing to the demand users show for the web page.

The proposed methodology consists of the following steps:
1. Identify the links of each web page in a website.
2. In order to capture the users’ browsing behaviour, first measure the clicks
made for each link (l;), then compute and normalise their demand using the
following type:

DI = i, “

where DJ; is the demand for link i, i=1,2,...,n and CI; are the number of clicks
for the link i. D1; £ [0,1].

3. Fuzzify the DI using triangular fuzzy numbers (TFNs) and specify their cor-
responding linguistic variables.

4. Calculate the membership degree to the corresponding linguistic variables for
each link, using membership functions. The membership function of a TFN is
given by the following formula:

0, x<a
(x—a)/l(b—a),a<x<banda<b

Hy(x)= Q)
(c—x)/(c=b),b<x<candb<c

0, x2c
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Calculate the fuzzy tolerance relation ( R, ), using min-max similarity method,

as in Eq. (3).

Calculate the fuzzy equivalent relation using Eq. (2).

Decide on the A-cuts to be used.

Classify web page links according to A-cuts. The derived clusters constitute the
redesigned web pages.

Calculate the new demand for each of the newly formed web pages, according
to the type:

Dwp,=>.Cl,, ©)
i=1

where Dwp; is the demand for web page j, with (i) and (n) indicating the
hyperlinks and the number of hyperlinks in the webpage respectively. The
demand for each web page is calculated according to the total number of the
clicks made to all links in this specific page.

Normalize the demand for the new web pages and then fuzzify the Dwp;.
Since a website is a partially ordered set of web pages, the newly formed we
pages are allocated to a level a website hierarchy level according to their de-
mand. The higher the demand the higher the level they are assigned to.
Calculate the validation index as shown in Eq. (7) for different A-cuts. The A-
cut value that maximises the validation index indicated the optimum number
of clusters.

A-CA)/m (7
The C(A) indicates the number of clusters and the (m) shows the number of da-

ta sequence that are subject to clustering.

Illustrative Example

The following example illustrates the proposed methodology. Let us consider of a
website that originally has a total of 10 links (i=10) in all of its 5 web pages as shown
in Fig 1.

By the use of cookies we can identify the number of clicks each of these links has

had in a specific time period. Then according to Eq. (4) the demand of each link can
be calculated. In our example, let’s say that the Dl;s are: {0.31, 0.68, 0.45, 0.25, 0.76,
0.59, 0.88, 0.39, 0.77, 0.25}.

To fuzzify the DI; we will use three TFNs with their corresponding linguistic va-

riables, which are Low = (0, 0.3, 0.5), Medium=(0.3, 0.5, 0.7) and High=(0.5, 0.7, 1).
Then, we calculate the membership degree of each link to the corresponding linguistic
variable using Eq. (5), as seen in Table 1.
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Fig. 1. Original Website with five web pages having links
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Table 1. Hyperlinks membership degrees to each of the corresponding linguistic variables

L

L,

I3

14

ls lg

L

Iy

ly

l10

Low

0.95

0.00

0.25

0.83

0.00] 0.00

0.00

0.55

0.00

0.83

Medium | (o5

0.10

0.75

0.00

0.00] 0.55

0.00

0.45

0.00

0.00

High

0.00

0.90

0.00

0.00

0.80] 0.45

0.40

0.00

0.77

0.00

Using Eq. (3) we form the fuzzy tolerance relation:

>}
I
P I I

o

l
Lo

©

ll

12
[1.00 0.03
0.03 1.00
0.18 0.05
0.83  0.00
0.00 0.80
0.03 0.38
0.00 0.40
043 0.05
0.00 0.77
10.83  0.00

Lo,
0.18 0.83
0.05 0.0
100 0.16
0.16 1.00
0.00  0.00
038 0.00
0.00  0.00
054 043
0.00  0.00
0.16 1.00

2

lg L

0.00 0.03 0.00
0.80 0.38 0.40
0.00 0.38 0.00
0.00 0.00 0.00
1.00 033 0.50
033 1.00 0.40
0.50 040 1.00
0.00 0.29 0.00
096 034 0.52
0.00 0.00 0.00

18
0.43
0.05
0.54
0.43
0.00
0.29
0.00
1.00
0.00
0.43

19
0.00
0.77
0.00
0.00
0.96
0.34
0.52
0.00
1.00
0.00

ll()
0.83
0.00
0.16
1.00
0.00
0.00
0.00
0.43
0.00

1.00 |

®)

To produce the fuzzy equivalent relation (Ee) that will be used to classify the

links of the website, we use Eq. (2):
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[1.00 038 043 0.83 038 038 038 043 038 0.83]
038 1.00 038 038 080 040 052 038 080 0.38
043 038 1.00 043 038 038 038 054 038 043
0.83 038 043 1.00 038 038 038 043 038 1.00 )
-~ o~ 038 080 038 038 1.00 040 052 038 09 0.38
¢ 1038 040 038 038 040 1.00 040 038 040 038
038 052 038 038 052 040 1.00 038 052 0.38
043 038 054 043 038 038 038 1.00 038 043
038 080 038 038 09 040 052 038 1.00 0.38
10.83 038 043 100 038 038 038 043 038 1.00]

The next step is to decide on the A-cut. Assuming that the A-cut that maximises the
validation index shown in formula (7) is 0.5 we have:

(1 0 0 1 0 0 0 0 0 1]
0 1 0 0 1 0 1 0 1 0
0 0 1 0 0 0 0 1 0 0
1 0 0 1 0 0 0 0 0 1 (10)
- 0 1 0 0 1 0 1 0 1 0
Ro.s =
0 0 0 0 0 1 0 0 0 0
0 1 0 0 1 0 1 0 1 0
0 0 1 0 0 0 0 1 0 0
0 1 0 0 1 0 1 0 1 0
1 0 0 1 0 0 0 0 0 1]

Eq. (10) is then used to classify each of the 10 links in our example. In this case,
we find four classes, each of which includes specific links: class;={l,14,l;o},
classy={l,,15,1;,19}, classz={l5,Is} and class,={ls}. We then re-create the website, hav-
ing this time only four (out of the original five) web pages. The next step is to calcu-
late the new demand for each of the four newly created web pages, using Eq. (6). In
our case we find: Dwp,=395, Dwp,=44, Dwp;=442 and Dwp,=62. Then we normal-
ize each of the Dwp; and we get Dwp;=395/943=0.42, Dwp,=44/943=0.05,
Dwp;=442/943=0.47 and Dwp,=62/943=0.07.

To fuzzify the Dwp; we use the same three TFNs we used when fuzzifying the DI;.
That is Low = (0, 0.3, 0.5), Medium = (0.3, 0.5, 0.7) and High = (0.5, 0.7, 1). By cal-
culating the membership functions for each Dwp; to each TFN, we find that
Hiow(Dwpy) = 0.4, pyedium(Dwpr) = 0.6, “High(DWpl) = 0, prow(Dwpy) = 0.17,
UnMediom(DPWp2) = 0, ppign(Dwpa) = 0, prow(Dwps) = 0.15, pyequm(Dwps) = 0.85,
Hrigh(DWp3) = 0, prow(Dwpy) = 0.23, pvedium(DWps) = 0 and py;n(Dwpg) = 0. We can
then easily understand that wp; and wp; belong to the “Medium” category, whereas
wp, and wp, belong to the “Low” category. To decide on the level of each web page
to the website, we take all web pages found in the “High” category and put them in
Level 1, then the web pages found in the “Medium” category are organized in Level 2
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and web pages that belong to the “Low” category are left in Level 3. In case a catego-
ry does not exist we put in the specific Level, the web pages that are found in the next
category. In our example, no web page is found in the “High” category, so Level 1
will include the pages of the “Medium” category, which are wp; and wp;. Wp, and
wpy are then put in Level 2 as shown in Fig. 2.

Home Page

Level 1 l Page 1 ' Page 3
I1, fa, f10 Is, Is
| S E—
———
Level 2 | Page 2 ' Page 4
Iz, Is, 17, Is Is
| S

Fig. 2. Restructured website with three web pages having links in two levels

6 Conclusions

This paper suggests an approach to websites structuring. A fuzzy equivalence relation
based clustering is been adopted, for it does not assumed a known number of clusters
as other clustering techniques do. Further it is a clustering technique that has been
recently used in other domains with satisfactory results. In order to derive an appro-
priate web structure, this paper considers the data that reflect the users’ browsing
behaviour. Research studies claim that it is important to take into account users’
browsing information in determining websites structure and webpages’ quality. This
paper suggests that clustering of hyperlinks’ usage data can be used in order to cluster
links of similar popularity into the same web page and then similar demand web page
to be grouped into the same web page hierarchy level. An illustrative example has
shown the applicability of the proposed approach.
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Abstract. Prostate cancer is the second cause of cancer in males. The
prophylactic pelvic irradiation is usually needed for treating prostate
cancer patients with Subclinical Nodal Metestases. Currently, the physi-
cians decide when to deliver pelvic irradiation in nodal negative patients
mainly by using the Roach formula, which gives an approximate estima-
tion of the risk of Subclinical Nodal Metestases.

In this paper we study the exploitation of Machine Learning tech-
niques for training models, based on several pre-treatment parameters,
that can be used for predicting the nodal status of prostate cancer pa-
tients. An experimental retrospective analysis, conducted on the largest
Ttalian database of prostate cancer patients treated with radical Exter-
nal Beam Radiation Therapy, shows that the proposed approaches can
effectively predict the nodal status of patients.

Keywords: Machine Learning, Classification, Medicine Applications.

1 Introduction

Prostate cancer is the second cause of cancer in males [14]. External Beam Ra-
diation Therapy (EBRT) has a well established role in the radical treatment
of prostate cancer [I|2], but some issues still remain to be uniformly defined
amongst Radiation Oncologists. One of these issues is the role of the pelvic irra-
diation. The irradiation of pelvic nodes remains controversial in the treatment
of intermediate and high risk nodes-negative prostate cancer. The main problem
is that microscopic Subclinical Nodal Metestases (SNM) can not be detected by
the available technology: the low sensitivity of computed tomography (CT) and
magnetic resonance imaging (MRI) limits their usefulness in clinical staging [20].
This results in prostate cancer patients that are considered as nodes-negative
even though, in fact, they have SNM.

Even if some retrospective studies [23124] showed a significant advantage in
terms of biochemical control for patients having an extended primary tumor and
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© IFIP International Federation for Information Processing 2013
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a risk > 15% (estimated with Roach formula [22]), other retrospective studies,
that specifically addressed to establish the role of the pelvic irradiation, [SUT6JIS]
failed in showing any significant advantage in favour of the pelvic irradiation.

In order to help the clinician in the decision to treat or not pelvic nodes, many
predictor tools have been proposed in the literature, most of them based on linear
regression analyses [22[20/17]. One the most diffused methods to predict the SNM
of prostate cancer patients is the Roach formula [22]. The reason of its success is
principally its simplicity, as it is based on only 2 parameters: the Gleason Score
sum (GSsum) and the Prostate Specific Antigen (PSA) level. GSsum is obtained
by the analysis of the specimens of the biopsy: the pathologist assigns a grade to
the most common tumor pattern, and a second grade to the next most common
tumor pattern. The two grades are added together to get a Gleason Score sum.
The PSA is a protein secreted by the epithelial cells of the prostate gland. PSA
is present in small quantities in the serum of men with healthy prostates, but it
is often elevated in the presence of prostate cancer or other prostate disorders.

The Roach formula is shown in Equation[dl In its last formulation it gives the
estimated risk of SNM and when this risk is bigger than 15-25%, Radiation On-
cologists often deliver EBRT to the pelvic nodes. Despite that, this method
presents some important limits in the more updated and used formulation,
the principal one being the absence of information about the clinical stage of the
tumor, that has been already showed to be an important factor influencing the
risk of nodal involvement [17].

g « PSA + ([GSsum — 6] x 10) (1)

Other methods, as the Partins Tables [20], do not share the same simplicity
of the Roach formula, but they consider the clinical stage of the tumor. On the
other hand their accuracy is still an argument of discussion [2IJITI]. Moreover,
some important limits exists also for the Partins Tables: they consider only a
limited part of the population of prostate cancer patients and, furthermore, it
has been showed that their algorithm overestimate the presence of lymph node
and seminal vesicle involvement in patients with a predicted risk of 40% or more
[15]. This could mean that a large part of patients would be uselessly treated
on the pelvis and exposed to the potential side effects of the pelvic irradiation
(acute and/or chronic colitis, diarrhea, cystitis).

Last but not least, all the proposed algorithms estimates only a rate of risk of
SNM (sometimes with large confidence intervals) and their outputs are not based
on a clear dichotomic yes/not criteria. This leads to different interpretation of
their outcome, that results in different treatments delivered to similar patients.

In this paper we study the exploitation of three Machine Learning (ML) clas-
sification algorithms to define patients presenting a SNM status, which can not
be detected by MRI or CT, for helping the clinician in deciding the treatment
of pelvic nodes. The generated models are based on several pre-treatment pa-
rameters of prostate cancer patients.

The possibility to have a reliable predictor to define the nodal status of
prostate cancer patients could have a potential interest also in the field of Health
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Economy: it has been calculated that to not perform a staging abdominal CT
in low risk patients —which would be avoided by exploiting an accurate predic-
tion of the nodal status of the patients— could reduce medical expenditures for
prostate cancer management by U.S. $ 20 - 50 million a year [20].

2 Methodology

2.1 Data

The Pattern of Practices II was retrospectively analyzed. It is the largest Ital-
ian database including clinical, diagnostic, technical and therapeutic features of
prostate cancer patients treated with radical EBRT (4/- hormonal therapies) in
15 Ttalian Radiation Oncology centers between 1999 and 2003. A total of 1808
patients were included in this analysis.

The pre-treatment features were chosen considering the “real life” situation
of the Radiation Oncologist visiting for the first time a prostate cancer patient.
Their decision to treat or not the pelvic nodes would be based only on the clinical
stage of the tumor, the total Gleason Score (e.g. 3+4) and the Gleason Score
sum (e.g. 3+4=7), the initial PSA value, the age of the patient and the presence
of an ongoing hormonal therapy. The initial clinical stage of the tumor has been
defined with the TNM system, that describes the extent of the primary tumor
(T stage), the absence or presence of spread to nearby lymph nodes (N stage)
and the absence or presence of distant spread, or metastasis (M stage) [9]. The
domains of the considered variables are defined as shown in Table Il In this
study the machine learning techniques were used for predicting the value of N:
N+ indicates patients with nodal involvement, NO indicates that patients that do
not have any nodal involvement.

N+ patients were defined as those with a positive contrast enhanced pelvic
magnetic resonance imaging (MRI) and/or computed tomography (CT) scan;
those showing a nodal only relapse after RT were also classified as N+ (as none
of them received pelvic RT). With these criteria, a total of 55 N+ patients were
identified out of the 1808 patients considered.

Following the D’Amico [§] classification that takes into account the initial
PSA, the GS and the clinical T stage, patients were classified in three prog-
nostically different sets, namely: low, intermediate and high risk. Each category
included, 317, 577 and 914 patients, respectively. Finally, 6/317 (1.9%), 10/577
(1.7%), 39/914 (4.2%) N+ patients were found in the 3 D’Amico sets.

2.2 Classification Methods

The selection of the classification techniques to exploit is a fundamental part of
this work. Since the objective of the study is to obtain an automated system
for supporting the physicians in their work, we looked for something that is
reliable, allows accurate predictions and, at the same time, it is easy to explain
and to represent. After discussing with Radiation Oncologists and physicians
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Table 1. The domains of the considered variables on the selected patients. N represents
the nodal status of patients, that is the variable that we want to predict.

Variable name Domain
141, 142, 143, 2+1, 242, 243, 2+4, 2+5

GS 3+1, 3+2, 343, 3+4, 3+5, 4+2, 4+3

4+4, 445, 5+1, 542, 543, 5+4, 545
GSum 2-10
Age 46 — 86
Initial PSA 0.1 — 1066
T 1, 1a, 1b, 1c, 2, 2a, 2b, 2c, 3, 3a, 3b, 4
Hormonal therapy 9 possible therapies + no therapy
N N+, NO

we observed that they will trust and evaluate the suggestions of the automated
system only if it is possible to understand how the decisions are taken. Mainly
for the latter requirement, we focused our study on decision trees. A model
generated by decision tree approaches can be easily represented, and it is intuitive
to follow the flow of information and to understand how the suggested outcome
is generated.

We considered three machine learning techniques for classification, based on
decision trees, included in the well known tool WEKA [I2]: J48 [19], Random
Tree [10] and Random Forest [5]. Even if we are aware of the objective difficulty
for humans to interpret the raw model generated by the Random Forest approach
[4], we believe that it will be possible to represent the models generated by this
classifier in an understandable format. Moreover they have demonstrated to
achieve very good performance in classification [6].

2.3 Experimental Design

The classification methods are used for classifying patients as NO (not affected by
nodal metastasis) and N+ (affected by nodal metastasis). The classes of patients
NO and N+ are very imbalanced through all the D’Amico categories of risk (low,
medium and high), and in the whole database. The N+ population represents less
then the 4% of the all entire set. For balancing the classes among the considered
data sets we applied three different strategies: oversampling, undersampling, and
a mix of them, as follows.

— A random undersampling of the NO patients.

— B random oversampling of the N+ patients.

— C random undersampling of the NO patients and random oversampling of
the N+ patients.

Random oversampling and undersampling techniques were selected due to the
improved overall classification performance, compared to a very imbalanced data
set, that base classifiers can achieve [13]. Given the fact that it is still not clear
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which technique could lead to better performance, we decided to experimentally
evaluate three combinations of them.

The sampling techniques were applied on the different categories of risk, lead-
ing to nine different data sets. The resulting datasets had a distribution of about
40%-60% of, respectively, N+ and NO. Furthermore we generated a further dataset
that considers the whole population of the database. The sampling techniques
were applied also to this dataset.

Each of the selected classifying techniques was trained on the previously de-
scribed data sets separately, and the resulting predictive models were then eval-
uated using a k-fold cross-validation strategy.

For the Roach formula we considered three different cut-offs: 15, 10 and 5
percent. Using a 5% cut-off corresponds to a pessimistic evaluation of the clinical
data, and leads to overestimate the risk of a patient to be N+, while the 15%
value corresponds to a more optimistic approach. The Roach formula does not
need any training on the data sets and is meant to be used as-is, for this reason
we applied it directly to the original datasets.

3 Results

In Table 2l the results of the comparison between Roach formula and the selected
machine learning algorithms are shown. For the comparison we considered four
different metrics: number of patients classified as false negative, specificity, sen-
sitivity and accuracy of the model. The number of false negative, i.e., patients
N+ classified as NO, is critical. These are patients that require to be treated with
pelvic irradiation but that, according to the classification, will not be treated.
Specificity, sensitivity and accuracy are showed as indexes of the overall quality
of the generated models. They indicate the proportion of patients classified as
NO which are actually NO (specificity), the proportion of patients classified as N+
which are actually N+ (sensitivity), and the proportion of the patients correctly
classified, regardless to their class (accuracy).

By analyzing the results shown in Table 2] we can derive some interesting
observations. Regarding the Roach formula, we can derive a precise behaviour.
Its ability in identifying affected patients increases with the category of risk, but
at the same time also the number of fals