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Preface

The Security and Trust Management (STM) group is a Working Group (WG) of
the European Research Consortium in Informatics and Mathematics (ERCIM)
established in 2005 to provide a platform for researchers to present and discuss
their ideas and foster cooperation. One of the means to achieve these goals is
the organization of a yearly workshop. These proceedings contain the papers
selected for presentation at the 9th International Workshop on Security and
Trust Management (STM 2013) held September 12–13, 2013 in conjunction with
the 18th European Symposium on Research in Computer Security (ESORICS
2013) in Egham, U.K.

The STM 2013 workshop received 47 submissions that were evaluated on the
basis of their significance, novelty, technical quality, and appropriateness to the
STM audience. After intensive reviewing and electronic discussions, 15 papers
were selected for presentation at the workshop, giving an acceptance rate of less
than 32%. The workshop program includes two invited talks by

– Michael Huth (Imperial College, London, UK) entitled “Verifiable Numerical
Aggregation of Trust Evidence for Policy-Based Access Control” and

– Claire Vishik (Intel Corporation, UK) entitled “Building Trusted Systems:
Lessons of the First Generation of Trusted Computing.”

As in previous editions, the program of the STM’13 workshop also features
the talk by Pouyan Sepehrdad (École Polytechnique Fédérale de Lausanne,
Switzerland), recipient of the 2013 ERCIM WG STM Best PhD Award for
the thesis entitled “Statistical and Algebraic Cryptanalysis of Lightweight and
Ultra-Lightweight Symmetric Primitives.”

We would like to thank all the people who volunteered their time and en-
ergy to make this year’s workshop happen. In particular, we thank the authors
for submitting their manuscripts to the workshop and all the attendees for con-
tributing to the workshop discussions. We are also grateful to the members of
the Program Committee and the external reviewers for their work in review-
ing and discussing the submissions, and their commitment to meeting the strict
deadlines.

Last but not least, our thanks also go to all the people who played a role in
the organization of the event: Pierangela Samarati (chair of the STM working
group) for her energy, support, and the many useful pieces of advice; Keith Mayes
(general chair of ESORICS 2013) together with Jason Crampton and Sushil
Jajodia (program chairs of ESORICS 2013) for their support; and Giovanni
Livraga for taking care of the publicity of the workshop.
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We hope that the papers collected in these proceedings will be a source of
inspiration for your work.

September 2013 Rafael Accorsi
Silvio Ranise
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On Enhancement of ‘Share The Secret’

Scheme for Location Privacy

Costas Delakouridis1 and Christos Anagnostopoulos2

1 Athens University of Economics and Business,
Department of Informatics, Athens 10434, Greece

kodelak@aueb.gr
2 Ionian University, Department of Informatics, Corfu 49100, Greece

christos@ionio.gr

Abstract. Since location information is considered as personal informa-
tion, location privacy has been emerged as one of the most important se-
curity concerns. In this paper, we enhance the ‘Share The Secret’ (STS)
scheme, a privacy mechanism that segments location information into
pieces (shares), distributes the shares to multiple untrustworthy location
servers, and reconstructs the original location on authorized entities. We
introduce certain policies based on the theory of optimal stopping in
order to achieve time-optimized decisions for different levels of privacy.
Moreover, we evaluate the performance of STS in terms of communi-
cation and computation load, and energy consumption. Experimental
results quantify the benefits stemming for STS adoption.

Keywords: Location privacy, secret sharing, optimal stopping theory.

1 Introduction

The recent smartphone applications, intelligent Location-based Services (LBS),
and modern gadgets come with a penalty. Legitimate service providers exploit
location information of mobile users but either without the previous consent
of end–users or revelation of location information to unauthorized third par-
ties. Moreover, location information is subject to inference or target by mali-
cious attackers, traders, or marketers. The location information privacy scheme,
hereinafter refereed to as ‘Share The Secret’ (STS), originally proposed in [1],
supports location privacy over non-trusted servers. In this work, (i) we enhance
the functionality of STS by introducing and evaluating a time-optimized loca-
tion information distribution scheme, and (ii) we evaluate STS using real mobile
devices and an Infrastructure as a Service (IaaS) cloud.

STS provides location privacy without relying on the existence of trusted third
parties. The idea presented in [1] is to segment the location information into
pieces and distribute them to multiple untrustworthy locations, referred to as
STS Servers (STS-S). An authorized entity, such as a LBS, accesses the STS-Ss,
retrieves the corresponding pieces of location information and reconstructs the
location information of a mobile user. This method is achieved by the segmen-
tation of the location information through the use of Shamir’s perfect Sharing

R. Accorsi and S. Ranise (Eds.): STM 2013, LNCS 8203, pp. 1–16, 2013.
c© Springer-Verlag Berlin Heidelberg 2013



2 C. Delakouridis and C. Anagnostopoulos

threshold Algorithm [2] and a lightweight protocol for data exchange between
the STS-S.

The deployment of STS and the decentralized approach of location dissemi-
nation diminish the possibility of a successful collusion between the STS-S, since
each of them retains partial knowledge of the location of the user. Further-
more, users interact with each STS-S through pseudonyms. The aforementioned
pseudonyms are different per STS-S. Hence, even if the STS-S are compromised,
the corresponding pieces of location information cannot be correlated, since there
is no direct relationship with each other. Hence, the location privacy level is sig-
nificantly enforced.

From a user point of view, the user has control over her location informa-
tion. The location retrieval and segmentation is performed on her mobile device,
while the reconstruction of the location is conducted only by authorized entities.
Hence, there is no intermediate location server storing this information (single
point of trust, single point of failure). In addition, user has the ability to select
the specific STS-S that she prefers to distribute her location information based
on some policy rules (e.g., proximity). STS manages to minimize the eavesdrop-
ping affect, since a possible attacker has to monitor more than one entity to
reveal the secret, i.e., the location of the user.

The structure of the paper has as follows: Section 2 reports certain rationale
on the concept of STS. Section 3 introduces the time-optimized STS update
scheme. Section 4 reports on experimental evaluation of STS, while Section 5
discusses relevant work. Finally, Section 6 concludes the paper.

2 Rationale

2.1 Secret Sharing Concept

In our previous approach [1], we consider as secret the time-stamped location
information p[t] of a moving object, identified by ID, at time t, i.e.,

p[t] = 〈x, y, ID, t〉

where the position (x, y) of user with unique identifier ID is estimated at t with
respect to a coordinate system.

The aim in [1] is to split the secret into segments with an efficient way, and
distribute such segments to multiple locations (STS-S), in such a way, that only
authorized entities are able to retrieve them and, thus, reconstructing the secret.
In order to accomplish this goal, the model in [1] adopted the Shamir’s perfect
Sharing threshold Algorithm (SSA) introduced in [2]. The SSA assumes that the
secret is shared among the n out of m available entities (n < m) and any set
of at most n− 1 entities cannot rebuild the secret. Shamir’s algorithm is based
on the fact that in order to compute the equation of a polynomial of degree n,
one must know at least n + 1 points that it lies on. For instance, in order to
determine the equation of a line (i.e., n = 1) it is essential to know at least two
points that it lies on. Let assume that the secret is some data p, which is (or can
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be easily made) a number. According to Shamir’s (n,m) scheme, to divide p into
pieces pi one can pick a random n− 1 degree polynomial f , which f(0) = p and
evaluate p1 = f(1), . . . , pn = f(n). Given any subset of n of these pi values, we
can determine the coefficients of f , and rebuild p, since p = f(0). On the other
hand, knowledge of at most n − 1 of these values is not sufficient to determine
p. In STS architecture, p refers to p[t] at time t.

2.2 Procedures of STS

Register to STS. Users have to register to the STS service. This procedure
requires a handshake between user and each STS-S as described in [1]. For regis-
tration to a STS-S, a unique identifier ID is required to distinguish a user and,
in parallel, allows LBS to retrieve the appropriate share for the corresponding
user. Each STS-S keeps a Location Information Table, where each record refers
to the tuple

〈g(p[t]), UID〉

where g(p[t]) is a random share of p[t] produced by SSA and UID is a selected
pseudonym. STS incorporates multiple user profiles to provide different precision
of p[t]. A user can use different pseudonyms per service and choose a profile that
denotes the required level of the precision on p[t]. The pseudonyms production
mechanism is described in [1].

Register to LBS. Through a registration procedure, user provides to LBS the
required information (i.e., certain STS-Ss hold the location shares and the corre-
sponding pseudonyms used by a user during registration) in order to retrieve the
shares from the STS-Ss and, thus, being able to reconstruct the user’s location.

Location Retrieval. When the LBS requires the location for a user, it sends
a request to each corresponding STS-S. STS-S retrieves the corresponding LIT
record and replies to LBS. Hence, LBS, is able to reconstruct the location of the
user by using the minimum required segments. More information about all the
procedures is discussed in [1].

3 Time-Optimized STS-S Update Mechanism

When a secret sharing technique is used for shares distribution, users distribute
the shares among either trustworthy or/and untrusted entities. In the former
case, an adversary will try to compromise these entities in order to get access to
shares, and, eventually, infer the location information. In the latter case, there
is always a potential threat to employ entities that might collude in order to
reveal to secret. The time period required for an attack to reveal the location
information is subject to several factors that are difficult to measure.

In this section we focus on possible threats and analyse when users should
update their STS scheme in order to defend against potential attacks. The update
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of STS is actually the procedure in which the STS-Ss that a user employs to
store location shares are changed to a completely different set. In such case,
upon selection of a new set of STS-Ss, user informs LBS for that update and
sends the location shares to the new STS-Ss. Apart from selecting new STS-Ss,
the user might alter the parameters of the SSA algorithm (i.e., m and n).

Since the probability of a successful attack depends on system vulnerabilities,
the attacker knowledge, skills and the adopted methods, it is difficult to estimate
a probability function for successful attack. On the other hand, it is preferable
to know in advance when the risk of attack is high enough in order to update
a priori the STS-Ss. In other words, instead of estimating the absolute time for
STS-S update, we could force an update when the risk of an attack is relatively
high. For the rest of the paper, we assume that an attack is successful when
the attacker compromises the STS-Ss, thus, grant access to location information
shares, and reconstructs the location information.

3.1 Problem Formulation

Consider an established STS scheme and several LBSs which are used by various
mobile users. When users store their location information to STS-Ss, they should
be ensured that their location information is accessible only by authorized LBSs
for a particular time horizon. Additionally, opponents are attempting to com-
promise STS-Ss and reveal the location of users during the same horizon. If we
take a snapshot of the system during runtime, we notice that the number of
location shares that each STS-S stores for a particular user increases with time.
Intuitively, the probability of reconstructing location information from shares
increases as the number of location updates from user to LBS back-end system
increases. Hence, once the number of LIT records for specific pseudonym in-
creases, the risk of location information revelation by an eavesdropper increases.

The STS-S update procedure introduces additional cost, i.e., transmission
of information to LBSs, communication overhead, or even a small interruption
of the offered LBS. Such communication overload is getting more significant
as STS-S update procedure is performed frequently. Ideally we would like to
perform just one STS-S update, the initial one and no any other. One objective
in order to minimize the overhead is to intentionally delay the interval between
successive STS-S updates. Specifically, we would like to decrease the frequency of
distributing shares per user among STS-Ss, thus, minimize the rate of initiating
STS-S updates.

We run the risk of shares revelation once we continue the process of using
the same STS-Ss for long periods since, at each stage of the process plethora
of location information shares is circulated among STS-Ss. This is risky since
eavesdropper inferences information and analyzes all disseminated information
in order to extract knowledge on how to reveal the secret. We are about to stop
the process once our belief that the eavesdropper is capable to extract knowledge
from the disseminated information is high. Such degree of belief certainty comes
along with the decision on when to stop the process, initiate a STS-S update,
at the expense of computational cost and network overhead. The open issue,
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though, is to find when to decide on a STS-S update in order to balance the risk
of shares revelation and the system overhead.

A possible solution is to periodically invoke the STS-S update procedure.
However, this is arbitrarily decided and there is no information on how to esti-
mate a possibly effective period of the update. A more sophisticated decision is
to observe:

– volume of the disseminated pieces of information, i.e., a set of shares gi(p[t]),
i = 1, . . . among STS-Ss at time t, say Xt,

– cumulative information up to time t, i.e., St = X1 + · · ·+Xt, and
– amount of time period from the antecedent STS-S update procedure.

The volume of the disseminated pieces of information Xt cannot be predicted
at time t since it depends on the mobility pattern of the mobile user, the number
of current registered LBSs at time t, and the requirement of any LBS for using
recent and fresh location information. Moreover, a reasonable hypothesis is that
probability that an entity reveals the location information from the disseminated
shares can increase with:

– time passed from previous initiation of the STS-S update procedure, and
– volume of information assembled up to time t.

Hence, we attempt to delay the share dissemination process as much as possible
in order to disseminate a significant amount of information among the STS-Ss,
however, in fear of location revelation by a possible eavesdropper.

The problem is to find a stopping time in order to stop the process of dis-
seminating shares among STS-Ss and initiate the STS-S update procedure. This
problem can be treated as an Optimal Stopping Time (OST) problem with infi-
nite horizon. In the remainder, we propose three optimal stopping policies which
calculate the condition (a.k.a. optimal stopping rule) that determines when a
STS-S update should take place.

3.2 Optimal Stopping Policies for STS-S Update

Optimal Stopping Theory. The Optimal Stopping Theory (OST) is related
to choosing the best time instance to take a decision of performing an action
[3]. This decision is based on sequentially observed random variables X1, X2, . . .
whose joint distribution is assumed to be known. For each stage t = 1, 2, . . .
after observing x1, x2, . . . values one may stop and receive cost yt or continue
and observe Xt+1. The optimal stopping rule is to stop at some stage t∗ (optimal
stopping time) to minimize the expected cost. An OST problem with unknown
upper bound of stages is an infinite-horizon problem.

Optimal Stopping Policies. Consider at discrete time t = 1, 2, . . . that STS-S
receives Xt pieces of information (shares). We assume that Xt random variable
has finite mean E[X ] <∞. Let Z1, . . . , Zt be the random variables that indicate
whether the eavesdropper reveals all pieces of information up to t with Zt = 0
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denoting that at time t the eavesdropper reveals the location shares and Zt = 1
indicating that the eavesdropper is not able to reveal the shares at t having all
pieces of information up to t. We assume that Zt are i.i.d. The three policies for
time-optimized STS-S update are:

1. Static optimal Stopping Policy (SSP) in which we consider the probability
that eavesdropper reveals the location shares remains constant for all t with

P (Zt = 1) = β To P (Zt = 0) = β

and P (Zt = 1) = 1− β, where 0 < β < 1.
2. Dynamic optimal Stopping Policy (DSP) in which we consider the proba-

bility that the eavesdropper reveals the location shares increases with time.
This is reasonable since the more information the eavesdropper compiles, i.e.,
observing the X1, X2, . . . , Xt process, the more capable is the eavesdropper
in order to reveal the location shares. In this case we consider

P (Zt = 1) = βt−1 To P (Zt = 0) = βt−1

with P (Z1 = 0) = 1; we assume that at t = 1 the eavesdropper observing
only X1 has a little knowledge for revealing the location shares and the
system is considered almost surely robust.

3. Cumulative Dynamic optimal Stopping Policy (CDSP) in which we consider
the probability that eavesdropper reveals the location shares at time t de-
pends on the information that she might gather up to t− 1, i.e.,

P (Zt = 0) = βSt−1

where St =
∑t

k=1 Xk and S0 = 0.

The aim of the system is to delay the process in order to transfer as much
pieces of information as possible in fear of an eavesdropper capable of revealing
the location shares. That is, the system by adopting SSP, DSP, or CDSP should
stop the process at optimal stopping time t∗ to maximize the sum X1 + X2 +
· · ·+Xt∗ with respect to probability of revealing the location shares: β, βt∗−1,
and βSt∗ , respectively.

We define the payoff (reward) at time t for the optimal policies through the
random variable

Yt =
t∏

k=1

Zk

t∑
k=1

Xk (1)

for t = 1, 2, . . . , and we obtain Y∞ = 0. The stopping time t∗ at which Yt∗ in
Eq(1) is maximized is referred to as optimal stopping time. Let Ft denote the
σ-algebra generated by both X1, X2, . . . , Xt and Z1, Z2, . . . , Zt. Based on the
principle of optimality, the system should stop the process at t once

Yt ≥ E[Yt+1|Ft]
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with respect to one–stage look-ahead optimal stopping rule. We are interested
in finding t∗ provided that at t the eavesdropper has not revealed the location
shares, that is, we compute E[Yt+1|Ft] on

∏t
k=1 Zk = 1. Hence, we obtain that

E[Yt+1|Ft] = E[Zt+1

t+1∑
k=1

Xk|Ft]

Since, St =
∑t

k=1 Xk then we obtain that Yt = St.

1. In case of SSP we obtain that:

E[Yt+1|Ft] = P (Zt+1 = 1) · (
t∑

k=1

Xk + E[X ]) = β(St + E[X ])

Hence the optimal stopping rule for SSP is

t∗ = inf{t ≥ 1|St ≥
β

1− β
E[X ]}

The optimal stopping rule for SSP refers to stopping the process at the first
time t at which the accumulated pieces of information X1 +X2 + · · · +Xt

is at least β
1−β . That is, at this time t, the STS-S update phase takes place.

After STS-S update, the process starts–off with new observations of the Xt

process.
2. In a similar way, we obtain the optimal stopping rule for DSP:

t∗ = inf{t ≥ 1|St ≥
βt

1− βt
E[X ]}

It is worth noting that the stopping threshold for SSP remains constant for
all time t. In DSP, the stopping threshold decreases with t thus enforcing
the system not to delay the process since the probability of revealing the
location shares increases.

3. In the case of CDSP, we obtain that E[Zt+1] = P (Zt+1) = βSt , thus,

E[Yt+1|Ft] = βSt(St + E[X ])

and the corresponding optimal stopping time is given by

t∗ = inf{t ≥ 1|1− βSt

βSt
St ≥ E[X ]}

The β factor indicates the sensitivity / self-confidence of the system in light
of taking a risk to delay the process. High β indicates that the system renders
secure enough. This results to longer periods between STS-S replacement. Low
β denotes a less risky system in delaying the process, thus, resulting in high
frequency of STS-S updates.
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Figure 1 shows the optimality achieved by the proposed policies. Specifically,
for each policy we evaluate the expected reward Y if the system stops at the
optimal stopping time t∗ assuming the Xt ∼ U(0, 1), i.e., normalized in the unit
interval. We also compared the achieved reward with a system which change
the STS-Ss in a random fashion. As depicted by the histograms in Figure 1,
the proposed policies guarantee optimality which maximizes the expected re-
ward with respect to a system which randomly chooses a decision to update
the STS-Ss. In addition, Figure 2 shows the impact of β factor for all optimal
policies and the random policy. Obviously, optimal policies achieve extremely
higher expected reward with respect to the random policy. Moreover, one can
observe that DSP scales well for low β values, that is, with low probability of
eavesdropping, the system optimally delays the Xt process, thus, avoiding need-
less frequent STS-S updates. On the other hand, for high β value SSP is deemed
appropriate for adopting assuming the highest reward from all policies. CDSP
attempts to balance the trade–off between relatively high frequency of STS-S
update and prolongation of the Xt process in light of saving communication and
computational resources.
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Fig. 1. The histogram of expected reward Y for SSP, DSP, CDSP, and Random policies
with β = 0.9
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4 Performance Evaluation

4.1 Simulation Environment

While STS-Ss are deployed on resilient infrastructures with sufficient resources,
in terms of storage and capacity, the STS Clients (STS-Cs), which perform
complicate tasks (e.g., generate shares, encrypt data) are mainly deployed on
handsets with limited capabilities. Hence, our main concern is to evaluate the
performance of STS-C on mobile devices.

Network Infrastructure. Figure 3 depicts the architecture used for evaluation
of STS. Regarding deployment of STS-Ss, we have to ensure that the STS-Ss be
deployed on several locations over the network and have sufficient storage and
processing capabilities. Another critical factor was that STS-Ss should be acces-
sible at any time. Therefore, we address this specification by establishing STS
over an ‘Infrastructure as a Service’ (IaaS) cloud network model. Iaas provides
the most appropriate underlying infrastructure, since it is transparent to the
user, provides all aforementioned capabilities, and enables user to run custom
processes. We utilized the open source IaaS Nimbus1 cloud provided by the Fu-
ture Grid2 as network infrastructure. Based on Nimbus, we established a virtual

1 www.nimbusproject.org
2 portal.futuregrid.org
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Fig. 3. Network infrastructure

network by deploying multiply Virtual Machines (VM), running Linux Dedian3

version 5.

STS Architecture Deployment. STS-Cs were developed for iOS and Google
Android mobile operating systems. Table 1 summarizes the SDK for the appli-
cation deployment as well as the technology and tools used to retrieve position
information. For STS-S, all required modules were developed through (Java)
Web Services. For reasons of completeness, the LBS was developed in Java and
deployed on an external PC able to communicate with the Nimbus cloud.

Table 1. Deployment Environments

Characteristics iOS Google Android

SDK 4.1 Apple iPhone SDK Android version 2.2 (Froyo)

Position Information GPS API GPS API

CPU / Energy consumption Apple Instruments application PowerTutor

Memory consumption mach build–in library TOP command (Android OS)

Simulation Setup. Table 2 depicts the simulation details. During the experi-
ments, one STS-S was deployed on each running VM. Furthermore, the STS-C
was deployed on real mobile devices and the users where on the University sur-
roundings, receiving GPS location updates based on their individual mobility

3 www.debian.org/index.en.html
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Table 2. Simulation Parameters

Parameters Value/Range

Number of VMs 30

Number of STS Servers 30 (each one per VM)

Number of LBS 2

Number of STS Clients 2–8

Mobile devises running iOS 1–5

Mobile devises running Android 1–5

patterns. The position information was used as input for the STS-C, the STS
algorithm was applied and the created position shares were sent to the STS-Ss
deployed on Nimbus. Furthermore, for each LBS, the required refresh rate of
location information p[t] was modified, based on the type of the service (e.g.
navigation service, Point-Of-Interest service).

4.2 Experimental Results

Computational Overhead & CPU. Our first goal is to evaluate the process-
ing overhead and the CPU usage of STS-Cs required to prepare the STS shares.
According to SSA, the complexity for producing shares is related to n and m
values, i.e., the degree of Shamir’s polynomial and the total number of shares,
respectively. Based on this, we deployed two different STS configurations :

1. STS-C distributes the location shares among a fix number of STS-Ss whilst
the number of servers required to reconstruct the secret varies.

2. For the same number of n STS-Ss, we altered the total number of STS-Ss
where the secret was distributed.

Additionally, in order to further enhance the privacy mechanisms, we introduced
and evaluated the Encrypted STS (E-STS). The main difference from the typical
STS is that, prior to distribution of the segments to STS-Ss, we applied to
them AES encryption using a symmetric 128 bit key. For the experiments, the
OAKLEY extension of the Diffie–Hellman key agreement protocol was used once
for the establishment of an AES 128 bit key. AES was chosen as the current
NIST FIPS standard for symmetric encryption. The key was agreed in advance
between STS-C and LBS. With this modification, the attacker should have to
decrypt STS segments, before try to reconstruct the location information. Figure
4 shows the results of the aforementioned experiments form an Apple iPhone 4S
and an HTC Bravo running iOS and Android v2.2 respectively. Table 3 states
the hardware specifications of the handsets.

For the first configuration, we altered the number of n on each experiment.
Regarding the processing, Figure 4 depicts the average processing time for both
STS and E-STS schemes where m = 10 and n ∈ {2, 5, 7, 10}. Note that, for
STS the processing time reflects to the time required to segment the p[t] based
on the current m,n configuration while for E-STS the processing time includes
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Table 3. Handset Hardware Specifications

Mobile device Apple iPhone 4S HTC Bravo

Memory 16G Storage, 512MB RAM 4G Storage, 576MB RAM

Operating System iOS 5.0 Android v2.3

Battery Li-Po 1432 mAh battery Li-Ion 1400 mAh battery

CPU Dual-core 1 GHz Cortex-A9 1 GHz Scorpion

additionally the time required to apply the encryption. Figure 4(a) shows that
even in complex SSA schemes the processing time for STS segmentation is signif-
icant small. Furthermore, as n increases the corresponding time to compute the
shares is not significantly increased. From a CPU point of view, we measured the
average CPU usage for the aforementioned scenarios. During these experiments
we were sampling the percentage of CPU usage over time with frequency 1Hz.
Figures 4(c) and (d) show the usage on an Apple iPhone 4S and an HTC Bravo
respectively. We noted that, as expected the CPU usage is higher when E-STS
is used, however remains in acceptable levels.

In the second configuration, we measured the average processing time to com-
pute the STS shares for fixed n i.e. n = 2, and variable m ∈ {2, 5, 7, 10} (Figure
4(b)). We noted that the average processing time for share generation is small
and increased on average by 0.2 msecs/per additional m server. Additionally,
when E-STS was applied to both configurations, even though the processing
time increased the overall processing overhead was not significantly altered even
in more complex Shamir schemes.

Overall, from the aforementioned sets of experiments, we can conclude that
both STS and E-STS schemes can provide multiple levels of privacy by altering
m,n parameters according to user needs and at the same time, keep the overall
processing overhead and the CPU usage in acceptable levels.

Memory Usage & Energy Consumption. Regarding the memory usage, we
measured the average memory (in KBs) required from handset while performing
the most demanding STS procedure, i.e. segmentation of p[t], encryption of the
segments (in case of E–STS) and their distribution to STS-Ss. We evaluated
the memory usage for the scenarios using the same hardware configuration. The
STS-Cs updated their positions every 1 sec. Figures 4(e) and (f) depict the av-
erage memory usage in KBs for different STS and E-STS scenarios. As expected
the memory usage is slightly higher when E–STS is applied. However even in
complex SSA scheme the average memory required to perform the STS segmen-
tation, encryption and distribution tasks does not exceed the 85 KBs. Hence,
STS Scheme for location privacy could be easily adopted on today’s handsets.

In order to measure the energy consumption, we conducted experiments where
various SSA schemes were used in either STS or E–STS. The goal of these mea-
surements was to calculate the power consumption, in Joule, in order to evalu-
ate both the overall performance of STS and the performance of individual SSA
schemes. In Figure 5 scenarios S3, S4 and S10, S11 correspond to (n,m) = (7, 10)
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 4. Experimental Results

and (n,m) = (10, 10) when STS and E–STS is used, respectively. Furthermore,
scenarios S1, S8 and S7, S14 corresponds to (n,m) = (2, 10) and (n,m) = (2, 7)
when STS and E–STS is used, respectively. As expected, the energy consumption
when encryption is used is higher than the encryption of plain texts. Note that
in absolute numbers, the power consumption even in encryption mode is toler-
able, and applicable in modern mobile handsets. In addition, the results show
that, in terms of energy consumption, when n is changing, the aggregated power
consumption is higher than the scenarios where the parameter m is changing.
Experiments were performed on an HTC Desire Bravo smartphone, running An-
droid 2.3 (Table 3), which is considered as an average capability device with 3.7
Volt battery (1800mAh), and consumes 23976 Joules without charging. Hence,
excluding the energy consumption due to the Android OS, a mobile device can
run STS module for more than 15 hours (i.e, scenario S4 with (10, 10)).
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Fig. 5. Aggregated power consumption in Joule for diverse scenarios

5 Related Work

The Non–Disclosure Method [4] considers the existence of independent, security
(software) agents that are distributed on IP network. Each security agent holds
a pair of keys and forwards messages in an encrypted format. The sender routes
a message to a receiver through the path determined by the security agents.
The Mist system [5] handles the problem of routing a message though a mo-
bile network by keeping the sender’s location private from intermediate routers,
the receiver and possible eavesdroppers. The Mist system [5] consists of sev-
eral routers ordered in a hierarchical structure. Portal routers are aware of the
location of the mobile user without knowing the identity of the user, while the
lighthouse routers are aware of the user’s identity without knowing her/his exact
location. The aforementioned approaches enforce location privacy in IP–layer.

Beyond these solutions, anonymity-based approaches have been proposed to
address the location privacy issue on the application layer. Through anonymity,
location information is unlinked from the subject prior to the information collec-
tion process. This means that subjects are reporting their location, but the use
of nicknames or pseudonyms, such that anybody that gain access to the location
information will not be able to determine the owner of this information. The
idea of using pseudonyms instead of the identities of the users is used by the
authors in [6]. They propose the replacement of the identity with a sequence of
chained idempotent filters governed by a specific policy language. The authors in
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[7] proposed the idea of mixed-zones where the user position is protected within
these zones. In [7], this is realized within a zone by not sending any location
updates. Additionally, in spatial obfuscation approaches privacy in enhanced by
intentionally reducing the precision of the location information. In the model in
[8], the user uses circular areas as location info instead of his exact positions.
The model in [9] also considers spatio-temporal obfuscation to protect movement
trajectories of users.

STS enables location privacy without relying on the existence of third trusted
parties. The main idea behind STS is to divide the location information into
shares and distribute it to multiple STS-Ss. These are no-trustworthy entities,
assigned to store, erase, and provide segments of location data that anonymous
users register. Third party services, such as LBS, personal assisting or perva-
sive applications, access multiple STS-Ss to determine the location of the user
through the combination of the distributed shares.

6 Conclusions

We report on the enhanced STS, which segments and distributes location in-
formation to certain, non-trusted, entities from where it will be reachable for
reconstruction by authorized LBS. STS does not require any third trusted party.
We also introduce a time-optimized mechanism for updating the STS-Ss based
on the Optimal Stopping Theory. Furthermore, we evaluate STS in terms of
computational and energy efficiency. Evaluation results show that STS does not
overload the mobile operations.
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Abstract. In this paper we demonstrate a number of attacks against
proposed protocols for privacy-preserving linear programming, based on
publishing and solving a transformed version of the problem instance.
Our attacks exploit the geometric structure of the problem, which has
mostly been overlooked in the previous analyses and is largely preserved
by the proposed transformations. The attacks are efficient in practice and
cast serious doubt to the viability of transformation-based approaches in
general.

Keywords: Cryptanalysis, Secure multiparty computation, Linear
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1 Introduction

Linear programming (LP) is one of the most versatile polynomial-time solvable
optimization problems. It is usually straightforward to express various produc-
tion planning and transportation problems as linear programs. There exist LP
solving algorithms that are efficient both in theory and in practice. If the in-
stances of these problems are built from data belonging to several mutually
distrustful parties, the solving procedure must preserve the privacy of the par-
ties. Thus it would be very useful to have an efficient privacy-preserving protocol
that the data owners (and possibly also some other parties that help with com-
putation) could execute for computing the optimal solution to a linear program
that is obtained by combining the data of different owners. It is likely that such
protocol would directly give us efficient privacy-preserving protocols for many
other optimization tasks.

Several such protocols have indeed been proposed, following one of two main
approaches. In the secure multiparty computation (SMC) approach, composable
protocols for privacy-preserving arithmetic and relational operations are used to
build a privacy-preserving implementation of some LP solving algorithm, typi-
cally the simplex algorithm. In the transformation-based approach, the algebraic
structure of systems of linear inequalities and equations is used to apply a linear
transformation to the description of the original problem, thus disguising it and
allowing it to be solved publicly.

R. Accorsi and S. Ranise (Eds.): STM 2013, LNCS 8203, pp. 17–32, 2013.
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The security properties of the protocols of SMC approach can be derived from
the properties of the protocols for primitive arithmetic and relational operations
through composability. The privacy guarantees these protocols offer are thus
pretty well understood. The transformation-based methods have so far lacked
the understanding of their privacy properties at a comparable level. The current
paper demonstrates that such unavailability of security definitions is dangerous.

2 Privacy-Preserving Linear Programming

Throughout this paper, the upright upper case letters A denote matrices, and the
bold lower case letters b denote column vectors. Writing two matrices/vectors
together without an operator Ab denotes multiplication, while separating them
with a whitespace and putting into parentheses (A b) denotes augmentation.
By augmentation we mean attaching a column b to the matrix A from the right.
This can be generalized to matrices: (A B) denotes a matrix that contains all
the columns of A followed by all the columns of B. Row augmentation is defined
analogously.

The canonical form for a linear programming task is the following:

minimize cT · x, subject to Ax ≤ b,x ≥ 0 . (1)

Here A is an m× n matrix, b is a vector of length m and c is a vector of length
n. There are n variables in the vector x. The inequality of vectors is defined
pointwise.

The LP solving algorithms, as well as protocols for privacy-preserving solution
commonly expect the task to be in the standard form:

minimize cT · x, subject to Ax = b,x ≥ 0 . (2)

The inequality constraints of the canonical form can be transformed to equality
constraints by introducing slack variables. The system of constraints Ax ≤ b,
x ≥ 0 is equivalent to the system Ax + Ixs = b, x,xs ≥ 0, where I is m ×m
identity matrix and xs is a vector of m new variables.

A feasible solution of a linear program is any vector x0 ∈ Rn that satisfies its
constraints. An optimal solution of a linear program is any feasible solution that
maximizes the value of its cost function. The feasible region of a linear program
is the set of all its feasible solutions. It is a polyhedron — the intersection of a
finite number of hyperplanes and half-spaces. A feasible solution is basic if it is
located in one of the vertices of that polyhedron.

In the privacy-preserving setting, the elements of the matrix A and the vectors
b, c are somehow contributed by several different parties. The cost vector c may
be either held entirely by some party, or its entries may belong to different
parties. Two standard ways of partitioning the constraints Ax ≤ b are the
horizontal partitioning (each party contributes some of the constraints) and the
vertical partitioning (each party knows certain columns of the matrix A). More
general ways of data partitioning are possible, but these are not considered by
the transformation methods that we are attacking.
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In general, there are two main approaches to privacy-preserving linear pro-
gramming. One approach is the straightforward cryptographic implementation
of a privacy-preserving version of some LP solving algorithm [14,9]. Its main
problem is efficiency since the entire optimization process must be performed in
a manner that protects all intermediate values and comparison results. Another
approach is transforming the program such a way that it could be given to a
solver for offline computation. The optimal solution to the initial program has
to be recoverable from the optimal solution to the transformed program.

In this work we present new attacks against some of the existing transforma-
tion methods. Without lessening the generality, we assume the number of parties
to be 2, called Alice and Bob.

2.1 Transformation Methods

Transformation-based methods have been proposed in [4,3,15,11,12,16,8,2,10,7].
A set of “standard” transformations, applicable to the initial program, have been
proposed over the years. Depending on the partitioning of constraints and the
objective function, the application of a transformationmay require cryptographic
protocols of varying complexity. Each of the methods proposed in the literature
typically uses several of these standard transformations.

Multiplying from the left. The idea of multiplying A and b in (2) by a random
m × m invertible matrix P from the left was first introduced by Du [4]. This
transformation conceals the outer appearance of A and b, but the feasible region
remains unchanged.

Multiplying from the right. The idea of multiplying A and b in (2) by a random
invertible matrix Q from the right was also proposed by Du [4]. This hides also
the cost vector c. Unfortunately, it changes the optimal solution if some external
constraints (e.g. the non-negativity constraints) of the form Bx ≥ b′ are present,
as it has been shown in [2]. In this case, the vector b′ should also be modified
according to the transformation, but that in fact reveals all the information
about Q.

Scaling and Permutation. Bednarz et al. [2] have shown that, in order to pre-
serve the inequality x ≥ 0, the most general type of Q is a positive generalized
permutation matrix (a square matrix where each row and each column contains
exactly one non-zero element). This results in scaling and permuting the columns
of A. This transformation may also be applied to a problem in the canonical form
(1).

Shifting. The shifting of variables has first been proposed in [3], and it has been
also used in [16]. This transformation is achieved by replacing the constraints
Ax ≤ b with Ay ≤ b+Ar, where r is a random non-negative vector of length n
and y are new variables, related to the variables x through the equality y = x+r.
To preserve the set of feasible solutions, the inequalities y ≥ r have to be added
to the system. A different transformation must then be used to hide r.
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2.2 Security Definition

There are no formal security definitions used in the transformation-based ap-
proach. The definition that has been used in the previous works is the acceptable
security. This notion was first used in [5].

Definition 1. A protocol achieves acceptable security if the only thing that the
adversary can do is to reduce all the possible values of the secret data to some
domain with the following properties:

1. The number of values in this domain is infinite, or the number of values in
this domain is so large that a brute-force attack is computationally infeasible.

2. The range of the domain (the difference between the upper and lower bounds)
is acceptable for the application.

More detailed analysis [1,3] estimates the probability that the adversary guesses
some secret value.The leakagequantificationanalysis [3] is a compositionalmethod
for estimating the adversary’s ability to make the correct guess when assisted by
certain public information.

Although acceptable security could make the analysis simpler, it is not very
well applicable in practice. Attacks on schemes that are secure by this definition
have been found [2,1]. The security of different transformation methods is very
dependent on the initial settings of the problem — the partitioning of initial
data, as well as on the type of used constraints (inequalities or equations).

2.3 Classification of Initial Settings

For each of the proposed transformation methods, the applicability and security
strongly depend on the initial settings of the problem. For that reason, Bednarz
[1] has introduced a classification of initial settings, provided with corresponding
notation. She proposes to consider the following parameters:

Objective Function Partitioning. How is the vector c initially shared? Is it
known to Alice, to Bob, or to both of them? Are some entries known to
Alice and others to Bob? Or does c = cAlice + cBob hold, where cAlice is
“completely” unknown to Bob and vice versa?

Constraint Partitioning. How is the matrix A initially shared? Is it pub-
lic, known to one party, partitioned horizontally or vertically, or additively
shared?

RHS Vector Partitioning. How is the vector b initially shared?
Allowable Constraint Types. Does the method admit only equality con-

straints, only inequalities, or both of them? Note that admitting only equality
constraints means that the “natural” representation of the optimization prob-
lem is in terms of equalities. The use of slack variables to turn inequalities to
equalities is not allowed.

Allowable Variable Types. May the variables be assumed non-negative? Or
may they be assumed free? Or can both types be handled?
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Additionally, the classification considers which party or parties learn the optimal
solution. This aspect does not play a role for our attacks.

The attacks described in this paper mostly target the transformation methods
for LP tasks where the constraints are in the form of inequalities (1), and the
set of constraints has been horizontally partitioned between Alice and Bob. The
optimization direction c and its sharing does not play a big role in the main at-
tacks, although some proposed transformation methods leave into it information
that makes the attacks simpler. In our treatment, we assume all variables to be
non-negative.

2.4 Overview of Proposed Methods

For exactly the setting described in the previous paragraph, Bednarz [1, Chap. 6]
has proposed the following transformation. The set of constraints in (1) is trans-
formed to

Ây = b̂,y ≥ 0, (3)

where Â = P
(
A I

)
Q, b̂ = Pb, I is the m ×m identity matrix, P is a random

invertible m×m matrix and Q is a random positive (m+n)×(m+n) generalized
permutation matrix. New variables y are related to the original variables x and
the slack variables xs by the equation

(
x
xs

)
= Qy. The objective function is

disguised as ĉT = (cT 0T)Q, where 0 is a vector of m zeroes.
Other proposed transformations for horizontally partitioned constraints can

be easily compared with Bednarz’s. Du [4] applied the multiplication with both
P and Q (where Q was more general) directly to the system of inequalities (1).
Unfortunately, this transformation did not preserve the feasible region (and pos-
sibly the optimal solution) as shown by Bednarz et al. [2]. Vaidya [15] uses only
the matrix Q, with similar correctness problems. Mangasarian [12] uses only the
multiplication with P for a system with only equality constraints (2). Hong et
al. [8] propose a complex set of protocols for a certain kind of distributed linear
programming problems. Regarding the security, they prove that these proto-
cols leak no more than what is made public by Bednarz’s transformation. Li et
al. [10] propose a transformation very similar to Bednarz’s, only the matrix Q
is selected from a more restricted set. This transformation is analyzed by Hong
and Vaidya [7] and shown to provide no security (their attack has slight similar-
ities with the one we present in Sec. 3.2). They propose a number of methods to
make the transformation more secure and to also hide the number of inequali-
ties in (1), including the addition of superfluous constraints and the use of more
than one slack variable per inequality to turn them to equalities. We will further
discuss the use of more slack variables in Sec. 3.1. The transformation by Dreier
and Kerschbaum [3], when applied to (1), basically shifts the variables (Sec. 2.1),
followed by Bednarz’s transformation. We discuss the details and attacks specific
to this transformation in Sec. 3.3.
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3 Attacks

The system of constraints (1) consists of m inequalities of the form
∑n

i=1 ajixi ≤
bj for j ∈ {1, . . . ,m}, in addition to the non-negativity constraints. We assume
that Alice knows the first r of these inequalities.

When Alice attempts to recover (1) from the result of Bednarz’s transforma-
tion (3), she will first try to locate the slack variables, as described in Sec. 3.1.
When she has located the slack variables, she can remove these, turning the
equalities back to inequalities of the form A′x′ ≤ b′. These constraints are re-
lated to (1) by A′ = P′AQ′, b′ = P′b, where both P′ and Q′ are generalized
permutation matrices (of size m×m and n×n, respectively; Q′ is also positive).
Multiplication with P′ from the left does not actually change the constraints,
so the goal of Alice is to find Q′. The correspondence of the variables in x and
x′ can be found by looking at scale-invariant quantities related to constraints.
Once the correspondence is found, the scaling factors can be easily recovered.
All this is described in Sec. 3.2.

3.1 Identifying the Slack Variables

Looking at the Objective Function. When we add the slack variables to the
system of inequalities in order to turn them to equations, then the coefficients of
these slack variables in the cost vector c will be 0. In the existing transformation
methods, the cost vector c is hidden by also multiplying it with a monomial
matrix Q (product of a positive diagonal matrix and a permutation matrix)
from the right. In this way, the zero entries in c are not changed. If all original
variables had non-zero coefficients in the objective function, then the location of
zeroes in the transformed vector c tells us the location of slack variables.

This issue can be solved by applying the transformation to the augmented
form of linear program that includes the cost vector into the constraint matrix,
and the cost value is expressed by a single variable:

minimize w, subject to

(
1 −cT 0
0 A I

)⎛
⎝w

x
xs

⎞
⎠ =

(
0
b

)
,

⎛
⎝w

x
xs

⎞
⎠ ≥ 0 . (4)

The slack variables may be now hidden amongst the real variables by permu-
tation. The location of the variable w should be known to the solver, although he
may also solve all the n instances of linear programming tasks: for each variable
in the task, try to minimize it.

There may be possibly other means of hiding c. Hence we introduce more
attacks that are not related to c.

Looking at Sizes of Entries. If the positions of slack variables have been
hidden in the cost vector, they may be located by exploiting the structure of A.
Namely, after the slack variables are introduced, they form an identity matrix
that is attached to A from the right. Thus each slack column contains exactly
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one non-zero entry. The columns of A are very unlikely to contain just one non-
zero entry. We have found that the columns of P

(
A I

)
can be distinguished by

performing statistical analysis on the sizes of their entries. Even if using both
positive and negative entries in A makes the mean more or less the same, the
variance is smaller for the slack variables. The following scaling of the columns
with the entries of Q does not provide any more protection.

We have discovered this problem occasionally, just because the columns ap-
peared too different after applying the existing transformation methods. The
previous works do not state precisely the distribution from which the entries
of P (and Q) should be sampled. We have made experiments where we have
sampled these entries independently of each other, according to the uniform
distribution, or the normal distribution (the parameters of the distribution are
currently unimportant, they only affect the scale of the resulting matrix, as well
as the variance of its entries relative to each other). It turns out that selecting
the entries of P randomly according to either one of these distributions keeps
the variables distinguishable.

We performed a series of experiments, described below in detail. The instances
of linear programming tasks were generated from a certain distribution that may
differ from the distributions typical to some particular real-life problems, but
nevertheless covers a large class of linear programs.

First, let us define the following probability distribution:

Definition 2. If a random variable X is distributed according to the normal
distribution N (μ, σ2), then the distribution of the absolute value |X | is called the
folded normal distribution and is denoted Nf(μ, σ

2).

Our experiments were parametrized by the following quantities:

– the number of variables n and the number of inequality constraints m in (1);
– the fraction p ∈ [0, 1] of zero entries in A;
– the fraction a ∈ [0, 1] of constraints with non-negative coefficients;
– the fraction q ∈ [0, 1] of zero entries outside the main diagonal of P.

We performed two sets of experiments. In one of them we sampled the en-
tries of P,Q from a uniform distribution, and in the other one from a normal
distribution.

An experiment proceeded as follows.

1. Generate a random point v = (v1, . . . , vn) ∈ Rn where vi is chosen uniformly
from (0, 100]. This point will be contained in the polyhedron defined by the
constraints in (1), thereby ensuring its non-emptiness.

2. Generate a random m×n matrix A = (aij)
m,n
i,j=1,1 whose entries are assigned

in the following way:
– The value 0 is taken with the probability p.
– A random value is sampled uniformly from [−100, 100] ⊆ R (or from a

normal distribution N (0, 100)) with probability 1− p.
– After a row of A is generated, with probability a all entries in this row

are replaced with their absolute values.



24 P. Laud and A. Pankova

3. Generate the entries of the vector b of length m in such a way that the
polyhedron defined by Ax ≤ b definitely contains the point v. That is, for
each i ∈ {1, . . . ,m}, compute bi = ai1v1 + . . . + ainvn + s, where s is a
random positive number. In our experiments, s was chosen uniformly from
[1000, 2000].

4. Let P be a m×m random matrix, the entries of which are assigned in the
following way:
– The value 0 is taken with the probability q (except the main diagonal,

which stays non-zero in any case).
– A random value is sampled uniformly from [−100, 100] (or from a normal

distribution N (0, 100)) with probability 1− q.
Note that P is invertible with probability 1.

5. Let Q be a (m + n) × (m + n) random positive generalized permutation
matrix. The permutation defined by Q was picked uniformly from Sm+n and
the non-zero entries of Q were uniformly sampled from [1, 100] (or sampled
from a folded normal distribution Nf (0, 100)).

6. Construct Â and b̂ according to Bednarz’s transformation.
7. For each column of Â compute the mean and the variance of its entries. Find

the sets of m columns where (a) the means are the largest, (b) the means
are the smallest, (c) the variances are the largest, or (d) the variances are
the smallest.

8. The experiment was considered successful if one of the four sets ofm columns
found in the previous step exactly corresponded to the slack variables in y
introduced by Bednarz’s transformation.

When sampling the entries of P,Q from the uniform distribution, we ran 5 ex-
periments for all possible values of the parameters, wherem+n ∈ {100, 250, 500},
m/(m + n) ∈ {25%, 50%, 75%}, p, q ∈ {0%, 25%, 50%, 75%, 90%}, and a ∈
{0%, 25%, 50%, 100%}. For almost all settings, there was at least one experiment
that was successful. The experiments were less successful only if m was small
and p was large. When sampling the entries of P,Q from the normal distribu-
tion, we ran the same number of experiments with the same parameters.Again,
for most settings, at least one of the experiments was successful. Again, we had
less success if many entries in A were 0 (i.e. p was large) and there were less
constraints than variables (i.e. m/(m+ n) was small). As we assumed, the best
metrics was the variance, larger for the initial variables and smaller for the slack
variables. For the largest parameters (m+n = 500), an attack took just a couple
of seconds on a server with two Intel X5670 processors with 12 MB cache running
at 2.93 GHz, and with 48 GB of main memory. The linear algebra operations
were imported from sage [13]. Since sage does not round floating point numbers
in the process of matrix multiplication, the transformation itself turned out to
be too inefficient for choosing the initial parameters with high precision. For ex-
ample, while the attack still takes several seconds for 64-bit initial numbers, the
transformation takes half an hour. However, this issue affects significantly the
transformation, but not the attack timing. The attack timing grows less than
linearly with the number of bits. We also did not notice that choosing more
precise numbers would affect the outcome of the attack.
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This problem can be potentially resolved by scaling the columns by a value
that comes from a sufficiently large distribution to hide these differences. Al-
though this makes the columns approximately the same size, it makes the values
of the slack variables in the optimal solution to the transformed LP task much
smaller than the values of the original variables, still keeping them distinguish-
able. Also, this modification does not affect the variances of the variables.

Another way is to add extra constraints whose entries that are large enough
to provide noise for all the variables. The problem is that introducing more con-
straints requires introducing more slack variables for correctness. These slack
variables cannot be protected by the same method. Once they have been re-
vealed, they may be removed from the system by Gaussian elimination.

We would also like to note that the adversary may always bring the trans-
formed matrix to its reduced row echelon form. This means that this transfor-
mation provides the best possible hiding, and the security analysis should be
performed on this form. Unfortunately, it cannot be used for hiding instead of
P since it is expensive to compute it while preserving the privacy.

Sampling the Vertices of the Polyhedron. If the previous attack does
not work well because the random values used during the transformation have
been sampled in such a way that the entries of the resulting matrix have simi-
lar distributions, then there are still more ways of locating the slack variables.
Consider (3), where each of the new variables yi ∈ x is either a scaled copy of
some original variable xi′ ∈ x or a (scaled) slack variable. The constraints (3)
define an n-dimensional polyhedron in the space Rm+n (due to its construction,
the matrix Â has full rank). In each vertex of this polyhedron, at least n of
the variables in y are equal to zero. We have hypothesized that for at least a
significant fraction of linear programs, it is possible to sample the vertices of this
polyhedron in such manner, that slack variables will be 0 more often than the
original variables.

To verify our hypothesis, we performed a series of experiments, described be-
low in detail. Our experiments were parametrized by the quantities m,n, p, a
described at the previous experiment. Additionally, the number k ∈ N deter-
mines the number of vertex samples done in an experiment, and the fraction
e ∈ [0, 1] affects the polyhedron that we use to look for variables that most often
take the value 0 in vertices.

An experiment proceeded as follows.

1–6. Generate A, b, Â, b̂ as in the previous experiment, using the current values
of m,n, p, a, and taking q = 0. The entries of all matrices are sampled from
the uniform distribution.

7. Modify Â [resp. b̂] by removing their first e ·m rows [resp. elements]. This
corresponds to discarding a fraction of e equations from the system Ây = b̂.
We have found that such removal increases the success rate of the experi-
ments for certain parameters.

8. Initialize the counters z1, . . . , zm+n to 0.
9. Repeat the following k times.
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(a) Generate the optimization direction c ∈ Rm+n sampling each entry from
the distribution Nf(0, 1).

(b) Find an optimal basic solution (a solution located in a vertex of the
polyhedron) to the linear program

minimize cT · y, subject to Ây = b̂,y ≥ 0 .

(c) If the optimal solution yopt exists, then increase by one each zi where
the i-th element of yopt equals 0.

10. The experiment was considered successful if the counters with n largest val-
ues exactly corresponded to the slack variables in y introduced by Bednarz’s
transformation.

We have performed our experiments with different settings. In all experiments,
k was fixed to 100 (larger values did not seem to give any significant difference).
For each set of values for the parameters (m,n, p, a, e), we performed 20 experi-
ments. The results for all sets of experiments are reported in Table 1. For given
(m,n, p, a), the symbol ∗ in the corresponding cell of the table indicates that
none of 20 experiments performed for all values of e we considered were suc-
cessful. If at least one experiment was successful for some value of e, given the
parameters (m,n, p, a), then this value of e is given in the corresponding cell of
the table.

Each attack took a couple of minutes. The largest matrices were obtained for
m

m+n = 0.75; for m+ n = 250 it took less than one minute, and for m+ n = 500
about five minutes.

We also performed some initial experiments where the entries of the optimiza-
tion direction c were sampled from N (0, 1). This choice did not perform better
(and sometimes performed much worse) than the sampling from Nf(0, 1).

We see that the worst case for our algorithm is when m is much smaller than
n and the fraction of zero entries in A is large. The problem is that there are too
few inequalities already in the beginning, and the zeroes make the initial matrix
A even sparser and less constraining. The initial variables thus do not differ too
much from the slack variables. However, if A is sparse, there may possibly exist
other attacks based looking for certain affine relationships between the variables,
similarly to the attacks from Sec. 3.3.

For m > n it may happen that even the slack variables will not be allowed to
take the value 0 at all because of too tight bounds. In this case, some equations
have been just eliminated from the transformed program. This is not equivalent
to removing bounds from the initial polyhedron, and it is not quite clear what
exactly happens to it. However, there are definitely less constraints than before,
and the slack variables again have higher probabilities of becoming 0.

The results also show something interesting about the effect of the structure
of A on the outcome of the attack. It can be seen than the attack performs better
when all the entries of A are non-negative. The success rate is in general higher
for smaller fraction of zero elements in A, especially for the smaller number of
constraints.
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Table 1. Results of the vertex-sampling experiments

m n p
a

0.0 0.25 0.5 1.0

25 75

0 * 0 0 0
0.25 * * 0 0
0.5 0 0 0 0
0.75 0 0 0 0
0.9 * * * *

50 50

0 0 0 0 0
0.25 0 0 0 0
0.5 0 0 0 0
0.75 * 0 0 0
0.9 * * * *

62 188

0 * * * *
0.25 * * * *
0.5 * * * 0
0.75 * * * 0
0.9 * * * *

75 25

0 0.75 0.5 0.75 0.5
0.25 0.75 0.5 0.75 0.5
0.5 0.75 0.5 0.75 0.5
0.75 0.75 0.5 0.75 0.5
0.9 * * 0.75 0.5

125 125

0 0 0 0 0
0.25 0 * 0 0
0.5 0 0 0 0
0.75 * 0 0 0
0.9 * * * *

m n p
a

0.0 0.25 0.5 1.0

125 375

0 * * * *
0.25 * * * *
0.5 * * * *
0.75 * * * *
0.9 * * * *

187 63

0 0.75 0.75 0.75 0.5
0.25 0.75 0.5 0.75 0.5
0.5 0.75 0.75 0.75 *
0.75 * 0.75 0.75 0.5
0.9 * * * 0.9

250 250

0 * 0 * 0
0.25 * 0 * 0
0.5 * * * 0
0.75 * * * 0
0.9 * * * *

375 125

0 * 0.75 0.75 0.5
0.25 0.75 0.75 0.75 0.75
0.5 0.75 * * 0.5
0.75 * 0.75 * 0.5
0.9 * 0.75 * 0.75

475 25

0 0.9 0.9 0.9 0.9
0.25 0.9 0.9 0.9 0.9
0.5 0.9 0.9 0.9 0.9
0.75 0.9 0.9 0.9 0.9
0.9 0.9 0.9 0.9 0.9

Our experimental results show that for many linear programs in canonical
form (1), it is possible to identify the slack variables after Bednarz’s transfor-
mation. The validity of our hypothesis has been verified.

Several Slack Variables per Inequality. The authors of [7] proposed intro-
ducing multiple slack variables for the same inequality. We have tried experimen-
tally that in this case there is even higher probability that the slack variables
are those that most often take the value 0 in a vertex sampled as described pre-
viously; this can also be explained in theory. Also, in this case, the columns in
Â, corresponding to slack variables added to the same inequality, are multiples
of each other. This makes them easily locatable.

Removing the Slack Variables. Once we have located the slack variables,
we will reorder the variables in the constraints Ây = b̂ so, that the non-slack
variables are the first n variables and the slack variables are the last m variables
in y. This corresponds to the first n columns of Â containing the coefficients of
non-slack variables in the system of equations, and the last m columns contain-
ing the coefficients of slack variables. We will now use row operations to bring
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the system to the form
(
A′ I

)
y = b′, where I is m × m identity matrix. This

system, together with the non-negativity constraints, is equivalent to the system
of inequalities A′x′ ≤ b′, where x′ are the first n elements of y.

3.2 Finding the Permutation of Variables

We will now describe the attack that allows to remove the scaling and the per-
mutation of variables. An attack based on exploiting the slack variables has been
proposed in [3]. If the system contains only inequalities, then they completely re-
veal a scaled permutation of P that may be afterwards used to recover a scaled
permutation of M whose scaling may be afterwards removed by searching for
common factors. The factoring attack can be avoided by using real entries in Q.
Our attack does not use factoring, but exploits the geometrical structure of the
transformed program.

Recall that the initial linear program is partitioned horizontally, so each
party holds some number of constraints. Suppose Alice knows r inequalities∑n

i=1 ajixi ≤ bj (where j ∈ {1, . . . , r}) of the original system of constraints,
from a total of m. We assume that r is at least 2. Alice also knows all scaled
and permuted constraints

∑n
i=1 a

′
jix

′
i ≤ b′j (where j ∈ {1, . . . ,m}). If we could

undo the scaling and permuting, then this set of m inequalities would contain
all original r inequalities known by Alice. Next we show how Alice can recover
the permutation of the variables. Once this has been recovered, the scaling is
trivial to undo.

Alice picks two of the original inequalities she knows (e.g. k-th and l-th, where
1 ≤ k, l ≤ r) and two inequalities from the scaled and permuted system (e.g.
k′-th and l′-th, where 1 ≤ k′, l′ ≤ m). She makes the guess that k-th [resp. l-th]
original inequality is the k′-th [resp. l′-th] scaled and permuted inequality. This
guess can be verified as follows. If the guess turns out to be correct, then the
verification procedure also reveals the permutation (or at least parts of it).

For the inequality
∑n

i=1 ajixi ≤ bj in the original system let Hj be the cor-
responding hyperplane where “≤” has been replaced by “=”. Similarly, let H ′

j

be the hyperplane corresponding to the j-th inequality in the scaled and per-
muted system. The hyperplane Hj intersects with the i-th coordinate axis in the
point (0, . . . , 0, zji, 0, . . . , 0), where zji = bj/aji (here zji is the i-th component
in the tuple). Also, let (0, . . . , 0, z′ji, 0, . . . , 0) be the point where H ′

j and the i-th
coordinate axis intersect.

Note that scaling the (initial) polyhedron s times along the i-th axis would
increase zji by s times, too, for all j. Scaling it along other axes would not change
zji. Hence the quantities zki/zli (for i ∈ {1, . . . , n}) are scale-invariant.

To verify her guess, Alice computes the (multi)sets {zki/zli | 1 ≤ i ≤ n} and
{z′k′i/z

′
l′i | 1 ≤ i ≤ n}. If her guess was correct, then these multisets are equal.

Also, if they are equal, then the i-th coordinate in the original system can only
correspond to the i′-th coordinate in the scaled and permuted system if zki/zli =
z′k′i′/z

′
l′i′ . This allows her to recover the permutation. If there are repeating

values in the multisets, or if division by 0 occurs somewhere, then she cannot
recover the complete permutation. In this case she repeats with other k, l, k′, l′.



New Attacks against Transformation-Based Privacy-Preserving LP 29

But note that the presence of zeroes in the coefficients also gives information
about the permutation.

This attack does not allow to discover precise permutations if the known
inequalities are symmetric with respect to some variables, and the scaling cannot
be derived for the variables whose coefficients in all the known inequalities are 0.
It is also impossible if the right sides of all the known inequalities are 0. However,
it would reduce the number of secure linear programming tasks significantly.
Also, if two variables in the system look the same for Alice (they participate in
the same way in all inequalities she knows) then it should not matter to her how
they end up in the recovered permutation.

We have followed up our experiments reported in the previous section, and
verified that the attack works in practice.

3.3 Attacks Specific to [3]

Dreier and Kerschbaum [3] propose a transformation that is applicable to LP
tasks containing both equality and inequality constraints. In this paper, we only
consider its application to tasks with inequality constraints only (although the
operations presented in this section are also applicable to equations). In their
transformation, the variables are first shifted by a positive vector (as described in
Sec. 2.1), and then Bednarz’s transformation is applied to the resulting system.
In [3], the construction is described somewhat differently and the resulting pos-
itive generalized permutation matrix Q used to scale and permute the columns
of the constraint system is not the most general matrix possible. The attacks
described below work for any possible Q.

Shifting Back. The shifting of variables that has been used in [3] (and also
in the transformation presented by Wang et al. [16], which only applies to LP
tasks with equality constraints, and is thus outside the scope of this paper)
reduces to scaling. The inequalities y ≥ r for the variables y are transformed to
equalities by the introduction of new slack variables s. For the variable yi ∈ y,
related to the original variable xi through the equality yi = xi + ri, we have the
equality yi − si = ri, where si is a new slack variable. After applying Bednarz’s
transformation, the variables are scaled and this equality becomes qiŷi−q′iŝi = ri.
The new variables ŷi and ŝi are related to the previous ones by yi = qiŷi and
si = q′iŝi, where qi and q′i are certain non-zero entries in the matrix Q. Thus
ŝi = (qiŷi − ri)/q

′
i = (yi − ri)/q

′
i = xi/q

′
i. I.e. the slack variable ŝi is a scaled

copy of the original variable xi.
We could now eliminate the variables y (the shifted versions of the original

variables x) from the system of constraints and the objective function. We will
then be left with the system that involves only the slack variables s from the
inequalities y ≥ r and the slack variables xs from the inequalities in the origi-
nal system. The resulting LP task could have been obtained from the original
task through Bednarz’s transformation and the attacks described above can be
applied to it.



30 P. Laud and A. Pankova

To eliminate the variables y, we need to know their location. Dreier’s and
Kerschbaum’s transformation [3] does not actually hide these variables, due to
their choice of Q. But even if the permutation encoded in Q were more general,
we could still recover the locations of the variables y as described below. The
procedure described below also recovers the pairs (ŷi, ŝi) of variables and corre-
sponding slack variables, the difficulty of which is postulated in the cryptanalysis
performed in [3].

Affine Relationships in Small Sets of Variables. Each variable from y =
x + r is associated with exactly one slack variable from s. To find the pairs
(ŷi, ŝi), the adversary can just pick pairs of variables and then verify that they
correspond to each other. The correspondence that the adversary can verify is
the affine relationship qiŷi − q′iŝi = ri between these variables.

This problem can be stated more generally. Suppose that we have a linear
equation system Ax = b. Consider the solution space of this system. If the
space contains small sets of t variables that are in affine relationship α1xi1 +
. . . + αtxit = β for some αi, β ∈ R (that may be not obvious from the outer
appearance A), then these equations may be recovered by looking through all the
sets of variables of size t. To expose the affine relationship between xi1 , . . . , xit , we
will just use Gaussian elimination to get rid of all other variables. The procedure
can be described as follows:

1. Repeat the following, until only variables xi1 , . . . , xit remain in the system.

(a) Pick any other variable xj that has not been removed yet.
(b) Take an equation where xj has non-zero coefficient. Through this equa-

tion, express the variable xj in terms of the other variables. Substitute
it into all the other equations. Remove the equation and the variable xj .
If there are no equations where xj has non-zero coefficient, then remove
only xj , without touching any remaining equations.

2. The previous operations do not change the solution set of the system (for the
remaining variables). Therefore, if there are any equations left, then there
exist αi, β ∈ R (not all αi = 0) such that α1xi1 + . . .+ αtxit = β.

In this manner, the adversary is able to find all unordered pairs {ŷi, ŝi} related
to each other through qiŷi + q′iŝi = ri. The signs of qi, q

′
i, ri in this relationship

determine, which one is the original variable (qiri > 0), and which one the slack
variable (q′iri < 0).

4 Conclusions

We have presented attacks against transformation-based methods for solving
LP tasks in privacy-preserving manner. The attacks are not merely theoretical
constructions, but work with reasonable likelihood on problems of practical size.
The aim of this paper was to show that the attacks work in practice. It was not
intended to estimate their theoretical complexity.
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We have presented our attacks against methods that handle LP tasks where
the constraints are specified as inequalities. May the methods for differently-
represented LP tasks, e.g. as systems of equations [12,16], still be considered
secure? Our attacks are not directly applicable against this setting because the
set of equations representing the subspace of feasible solutions is not unique and
the hyperplanes in the original and transformed systems of constraints cannot
be directly matched against each other like in Sec. 3.2. In our opinion, one still
has to be careful because there is no sharp line delimiting systems of constraints
represented as equations, and systems of constraints represented as inequalities.
The canonical form (1) and the standard form (2) can be transformed to each
other and the actual nature of the constraints may be hidden in the specified
LP task.

The lack of precise definitions of confidentiality for transformation-basedmeth-
ods makes it harder to argue about the (in)security of a particular method.
Further advances in this field would benefit from an indistinguishability-based
definition of security, similar to [6]. In such a definition, the adversary would be
allowed to pick two LP tasks, one of which would then be transformed by the
environment. The adversary’s goal is to find out, which of the two tasks was
transformed. In this definition, it would also be possible to precisely state which
parts of the task the transformation will not attempt to protect: the environ-
ment would check that these parts are equal for the two tasks selected by the
adversary.
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Abstract. With the advent of cloud computing there is an increased
interest in outsourcing an organization’s data to a remote provider in
order to reduce the costs associated with self-hosting. If that database
contains information about individuals (such as medical information), it
is increasingly important to also protect the privacy of the individuals
contained in the database. Existing work in this area has focused on pre-
venting the hosting provider from ascertaining individually identifiable
sensitive data from the database, through database encryption or manip-
ulating the data to provide privacy guarantees based on privacy models
such as k-anonymity. Little work has been done to ensure that informa-
tion contained in queries on the data, in conjunction with the data, does
not result in a privacy violation. In this work we present a hash based
method which provably allows the privacy constraint of an unencrypted
database to be extended to the queries performed on the database. In
addition, we identify a privacy limitation of such an approach, describe
how it could be exploited using a known-query attack, and propose a
counter-measure based on oblivious storage.

1 Introduction

With the advent of cloud computing, the desire to outsource databases continues
to grow. Database as a service is a quickly growing industry, attracting companies
looking to reduce costs by maintaining fewer servers and IT personnel. However,
as the usage of database outsourcing grows, so does the risk of privacy violations.
In some cases this outsourcing may even conflict with privacy laws that are
designed to safeguard the identities and the individuals the data is about. An
outsourced database has a new threat to consider: the hosting provider itself.

Existing work has explored a variety of privacy constraints such as k-
anonymity [1, 2], l-diversity [3], and t-closeness [4]. These works aim to pro-
vide metrics for the privacy protection of data stored in a database. Little work
has been done to safeguard privacy in the queries themselves, beyond the ex-
treme model of Private Information Retrieval [5] and related works that involved
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encrypting the entire database. In our model, we assume that the data is inten-
tionally stored unencrypted so that the hosting provider can provide value added
services such as address correction and analysis of the (anonymized) data.

Previous work involving unencrypted, anonymized databases ignores the im-
pact of information contained in queries and essentially models queries as having
been drawn randomly from the global pool of all possible queries, meaning they
would not leak any sensitive information. Even the authors’ prior work on query-
ing anonymized data requires this assumption [6, 7]. This is rarely a reasonable
assumption. The very existence of a query or set of queries can easily leak infor-
mation about individuals in a database.

Consider the scenario that John is found collapsed on the street. The reason
for his collapse is unknown. When he arrives at the ER, the doctors notice that
John’s arms contain punctures indicative of illegal drug use. In order to better
determine John’s situation, the doctor queries his medical records to determine
if he has any of the diseases that may come from shared needles. The queries
would look something like:
SELECT * FROM DB WHERE PATIENT = "John" AND (Disease = "HIV" OR

Disease = "hepatitis" OR Disease = "tuberculosis");

Given that those three diseases are considered high risk for illegal drug users
but not for the general population, someone with a knowledge of those queries
may be able to reasonably assume that John is an illegal drug user. (Why else
would a doctor issue this particular set of queries?) Private information about
John has been leaked, even if the database itself is stored in a privacy-preserving
fashion. The queries themselves leak the information.

We model query privacy leakage based on the probability of a link between
identifying information and sensitive information. For no leakage to occur, a
query should not convey any private information that is not already revealed
by the database itself. In the example above, queries for those three diseases
increases the probability that John is at a high risk for diseases transmitted
from blood. This knowledge, in turn, increases the probability that he has one
or more of the diseases. A leak can be described as follows:

Given:
t = An individual (or identifying information for that individual)
v = A sensitive value
D = A database
Q = A sequence of queries
Private information is leaked if:
Pr(t is linked to v|D) < Pr(t is linked to v|D,Q)

In this work we propose a technique to build an anatomized database designed
to safeguard the privacy of individuals whose data is being queried. We base our
models on the principle of k-anonymity. The technique functions by separating
individually identifiable users into buckets of size ≥ k and ensuring that queries
to the database always involve at least an entire bucket. While our database
model, described in more detail in [6, 7], allows INSERTs and UPDATEs, this
paper only discusses SELECT queries. INSERTs and UPDATEs inherently pose
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SSN Name Disease

000-07-7083 Luis HIV

000-26-9073 Donna Diabetes

000-03-3060 Zachary Hepatitis A

000-04-4396 Kenneth Cancer

000-09-4349 Michelle Tuberculosis

000-22-6531 Thomas Hepatitis B

Fig. 1. Sample Database

different privacy risks because an attacker can analyze the before and after states
of the database. Managing these risks imposes limitations on the statements
and requires a certain amount of encryption [7]. The result is that INSERTs
and UPDATEs that do not violate privacy based on the host comparing before
and after states of the database inherently avoid the type of privacy violation
described in this work.

The contributions of this work are as follows:

1. We identify and define the problem of private data leakage from the query
in anonymized databases,

2. We provide a proof that can be used to demonstrate whether leakage can
occur for many group-based privacy protection schemes,

3. We propose a hash based technique to prevent private data leakage through
the query in a k-anonymized database,

4. We identify a type of privacy leak based on a known-query attack that would
allow an attacker to violate query privacy, and

5. We propose the usage of oblivious storage as a mechanism to protect against
known-query attacks.

1.1 Database Model

The basis for our database model is anatomization [8] with an encrypted join
key [6, 7]. For the sake of simplicity of presentation we assume that the groupings
provide only k-anonymity; however, similar privacy models may be also used
without adjustments to our model.

In the anatomy model, the identifying information and the sensitive infor-
mation are split into two separate tables, and a group number is used to link
groups of items from both tables together. An attacker who is able to analyze
the database cannot link a sensitive value to a particular identifying value, in-
stead each can only be linked to the group it is a part of. An encrypted sequence
number allows a client who knows the secret key to perform a query and then
filter the results to determine the exact answer. Fig. 1 shows a simple database
storing patient disease information. Now, suppose that we want to release this
database while still maintaining the privacy of the individuals in it. We decide
that we want to release the database to meet k-anonymity requirements with
k = 2, and so we ensure that each group contains at least two individuals in it.
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SSN Name GID SEQ

000-07-7083 Luis 1 1

000-26-9073 Donna 1 2

000-03-3060 Zachary 2 3

000-04-4396 Kenneth 2 4

000-09-4349 Michelle 3 5

000-22-6531 Thomas 3 6

(a) Identifier Table (IT)

HSEQ GID Disease

Hk1(1) 1 HIV

Hk1(2) 1 Diabetes

Hk1(3) 2 Hepatitis A

Hk1(4) 2 Cancer

Hk1(5) 3 Tuberculosis

Hk1(6) 3 Hepatitis B

(b) Sensitive Table (ST)

Fig. 2. Anatomized Database

Fig. 2 shows the same database anatomized in this way. An attacker analyzing
the database can only link a particular piece of sensitive information to a specific
group, not to an individual within the group. The groups can be chosen using
any group-based privacy criteria (such as l-diversity) in much the same way.

When a query is performed (either on the identifying information or the sen-
sitive information) then all results from the corresponding group are returned.
The client then uses the secret key to match the sequence number from the
identifying information with the sequence number in the sensitive information
in order to determine which elements of the group were actually queried. The
details of query processing for such a database can be found in [6, 7].

We assume that one of the fields (in this case social security number) is used
as the unique identifier for indexing the tables. We call this field the lookup key.

We explicitly assume an unencrypted database. While one might think that
encryption should be used for data sent to a cloud provider, there are a number
of good reasons not to do this:

– Databases commonly experience issues related to the accuracy and complete-
ness of their data. Address information, phone numbers, zip codes, etc. may
be incomplete. A cloud provider with an unencrypted database can provide
“information fixing as service” to help fill in some of these gaps.

– Large, demographic queries that don’t involve mixing identifiers and sensitive
data (such as “How many customers do I have in Chicago?”) do not require
privacy protection, and can be performed on the unencrypted DB without
a performance penalty. This could not occur in an encrypted DB.

– Data stored on the cloud can be offered to a third party for performing data
analytics in order to extract useful information.

1.2 Threat Model

The owner of the database (the client) wishes to outsource their database to an
outsourcing provider (the server). Before sending data to the server, the client
anatomizes it. The client then queries the server requesting information about
specific users, identifying them by their lookup key, as in this query:
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SELECT * from DB WHERE SSN="000-03-3060" AND

Disease ="Hepatitis A";

The client should not issue queries that use any other field as the identifier. We
assume the client has permission to access any record in the database.

Our attacker is the server and has full access to all data in the database as well
as all queries issued. Given a query, the goal of the attacker is to determine which
user a specific query is about. The server is honest-but-curious, meaning that it
does not interfere with the correct operation of the database. Our assumption is
that an active attacker (who alters queries, their results, or the database) would
eventually be detected and the client would stop using their services. Therefore,
it is in the best interest of the server to operate correctly while it attempts to
learn private information.

2 Data Privacy of the Query

As a straightforward solution to this problem we propose that instead of perform-
ing queries based on individually identifying information, queries are performed
on entire groups.

Returning again to the database from Fig. 2, instead of performing a query
such as:

SELECT * from DB where SSN="000-03-3060" and Disease = "Hepatitis A";

The client would instead send the following:
SELECT * from DB where GID=2 and Disease = "Hepatitis A";

This assumes that the individual identified by 000-03-3060 is in group 2; ways
the client can efficiently learn this without violating privacy will be described
in Sections 3.2 and 4.2. The client will receive back database entries where
Disease = Hepatitis A for all users in group 2. The client then simply fil-
ters out entries for all users except the one it intended to query. This process
does not need to be done manually. A simple query processing tool that runs at
the client can make this process transparent. In order to perform this query the
client must already know which group the SSN is in. How the client can learn
this without causing a privacy violation will be discussed in Section 3.

We will now prove that performing group based queries can have the same
privacy guarantees as the underlying grouping methodology.

2.1 Definitions and Notations

Throughout the paper, a table T has d identifier attributes, A1, . . . , Ad, and
a sensitive attribute As. (This could easily be extended to multiple sensitive
attributes, we use a single one for clarity.) We will use dot notation to refer to
some attribute of a tuple (e.g., for a tuple t ∈ T , t.Ai denotes t’s value for the
corresponding attribute where 1 ≤ i ≤ d or i = s).

Our work is based on the k-anonymity family of privacy definitions, which
group individuals such that each individual is indistinguishable from others in
the group with respect to the sensitive value that goes with each individual.
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Definition 1 (Group/Equivalence class). A group (also known as equiva-
lence class) Gj is a subset of tuples in table T such that T =

⋃m
j=1 Gj, and for

any pair (Gj1 , Gj2 ), where 1 ≤ j1 �= j2 ≤ m, Gj1 ∩Gj2 = ∅.

Definition 2 (k-anonymity). A set of groups is said to satisfy k-anonymity,
iff ∀ groups Gj,

|Gj | ≥ k

where |Gj | is the number of tuples in Gj .

While much of this work (particularly in this section) applies to any k-
anonymity based model, our examples are based on the anatomy definition used
in [6], which is a variation of that given in [8].

Definition 3 (Anatomy). Given a table T partitioned into m groups using k-
anonymity without generalization, anatomy produces an identifier table (IT) and
a sensitive table (ST) as follows. IT has schema

(A1, . . . , Ad, GID, SEQ)

where Ai ∈ QT for 1 ≤ i ≤ d = |QT |, QT is the set of identifying attributes in
T , GID is the group id and SEQ is the unique sequence number for a tuple. For
each Gj ∈ T and each tuple t ∈ Gj , IT has a tuple of the form:

(t.A1, . . . , t.Ad, j, seq)

The ST has schema
(HSEQ,GID,As)

where As is the sensitive attribute in T , GID is the group id and HSEQ contains
the output of a keyed cryptographic hash function denoted by Hk̄(seq) where seq
is the corresponding unique sequence number in IT for a tuple. For each Gj ∈ T
and each tuple t ∈ Gj , ST contains a sensitive value v in a tuple of the form:

(Hk̄(seq), j, v)

The key issue with the Anatomy model is that actual data values are pre-
served; the anonymization occurs by generalizing the link between identifying
and sensitive values to the group level. Thus we expect user queries to be based
on specific (rather than group level) values. This could communicate user knowl-
edge about relationships between individuals and sensitive data to the server;
a query that could convey such knowledge is deemed sensitive. Our goal is to
preserve the privacy guarantees enforced on the underlying data even after a se-
quence of queries from a user with knowledge about the data that would violate
privacy if revealed to the server.

Definition 4 (Query Privacy). Any sequence of queries, Q =< q1, ..., qj >,
preserves privacy of individuals if for every tuple t ∈ IT and for every v ∈ ST
where v.GID = t.GID

Pr(t→ v|T ∗) = Pr(t→ v|T ∗, Q)
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where T ∗ is an {IT, ST } anatomized table pair as in Definition 3 and t → v
means that v is the sensitive value corresponding to t.

This definition states that a sequence of queries does not change the server’s
knowledge of the mapping between any individual and a sensitive value. While we
do not formally prove it here, we claim that this is sufficient (although perhaps
not necessary) to maintain the privacy guarantees of the k-anonymity family
of measures. (While there are some special cases where this is not true, e.g,,
data meeting k-anonymity with all sensitive values in the group being the same
(Pr = 1) could meet definition 4 by maintaining the same probability while
disclosing information that reduces the group size, we feel such cases reflect
failure of the privacy metric to adequately protect sensitive information rather
than a failure of query privacy.)

2.2 Query Privacy Preservation

Query streams that contain only information about the identifying attributes, or
only about the sensitive attribute, clearly do not change the probability of the
mapping and thus satisfy Definition 4. The problem is with queries that affect
both:

Definition 5 (Sensitive Query). A sensitive query, denoted by q, is a selec-
tion query in the form

SELECT * FROM 〈IT,ST〉1 WHERE PIT and PST;

where PIT is a predicate uniquely identifying one or more individuals in IT
and PST restricts the range of sensitive values from ST .

To avoid revealing information, we require that at least one side of the sensitive
query (either the identifying or sensitive information) not distinguish between
any items in the group:

Definition 6 (k-anonymized Query). Given a sensitive query, q, as in Def-
inition 5, a k-anonymized sensitive query, denoted by q∗, is a selection query in
either the form

SELECT * FROM 〈IT,ST〉 WHERE P*IT and PST;

or the form
SELECT * FROM 〈IT,ST〉 WHERE PIT and P*ST;

where P*IT is a predicate identifying a group in IT, P*ST is a predicate identifying
a group in ST, (i.e., each t′ ∈ Gt.GID satisfies P*IT or each v′ ∈ Gv.GID satisfies
P*ST)

We now show that a stream of k-anonymized queries satisfies Definition 4. We
show that if each single query satisfies Definition 4, any pair of queries that the

1 This is not a join operation, it is the selection query described in [6] which is seman-
tically equal to
SELECT * FROM IT*, ST WHERE PIT and PST and involves client-server interaction.
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groups queried are disjoint or the same, and if the sequence of queries groups
either entirely in IT or entirely in ST, then the sequence of queries satisfies
Definition 4.

Lemma 1. Given a sequence of queries Q =< q1, ..., qn > where ∀i, qi satisfies
Definition 4 and either
∀i, j: Pi

*
IT = Pj

*
IT

or Pi
*
IT

⋂
Pj

*
IT

= ∅ or
∀i, j: Pi

*
ST = Pj

*
ST

or Pi
*
ST

⋂
Pj

*
ST

= ∅,
Q satisfies Definition 4.

Proof (By Induction). Base case: With only one query, by the preconditions of
the lemma the query satisfies Definition 4.

Inductive case: Assume Q′ =< q1, ..., qn−1 > satisfies Definition 4. Then ∀
individuals I, Pr(t→ v|T ∗) = Pr(t→ v|T ∗, Q′). Divide Q into two sets Qd and
Qm, where Qd consists of queries that have an empty intersection with qn (Pi

*
IT⋂

Pn
*
IT = ∅), and Qm consists of queries that exactly match qn (Pi

*
IT = Pn

*
IT).

Definition 4 must hold for both Qd and Qm.
First, Qd and Qm each satisfy Definition 4, since we could have a query

sequence consisting only of disjoint or only of matching queries (which by the
inductive hypothesis we assume would satisfy the lemma.) Now we show that
adding qn still satisfies Definition 4.

For Qm: For every individual t �∈Pn
*
IT, then neither Qm or qn gives any in-

formation about t, and Pr(t → v|T ∗) = Pr(t → v|T ∗, Qm + qn). For every
t ∈Pn

*
IT, the information obtained from Qm and qn is exactly the same for all t,

and Pr(t → v|T ∗, Qm + qn) = Pr(t→ v|T ∗, Qm) = Pr(t→ v|T ∗, qn) = Pr(t→
v|T ∗).

For Qd: For an individual t ∈Pn
*
IT, no information is obtained from Qd, and

Pr(t → v|T ∗, Qd + qn) = Pr(t → v|T ∗, qn) = Pr(t → v|T ∗). Likewise, for t �∈
Pn

*
IT, Pr(t→ v|T ∗, Qd + qn) = Pr(t→ v|T ∗, Qd) = Pr(t→ v|T ∗).
Extending this argument to Qd and Qm allows us to combine them, giving

Pr(t → v|T ∗, Qd + Qm) = Pr(t → v|T ∗, Qd) = Pr(t → v|T ∗, Qm) = Pr(t →
v|T ∗).

The same argument holds if the group-level information is about the sensitive
rather than identifying information (P*ST).

Theorem 1. Transforming a sequence of sensitive queries, Q = q1, . . . , qn, into
a sequence of k-anonymized queries, Q∗ = q∗1 , . . . , q

∗
n, protects the privacy of

individuals based on k-anonymity and Definition 4.

Proof. Let q be a k-anonymized query, (P*IT) be the group-level identifying in-
formation for q, and v =PST be the sensitive value in the query. Let S be the
multiset of sensitive values for the group P*IT in T ∗.

First, if t �∈ P*IT, then the query discloses no information about t, and Pr(t→
v|T ∗, q) = Pr(t→ v|T ∗).

If v �∈ S, then Pr(t→ v|T ∗, q) = 0 = Pr(t→ v|T ∗).
Finally, assume v ∈ S. We assume that the server/adversary has no reason to

assume a particular t ∈ P*IT is being queried, and that any mapping is equally
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likely. Therefore Pr(t → v|q) = 1/|P*IT|, the same as Pr(t → v|T ∗) (note that
we are interpreting v as the particular instance of a value in a multiset; if there
are multiple occurrences of v ∈ S, then we need to multiply both sides by the
number of instances.)

Thus Definition 4 holds for q. By Lemma 1, the Theorem holds.

(Note that this theorem does not hold if the adversary has knowledge of
the probability that t → v beyond that contained in the query stream and the
dataset. Such background information raises problems with the underlying static
data under many anonymization models, and is not considered here.)

3 A Basic Solution

At a high-level, simply querying entire groups is a straightforward and simple
solution. There is a complication with it, however, that must be addressed: It is
not clear how the client can determine which group a given user is in. The client
may know the lookup key for the user, but there is not a straightforward way
to translate that into a group. In addition, the client cannot request the group
number for a given lookup key from the server, as this would leak which user the
client is going to later request. It is also not reasonable for the client to store (or
request) the entire mapping of lookup keys to groups, as part of the purpose of
outsourcing a database is that you no longer need to maintain a local database.

3.1 Group Membership Constraint

There is an important constraint that must be discussed with respect to group
membership in this model: Once a group is formed, the membership of that group
cannot be changed without potentially leaking private information to a server
that is performing a statistical analysis of which groups are queried. For example,
assume that group 5 is being frequently accessed, and as such is somewhat of a
hotspot. If a member of that group is removed, and the frequent queries stop,
then the server can ascertain that the removed entity was the target of most
of those queries. The same argument can be used in reverse to describe why a
member can never be added to a group. (For further discussion of these issues
in the context of INSERTs and UPDATEs, see [7].)

3.2 Solution Overview

We propose adding a separate translation table at the server that can be queried
to determine the bucket for a specific lookup key. It is crucial, however, that
this operation does not reveal which lookup key is being queried. In order to
accomplish this, the lookup table will store a keyed hash of the lookup key as
well as the bucket that lookup key is in. The value of the key for the keyed hash
is not known to the server, but is known to all clients that access the data.
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SSN Name GID SEQ

000-07-7083 Luis 1 1

000-26-9073 Donna 1 2

000-03-3060 Zachary 2 3

000-04-4396 Kenneth 2 4

000-09-4349 Michelle 3 5

000-22-6531 Thomas 3 6

(a) Identifier Table (IT)

HSEQ GID Disease

Hk1(1) 1 HIV

Hk1(2) 1 Diabetes

Hk1(3) 2 Hepatitis A

Hk1(4) 2 Cancer

Hk1(5) 3 Tuberculosis

Hk1(6) 3 Hepatitis B

(b) Sensitive Table (ST)

Hash GID

HKL(000-07-7083) 1

HKL(000-26-9073) 1

HKL(000-03-3060) 2

HKL(000-04-4396) 2

HKL(000-09-4349) 3

HKL(000-22-6531) 3

(c) Lookup Table (LT)

Fig. 3. Sample Anatomized Database With a Lookup Table

The database needs to be initialized before sending it to the cloud provider:

1. Distribute entries into groups as is done in anatomization. The groupings
should provide the group privacy protection (k-anonymity, l-diversity, etc.)
that is desired. For the purpose of presentation, we assume that the group-
ings chosen are identical to the anatomization groupings, but they are not
required to be.

2. Choose a random cryptographic key KL.
3. Create a new table that mapsHKL(Lookup Key) to the corresponding group

for that entry. (With H() being a keyed, cryptographic hash function.) See
Fig. 3 for an example.

3.3 Operations

The following basic database operations can be supported as follows:

– Select: The client queries based on the hash of the lookup key instead of on
the lookup key itself:
SELECT * from DB where idhash=HKL(“000-03-3060”) and glucose > 250;

The server then uses the value of idhash to determine the correct bucket
from the lookup table and return all relevant results from that group.

– Insert: In terms of the data itself, inserts must be batched in groups and
inserted with care to ensure the group based privacy guarantees are main-
tained. In short, tuples to be inserted are not inserted immediately, but are
instead temporarily stored in an encrypted cache. Once enough new tuples
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in are the cache that they can be safely grouped together and added to the
database without violating the privacy constraints, then they are inserted
into both the anatomized database and the lookup table as an entire batch.

– Delete: As we have already described, removing an item from a bucket can
potentially leak information. As such, data is not deleted from the tables;
instead the (encrypted) join key is modified to show deletion.

– Update: Updates involving information other than the lookup key can simply
be processed as is. However, it is important to note that during an update
the server knows the identity of the user or users being updated. (As long as
the server does not know the old or new value of the sensitive data, privacy
is not violated.) Updating the lookup key requires generating a new KL

and completely refreshing the lookup table, which requires downloading and
then re-uploading it. Due to the overhead of this approach, it is recommended
these types of updates be batched or simply not permitted.

Further information on insert/delete/update can be found in Nergiz et al. [7].
While that paper does not discuss private queries or the hashing approach pre-
sented here, an extension of the solutions presented for regenerating the hash
table are straightforward.

4 Known-Query Attack

Under this model, the identity of the user being queried is protected by the
keyed hash. However, some information is still indirectly leaked. If the same
user is constantly queried, then the same entry in the bucket lookup table will
be referenced. The server won’t know which lookup key is being accessed, but
it will know that the same lookup key is being referenced repeatedly. Under
the standard privacy definitions used thus far, this is not considered a privacy
leak. However, with a small amount of outside information, an attacker could
completely compromise all past and present queries for a given user.

Assume that our attacker, in addition to monitoring the database at the cloud
provider, also has the ability to learn the original form of one query. We call this
a known-query attack. For example, if we are storing medical information the
attacker might observe someone visiting the hospital and correlate the timing of
their visit with a database query made. From this information, the attacker could
know which user a specific HKL(SSN) is associated with. This means that any
future (or past, if they were logged) queries about this user can be individually
identified by the attacker.

4.1 Oblivious Lookups

In order to prevent this information leakage, it must be ensured that different
queries to the lookup table for the same individual are indistinguishable from
lookups to other individuals in the same group. (We are only concerned with
making it indistinguishable at the group level because the result of the query
will ultimately reveal the group anyway.)
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The classic approach to hiding the pattern of access to data is the oblivious
RAM simulation [9–11]. Under oblivious RAM, a client performs a series of
accesses to a RAM that is monitored by an attacker, but the client does not reveal
which data she was interested in. A related concept is oblivious storage [12, 13],
which is an adaptation of oblivious RAM techniques to make use of the primitives
provided by cloud database providers.

As an inefficient solution to this problem, one could apply the simplest oblivi-
ous transfer technique and simply download the entire lookup table and query it
locally. In this scenario, the server doesn’t know which entry a client queried be-
cause the entire lookup table is downloaded every time. The problem, of course,
is that every lookup to the table requires downloading it in its entirety. This
would make the efficiency for a single lookup O(N), where N is the number of
individuals in the lookup table. This is unacceptable.

This overhead can be greatly reduced by making use of oblivious storage
techniques. In [13], a method of oblivious storage is provided for the Amazon
S3 [14] API. Their work is applicable to a variety of database models. Below we
describe a method drawn from their work that satisfies our requirements.

4.2 Oblivious Storage Solution

As a solution to the known-query attack described above, we propose making
use of the simple, square-root, miss-intolerant oblivious storage solution found
in Goodrich et. al. [13]. In order to make use of this solution we must make the
following assumptions:

1. There are N individuals to be stored in the lookup table.
2. The lookup table will contain N +

√
N items.

3. The client performing the lookup has 2
√
N local storage space.

4. The client and server can exchange
√
N items in one lookup. (For example,

by the client issuing a range query.)
5. The client will only lookup an item that exists in the database. (The database

lookups are miss-intolerant.)

While the details of the construction can be found in the original work, a brief
summary is provided here. First, the lookup keys themselves (here the SSNs) are
hashed using a key and a random nonce chosen by the client. Next, the values
associated with the lookup keys (in this case the GIDs) are encrypted with
a probabilistic encryption scheme which also includes a random nonce chosen
by the client. (Such as E(r||GID).) Note this usage of encryption does not
violate our original goal of storing unencrypted data, as only the lookup table is
encrypted while the original, anatomized data is not. The client also maintains
a local cache of size

√
N that stores items it has recently accessed. Initially, this

cache is empty.
To perform a general lookup for a specific identifier S, the client:

1. Looks for S in its local cache. If it fails to find it there, it queries for S in
the encrypted lookup table by searching for the keyed-hash value of it. The
server returns the entry.
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Table 1. Real Values for Oblivious Storage Applied to the Lookup Table

Items in Lookup
Table

Server Storage Client Storage Amortized Ac-
cesses per Lookup

10,000 items 10,014 items 27 items 13 accesses

100,000 items 100,017 items 34 items 13 accesses

1,000,000 items 1,000,020 items 40 items 13 accesses

2. Requests that the server delete S from the lookup table.
3. Adds S to the local cache.
4. Once

√
N items have been retrieved from the server, then the cache will be

full. The client then obliviously shuffles all items in the cache and the lookup
table, and also re-encrypts every item with a new random nonce. In this way
the entire table can be shuffled without the server being able to tell which
items are which.

As can be seen from this description, most lookups will require O(1) database
accesses. However, after the local cache is full then the client must reshuffle the
entire lookup table, which requires O(N/

√
N) databases accesses. If we amortize

these accesses, then it turns out that the amortized lookup time is O(1).
There are some details missing from this description regarding what to do

when a lookup is found in the cache, exactly how to perform the oblivious lookup
using the client’s limited memory, and a proof of the performance just described.
This information can be found in the original paper.

In order to give an idea of what this performance would look like in practice,
in Table 1 we present some real numbers based on this technique.

5 Related Work

The problem of query privacy has been most deeply studied with research on Pri-
vate Information Retrieval (PIR) [5]. The goal with PIR is perfect confidentiality
- no information is revealed about the query or what it returns. This results in
high computational complexity (order of the size of the database for a single
server, although there are some better results assuming non-colluding servers [5]
or with quadratic preprocessing [15]). Our setting has somewhat different pri-
vacy constraints – it is not the privacy of the query that concerns us, but the
privacy of the subjects in the data. Information disclosure from the query is only
an issue if it leaks information violating the privacy of the data subjects. This
allows us to avoid the impractical computational constraints imposed by PIR.

Closer to our model is Paulet et al. [16], where oblivious transfer is used to
provide a limited form of k-anonymity for a query as well as to prevent the client
from accessing records it should not. Oblivious transfer is used to guarantee the
client only accesses 1 record out of k. Their technique, however, relies on the
client requesting the record of interest as well as k − 1 other random records.
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This provides k-anonymity for a single query, but a statistical attack performed
by the server over multiple queries will be able to infer information.

Another related area is encrypted database. The seminal work in this area
by Hacıgümüş et al. [17] follows an approach in that queries contain only a
hashed value at the granularity of an entire block. Theorem 1 shows that this is
sufficient to maintain the privacy constraints guaranteed by the underlying data
model (in the case of [17], connecting any information at the block level only.)
It is an interesting question how this model relates to the anonymization-based
models we target – what capabilities and background knowledge (e.g., identity
of a querier) would an adversary need to go from obtaining an encrypted block
to being able to discern something about the values in that block? However,
such a comparison is beyond the scope of this paper. Popa et al. [18] allow
querying a fully encrypted database. Their work is focused on protecting the
confidentiality of the data in the database, but the queries may be susceptible to
a weaker version of the known-query attack described in Section 4. Future work
in encrypted database, however, could focus on protecting the query as well and
may be able to achieve many of the same goals as this work.

While we make use of research in the area of oblivious RAM and oblivious
storage to hide which entry in our lookup table is being accessed, one could
ask why oblivious RAM (o-ram) is not applied for all queries to begin with.
While these techniques seem like an obvious solution to original problem in this
work, there are a few reasons it is infeasible. First, o-ram requires the data
being protected to be encrypted. As discussed in Section 1, in our scenario we
assume an unencrypted database so that a cloud provider can provide a variety
of services or allow unrestricted queries on non-sensitive data. (There do exist
some o-ram schemes that do not rely on cryptography [9]; however, the efficiency
is significantly worse than their cryptographic counterparts.) Another issue with
applying o-ram to this scenario is the performance of such systems is still very
low. Even the most efficient form of the algorithm currently known [11] has an
O((logN)2) amortized cost of with a O((logN)3) worst-case cost.

Farnan et al. [19] addresses the issue of sensitive queries in a decentralized
database by providing a way to specify privacy constraints as part of the SQL
query. Their work is primarily concerned with ensuring that the various, decen-
tralized databases involved in servicing a query not be aware of what information
is being queried from each other. This differs from our centralized model, but
still illustrates the importance of focusing on privacy leakage related to queries.

Most anonymization work sidesteps the issue of query privacy entirely. The
use case of anonymization is traditionally privacy-preserving data publishing; the
client will obtain a copy of the anonymized data, and thus queries will not be
revealed to the server. In practice, Public Use Microdata Sets [20, 21] are often
accessed through a query interface, but the server is presumed to be controlled
by the agency holding the original data, so queries that enable the server to infer
private information are only disclosing data already known to the server. With
the rise in data outsourcing, it will be interesting to study if techniques such
as the one presented in this paper will be necessary for other anonymization
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use cases where the agency holding the original data outsources the hosting and
query processing to an external entity.

6 Conclusion

We have shown that given an anatomized database that meets a privacy con-
straint, the same constraint can still hold in the face of queries as long as those
queries are performed at the group level. The complication in applying this result
is to ensure that the client can determine the group a specific user is in without
querying the server to ask. To solve this problem, we include a keyed hash based
lookup table which can be used to determine which group an individual is lo-
cated in. To provide even further privacy protection in the face of a known-query
attack, oblivious storage is used to further protect the lookup table.

Future work should explore using a more robust oblivious storage technique
that better supports multiple clients, applying these techniques to a more general
data protection model such as fragmentation[22], investigating supporting any
column as a potential lookup key, and expanding support to include both update
and delete operations.
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17. Hacigümüş, H., Iyer, B., Li, C., Mehrotra, S.: Executing sql over encrypted data in
the database-service-provider model. In: Proceedings of the 2002 ACM SIGMOD
International Conference on Management of Data, SIGMOD 2002, pp. 216–227.
ACM, New York (2002)

18. Popa, R.A., Redfield, C., Zeldovich, N., Balakrishnan, H.: Cryptdb: protecting
confidentiality with encrypted query processing. In: Proceedings of the Twenty-
Third ACM Symposium on Operating Systems Principles, pp. 85–100. ACM (2011)

19. Farnan, N.L., Lee, A.J., Chrysanthis, P.K., Yu, T.: Don’t reveal my intension: Pro-
tecting user privacy using declarative preferences during distributed query process-
ing. In: Atluri, V., Diaz, C. (eds.) ESORICS 2011. LNCS, vol. 6879, pp. 628–647.
Springer, Heidelberg (2011)

20. Moore Jr., R.A.: Controlled data-swapping techniques for masking public use mi-
crodata sets. In: Statistical Research Division Report Series RR 96-04, U.S. Bureau
of the Census, Washington, DC (1996)

21. Subcommittee on Disclosure Limitation Methodology, Federal Committee on Sta-
tistical Methodology: Report on statistical disclosure limitation methodology. Sta-
tistical Policy Working Paper 22 (NTIS PB94-16530), Statistical Policy Office,
Office of Information and Regulatory Affairs, Office of Management and Budget,
Washington, DC (May 1994)

22. Ciriani, V., di Vimercati, S.D.C., Foresti, S., Jajodia, S., Paraboschi, S., Samarati,
P.: Combining fragmentation and encryption to protect privacy in data storage.
ACM Transactions on Information and System Security (TISSEC) 13(3), 22:1–
22:33 (2010)

http://aws.amazon.com/documentation/s3/


A Probabilistic Framework for Distributed

Localization of Attackers in MANETs�

Alessandra De Benedictis2, Behzad Koosha1, Massimiliano Albanese1,
and Valentina Casola2

1 Center for Secure Information Systems
George Mason University, Fairfax, VA, USA

{bkoosha,malbanes}@gmu.edu
2 Department of Electrical Engineering and Information Technology

University of Naples “Federico II”, Naples, Italy
{alessandra.debenedictis,casolav}@unina.it

Abstract. Mobile Ad-hoc Networks (MANETs) are frequently exposed
to a wide range of cyber threats due to their unique characteristics. The
lack of a centralized monitoring and management infrastructure and the
dynamic nature of their topology pose new and interesting challenges for
the design of effective security mechanisms. While conventional methods
primarily focus on detecting attacks, in this work we focus on estimating
the attackers’ physical location in the network, and propose a probabilis-
tic framework for aggregating information gathered from nodes reporting
malicious activity in their vicinity. In order to overcome the limitations of
the decentralized nature of MANETs, we present a distributed approach
to attacker localization based on dynamically partitioning the network
into clusters. These self-organizing clusters can (i) independently find
the approximate location of the attackers in real time, and (ii) deploy
trusted resources to capture attackers. We show, through experiments in
a simulated environment, that our approach is effective and efficient.

Keywords: AttackerLocalization,MobileAd-hocNetworks,Distributed
Computing, Clustering.

1 Introduction

Mobile Ad-hoc Networks (MANETs) consist of mobile nodes able to communi-
cate without a fixed infrastructure. Due to their flexibility, they have been widely
adopted in a variety of applications, such as military battlefield monitoring and
control, civilian sensor networks, humanitarian disaster relief operations, etc.

MANETs are characterized by several unique features that differentiate them
from other wireless networks, such as the lack of a centralized management, the
absence of rigid boundaries, power constraints, bandwidth limitations, dynamic
topology, scalability and cooperativeness. These features expose MANETs to a
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Fig. 1. A MANET scenario where attackers are captured by trusted resources

wide range of cyber threats and pose new challenges for the design of effective
security mechanisms. As Fig. 1 illustrates, network nodes may be threatened
by attackers physically located within their transmission range. Therefore, it
would be highly desirable for nodes to cooperate locally – without relying on a
centralized monitoring function – and locate the attacker as soon as possible.
Moreover, once localized, attackers may be physically captured by dispatching
trusted resources so that they cannot cause additional damage.

Extensive research efforts have been devoted to the problem of detecting vari-
ous types of attacks, while the problem of physically localizing attackers has not
been sufficiently studied, and in most cases it has been studied only with respect
to specific types of attacks. Existing approaches are mostly based on measuring
and processing parameters related to node communication, such as connections
with neighboring nodes, time of arrival (TOA), angle of arrival (AOA) and re-
ceived signal strength (RSS), but they could be easily manipulated by attackers,
thus reducing the effectiveness of such solutions.

In our previous work [1], we proposed a more general solution to the problem
of attackers’ localization, based on a probabilistic framework for processing the
alerts generated in the network. Estimation of the attacker’s location was based
on information collected from nodes raising alerts, assuming that malicious nodes
are located in the vicinity of those nodes. As stated in [1], this assumption is
reasonable – due to the wireless nature of MANETs – and has been adopted by
several intrusion detection systems, such as [7].

The main limitation of our previous solution is the way alerts are processed,
as we assumed the existence of a centralized entity able to gather information
about all alerts generated in the network and deploy proper resources to cap-
ture localized attackers. In this paper, we overcome this limitation and propose
a distributed localization framework, in which information about alerts is pro-
cessed locally within dynamically established clusters of nodes. Moreover, unlike
its centralized version, the proposed distributed framework aggregates and pro-
cesses alerts as soon as they are triggered, rather than offline. This is critical to
capture attackers before they can cause extensive damage.
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The reminder of the paper is organized as follows. Section 2 discusses related
work. Section 3 states the goals of this paper with respect to the state of the
art. In Section 4, we present a detailed description of the proposed framework,
whereas Section 5 provides a description of the clustering strategy we adopted
to run the localization algorithm in a distributed fashion. Experimental results
are presented in Section 6. Finally, concluding remarks are given in Section 7.

2 Related Work

Considerable research efforts have been recently devoted to the problem of de-
tecting various types of attacks against wireless networks, and there is an in-
creasing interest in attacker localization, in both wireless sensor networks and
ad-hoc mobile networks.

The work presented by Zeng et al. [9] discusses and categorizes current so-
lutions to both secure localization and location verification for wireless sensor
networks. However, when the network is deployed in hostile environments, at-
tackers might easily interfere with the localization process, so as to generate
incorrect location estimates. In addition, since sensor nodes might be compro-
mised, the base station cannot rely on the locations disclosed by sensor nodes.

In this regard, the work by Zhan and Li [10] tackles the problem of locating
a static malicious source that deliberately conceals or forges its position with
the help of a directional antenna in sensor networks. The main idea is to use
coordination of multiple sensors to locate the adversary and optimize the process
with a finite horizon discrete Markov decision process. The result of this work is a
localization mechanism for sensor networks – called Active Cross-Layer Location
Identification (ACLI). Unlike other localization schemes, this mechanism is not
influenced by an attacker that falsifies its location by methods such as smart
antennas and software defined radio equipments.

Yang et al. [8] proposed the use of spatial information to localize multiple
adversaries performing spoofing attacks. They analyzed the spatial correlation
of received signal strengths of the wireless nodes. The received signal strength-
based spatial correlation, as a physical property related to every wireless node,
is difficult to forge, and is independent of cryptographic schemes. The proposed
approach can detect the existence of attacks in addition to determining the
number of adversaries.

Liu et al. [6] addressed the problem of localizing multiple jammers in wire-
less networks by analyzing the network topology changes caused by jamming
activities. The proposed framework groups network nodes into clusters, and es-
timates the position of jammers by analyzing situations where jamming areas
have common intersections.

Most of the existing approaches that provide ad-hoc solutions to the problem
of localizing attackers depend on the specific nature of attacks. In order to define
a more general approach to attacker localization in MANETs, we proposed a
framework [1] based on a probabilistic model of the attacker’s location, and
presented two polynomial time heuristic algorithms to estimate the position
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of attackers. The proposed framework relies on the nodes’ capability to detect
malicious activity in their vicinity. This can be accomplished by having IDSs
running on each node. The localization algorithm is run by a centralized entity
that collects information about alerts that have been triggered throughout the
network during a given observation period.

The main goal of the localization algorithm is to find the minimum set of can-
didate locations that could explain, if actually hosting attackers, all the alerts
generated in the network. After modeling the observation field as a grid, we
compute a probability value Pr(attacker(p)) for each point p in the grid, repre-
senting the probability that p is hosting an attacker, based on its proximity to
alerts. Pr(attacker(p)) is obtained by aggregating the values of Pr(causes(p, a))
for each alert a, that is the probability that p has caused alert a. This provides
a set of candidate locations that are likely to host attackers.

Although our previous solution is able to obtain good results in practice, it
presents some drawbacks that we aim to overcome in this paper. First, it relies
upon the existence of a centralized entity, that is usually not practical in a
MANET due to the lack of a fixed infrastructure and its typical self-organizing
nature. Second, it only processes alerts at the end of a relatively long observation
interval instead of trying to identify and capture attackers as soon as possible.

Unlike cellular networks where the nodes (users) can gather information about
other nodes via a control unit (base station), ad-hoc networks lack this feature
due to their infrastructure-less nature. Communications in cellular networks are
mainly point to point, whereas, in ad-hoc networks, communications are mostly
between groups of nodes which are likely to harmonize their mobility patterns
within the network. In order to increase the life cycle of routes and reduce the
routing control overhead, clustering of nodes into groups is considered.

Using the concept of clusters in an ad-hoc network has several benefits. Cur-
rent routing protocols can be immediately applied to the clusters. Additionally,
communication overhead can be reduced by reducing the amount of control and
signaling data needed to achieve consistent data transmission in the network.
This will have a substantial effect on reducing routing overhead particularly in
large dense networks where finding a solution to the scalability problem is of
great importance.

Several approaches have been proposed to form clusters and elect cluster-
heads in ad-hoc networks. In the Lowest ID cluster algorithm (LIC) [3], every
node is assigned a unique id. At regular intervals, each node broadcasts a list of
nodes that it can hear in its vicinity. The node with the minimum id is selected
as a cluster-head. The downside of this algorithm is the fact that some selected
nodes are likely to operate as cluster-heads for a longer period of time and this
causes them to loose their battery power quickly.

In the Highest Connectivity Clustering algorithm (HCC) [2], the selection of
the cluster-heads is executed such that the node having the highest number of
neighbors (maximum degree) in its transmission range is elected as a cluster-
head. This network is very stable in terms of cluster-head change despite the
low throughput.
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The basic idea behind the mobility based metric [4] for clustering algorithms
is to take into account the relative mobility of a node compared to its neighbors.
Nodes with lower speed (relative to their adjacent neighbors) have better chances
to be elected as cluster-heads. Using the variance of a node’s speed relative to
each neighbor, the cumulative local speed of a mobile node is estimated.

Finally, the main idea behind Weighted Clustering Algorithm (WCA) [5] is
to assign a weight to each node in the network according to its mobility, degree
of freedom, cumulative time of acting, and the remaining battery level. In our
framework, we adopt an enhanced version of such algorithm, that we will present
in Section 5.

3 Problem Statement

In this paper, we propose a framework for attackers’ localization, based on a com-
pletely distributed localization algorithm, directly deriving from the centralized
algorithm presented in [1]. In this new and enhanced version of the localiza-
tion framework, we eliminate the need for a centralized entity and distribute
the localization process among nodes. Moreover, we perform an early processing
of alerts, in such a way that countermeasures can be taken to reduce further
damage to the system. The main contributions of this paper are the following:

1. we introduce a distributed strategy to process alerts as they are triggered,
2. we define a protocol to exchange messages related to the localization strategy,

defining specific message types,
3. we evaluate the performance of the distributed framework with respect to

the centralized version.

Before going into details about our proposal, we present some preliminary
definitions that will be used throughout this paper.

Definition 1 (Neighbors). Two nodes i and j are considered neighbors if they
are within the transmission range of each other. If considering a free space prop-
agation model, it means that d(i, j) ≤ r, where d denotes the Euclidean distance
and r is the transmission range.

Definition 2 (k-Neighbors). Two nodes i and j are considered k-neighbors if
there exists a path between them of at most k hops.

Definition 3 (Cluster). Given a network N , and a node n ∈ N , a cluster for
n is a set C ⊆ N including all nodes q ∈ N such that q and n are k-neighbors.
Throughout the paper, we will refer to the parameter k as the cluster depth, and
we will use C to denote the set of all clusters.

Definition 4 (Cluster-heads). Given a cluster C ⊆ N , the cluster-head of C
is a node ch ∈ C selected such that it maximizes an objective function f (e.g.,
battery level, degree, etc.). The cluster-head functions as a local coordinator and
supervises the cluster’s overall activity.
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Definition 5 (Compatible Alerts). Alerts that are potentially triggered by
the same attacker are said to be compatible. Two alerts a1 and a2 are compatible
if d(a1, a2) ≤ 2 · r.

The general idea behind the proposed framework is the following: when a
node detects an attack and generates an alert, it starts a clustering procedure
that involves its k-neighbors. A cluster-head is then elected based on significant
parameters such as the current battery level, computational power, average speed
or the number of neighbors. The cluster-head collects information about the
newly generated alert, along with information about other possible alerts known
by nodes belonging to the cluster, and runs the localization algorithm.

In this approach, the process of deploying resources to capture attackers –
as introduced in [1] – can still be applied, assuming that deployed resources
can communicate with cluster-heads. Even in this case, to increase precision,
deployment should be performed iteratively, by checking the suspected regions
and updating the attackers’ probability distribution accordingly. However, as
new alerts could be triggered later on by attackers located in regions that were
checked in a previous run of the algorithm, we cannot always assume that a
cleared location will remain such for an extended period of time.

In the next section, a detailed description of the localization framework is pre-
sented, followed by a graphical example of its behavior. Further on, we illustrate
the clustering strategy adopted by our framework for the actual execution of the
localization algorithm.

4 Distributed Attackers Localization Framework

The core of our approach is the strategy adopted to group and process alerts as
they are generated, in order to ensure early localization of attackers and stop
them before they can cause further damage to the network. The adopted strategy
is characterized by:

– the events that activate the localization process,
– the information used by the localization process, and
– the actual executor of the localization algorithm.

The precision of the localization algorithm proposed in [1] depends on the
distribution of alerts: when the alerts to process are closer, it is easier to iden-
tify regions with higher probability of hosting attackers. These regions can be
inspected and possibly cleared by proper deployed resources. This suggests that
the localization algorithm should be run on a significant subset of relatively close
alerts, while on the other side we are interested in processing them as soon as
possible. Therefore, in order to obtain more precise results, the algorithm should
be run after acquiring information about a possibly small group of compatible
alerts.

These considerations led us to define a trigger for the localization process
based on the availability of other alerts previously triggered in the same region.
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a=(getCurrentP osition(); getCurrentTime());
storedAlerts=storedAlerts U {a};
sendNewAlertInfo(NEW_ALERT_ADV, a);
alertTimer.start(); 
alertAdvTimer.start();

check_compatibility

isCompatible=checkCompatibility(storedAlerts, a);

attack_detected

alertTimer.fired()

clustering

sendInfo(CLUSTER_INFO,getMyStatus(),a);
pendingAlerts=pendingAlerts U {a};
clusterTimer.start()

isCompatible=1

clusterTimer.fired()

elect_cluster_head

itsMe=electClusterHead(pendingAlerts,a,getMyStatus());
pendingAlerts=pendingAlerts \ {a}

run_localization

runLocalization(storedAlerts);

itsMe=1

itsMe=0

isCompatible=0

adv_alerts

sendAlertsAdv(ALERT_ADV, storedAlerts);
alertAdvTimer.start();

alertAdvTimer.fired()

Fig. 2. FSM representation of a node’s behavior when detecting an attack

In this way, the set of candidate locations that may contain attackers, according
to the localization algorithm, can be minimized. At the detection of an attack,
the victim node advertises the local alert to its neighbors, that in turn send
information about stored alerts. If there exist two or more compatible alerts, the
node will launch the localization process on this set of alerts.

In order to maximize the dissemination of information about alerts that are
physically localized in different regions, nodes periodically broadcast information
about known alerts while moving. Such information is stored by their neighbors
and used later when needed. To limit the overhead, alert information is not
disseminated over the whole network, but only sent to a subset of nodes that
are physically located in the vicinity of the attacked node.

As stated, the localization process involves not only the node raising the alert,
but also all the nodes in its vicinity at that time. The execution of the localization
algorithm requires a certain computational capability and could influence the
node’s normal operation. For this reason, we devised the election of a cluster-
head, that actually runs the algorithm on behalf of all the nodes belonging to
the cluster.

Based on the described strategy, an alert may be processed multiple times by
different clusters, as the related information is carried by different nodes moving
through the network, helping increase the localization precision.

The behavior of the framework is illustrated by the state machine diagrams
depicted in Fig. 2 and Fig. 3. More specifically, Fig. 2 reports the behavior of a
node when it detects a malicious activity: information about the physical location
of the node at the time of detection and the timestamp itself are inserted into a
packet, and sent to its k-neighbors.
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normal_operation

recv_newAlert

a= p.alert;
if (a not in storedAlerts) then
storedAlerts=storedAlerts U {a};
sendStoredAlerts(ALERT_ADV; storedAlerts); 

recvNewAlert(p)
recv_alertAdv

a= p.alert;
if (a not in storedAlerts) then
storedAlerts=storedAlerts U {a};

recvAlertAdv(p)

recv_clusterInfo

if (p.alert not in pendingAlerts) then
pendingAlerts=pendingAlerts U {p.alert};
sendInfo(CLUSTER_INFO,getMyStatus(),p.alert);
clusterTimer.start();

end if
itsMe=electClusterHead(pendingAlerts,a,getMyStatus());

recvClusterInfo(p)

clusterTimer.fired() & itsMe=1

run_localization

runLocalization(storedAlerts);

Fig. 3. FSM representation of a node’s behavior when receiving protocol messages

The node then waits for a certain amount of time for possible reply packets,
containing information about other alerts. Upon receipt of those replies, the node
will update its local list of stored alerts and check if the clustering procedure can
be launched, based on the availability of a sufficient number of compatible alerts.
In this case, the node sends a packet containing information about its current
status to its k-neighbors, in order to participate to the clustering procedure.

Fig. 3 shows the behavior of a node when it receives a packet related to the
localization protocol. The protocol adopts 3 different types of packets:

– NEW ALERT ADV : contains information about new alerts triggered in
the network. Nodes receiving such packet must respond with their list of
stored alerts.

– ALERT ADV : contains information about stored old alerts that are being
re-advertised by mobile nodes.

– CLUSTER INFO: contains information on the current status of a node,
useful to elect the cluster-head that will execute the localization algorithm.
Such information is related to a specific alert event, as clustering is launched
by a node raising an alert. Actually, a single node could be involved in dif-
ferent clustering procedures at the same time, launched by different nodes.
For this reason, as shown in Fig. 3, a node receiving such kind of packet
will first check whether it is a duplicate of a previous packet, and then will
add this request to a local list of pending alerts. Afterwards, it will send
information about its current status to its k-neighbors, in order to partic-
ipate to the clustering procedure for the involved alert. For each received
CLUSTER INFO packet, the node will compare its own status with the
received ones, in order to determine whether it should be elected as the
cluster-head. After a predefined amount of time, if the variable itsMe for
that alert is set to 1, the node will assume it is the cluster-head and will run
the localization algorithm on alerts in its storedAlert list.



Distributed Attacker Localization in MANETs 57

P1 

P4 

P2 

P5 

P6 

P7 

P8 

a1=(P3,t1) 

P2(a1) 

P3(a1) 

P5 

P4(a1) 

P8(a2) 

P1(a1) 

P7(a2) 

P6(a1,a2) 

P2(a1) 

P3(a1) 

P5 
P4(a1) 

P8 

P1(a1) 

P7 

a2=(P6,t2) 

a) 

c) d) 

P3 P6 

b) 

a1 a2 

Fig. 4. A simple example of execution of the distributed localization algorithm: a)
alert a1 is triggered by P3, no clustering launched; b) alert a2 is triggered by P6, which
starts clustering; c) the cluster is formed and P7 is elected as the cluster-head; d)P7

runs the localization algorithm on the set of alerts {a1,a2}

The behavior of the proposed framework is graphically visualized in Fig. 4.
Fig. 4(a) illustrates the initial configuration of an 8-node network N . These
nodes with identical transmission ranges are capable of broadcasting signals to
their neighbors and transmit or receive data within their predefined transmission
range.

In the network configuration depicted in Fig. 4, P3 triggers an alert a1 at time
t1, and sends a NEW ALERT ADV packet to its neighbors, setting a Time-
To-Live (k) equal to 2. Node P1 first receives the packet and, after updating its
list of stored alerts, re-broadcasts it to node P4, without sending anything to
P3, as its initial list is empty. The packet reaches P4 with a TTL = 0; node P4’s
storedAlert list is empty too, therefore, it simply updates it by adding alert
a1. From this moment on, nodes P1, P4 and P3 have information about alert
a1 stored in their local lists. This condition is denoted with P1(a1), P4(a1) and
P3(a1) respectively in the figure. No clustering is launched, as there are no alerts
compatible with a1.

Fig. 4(b) shows a new alert a2 triggered by P6 at time t2. Assume that in
the meantime, node P3 moved in the neighborhood of node P2 and re-advertised
information about alert a1: this condition is depicted by denoting P2(a1) in
Fig. 4(b). At time t2, node P6 sends a NEW ALERT ADV packet with TTL =
2 to its neighbors. The packet is first received by P1, P7 and P8: node P7 only
updates its list of stored alerts, and then re-broadcasts the packet. The packet
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reaches P8, that acts similarly. As for node P1, it knows about alert a1, therefore
it sends an ALERT ADV packet to P6 to inform the node about it. At this
point, node P6 will runs a compatibility check on the set {a1, a2} to find that
they are compatible.

In the following step, node P6 launches the clustering procedure by broad-
casting a CLUSTER INFO message for alert a2. nodes P1, P6, P7, and P8

participate to the clustering, as shown in Fig. 4(c), and node P7 is elected as the
cluster head. Finally, node P7 runs the localization algorithm on the set {a1, a2},
returning as output the shaded area in Fig. 4(d).

5 Clustering

In this section, we describe the selected scheme to form clusters in the network.
In order to efficiently group nodes which have generated a security alert, we
form clusters based on the node’s geographical location, its neighbors, and the
predefined transmission range r.

Each node can observe activities from its neighbors within distance r. If there
is any malicious activity within distance r from a node, this information is taken
into consideration and will be processed when forming a cluster. The main focus
for clustering is to group the nodes which have detected some malicious activity
in the same region. As previously pointed out, in order to make the best use of
alert information, a cluster is built starting from an alert and including all the
k-neighbors of such alert.

Thus, the nodes which have formed a cluster might not be all neighbors with
one another, but there are nodes in between which can form a chain. Indeed,
nodes in a cluster must be pairwise neighbors (see Fig. 5). In other words, the
following property holds (for clusters with more than two nodes):

(∀C ∈ C) (∀ni, nj ∈ C) (d(ni, nj) ≤ 2 · r ∨ (∃n1, . . . , nk) (d(ni, n1) ≤ 2 · r ∧
(∀l ∈ [2, k − 1]) (d(nl, nl+1) ≤ 2 · r) ∧ d(nk, nj) ≤ 2 · r)) (1)

Intuitively, for clusters with one or two nodes there are no additional con-
straints as the notion of neighboring nodes defines the cluster.

The established clusters can individually and independently execute the local-
ization algorithms proposed in [1] without any exchange of information between
clusters. The reason behind this is that we consider the transmission range of

. . . . . . . 
n_i 

n_1 

n_2 

n_3 

n_k-3 

n_k-2 

n_k-1 

n_k 

n_j n_4 

Fig. 5. Chain of nodes forming a cluster
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the attackers to be the same as the legitimate nodes and we assume the at-
tackers to be static. In other words, the approximate location of attackers can
be determined by processing alert information belonging to a particular cluster.
The nodes that have generated an alert gather the information listed below and
exchange it with their k-neighbors.

Node Degree (Deg(n)): in graph theory, the order (degree) of a node is the
number of attached nodes. In our scenario, nodes within the transmission range
are counted towards a node’s degree. Intuitively, hub nodes have a higher order
compared to ordinary nodes. The difference between in-degree and out-degree in
a directed graph could be calculated at unique depths: adjacent nodes (depth 1),
adjacent nodes of adjacent nodes (depth 2), etc. The following equation holds
for adjacent nodes (depth 1):

Deg(ni) =| Neighbors(ni) |=
∑

nj∈N
(d(ni, nj) ≤ r) (2)

This parameter can determine the number of interconnected nodes which are
in the transmission range (depth 1) and can be used later on as a factor in
determining the priority for the node to become a cluster-head.

Mobility(M(n)): for each node, we calculate its average speed over a time
interval T as follows:

M(ni) =
1

T
·

T∑
t=1

√
(Xt(ni)−Xt−1(ni))2 + (Yt(ni)− Yt−1(ni))2 (3)

In the equation above, (Xt(ni), Yt(ni)) and (Xt−1(ni), Yt−1(ni)) are the Carte-
sian coordinates for the node at time t and t−1, respectively. The nodes with less
mobility are more likely to be selected as cluster-heads as they will be potentially
more immune to sudden changes, assuring more stability.

Residual Power (P (n)): each transmitted packet includes a value that rep-
resents the residual power of the transmitting node. This estimate might not
be precise as nodes consume power while receiving packets. Nevertheless, it can
be used as an acceptable estimate for the purpose of cluster-head election. This
vital information aids in determining if a node has enough power to perform
the tasks related to a cluster-head. Nodes with longer battery life have a better
chance to be selected as cluster-heads, as they have the required resources to
operate for a sufficient amount of time.

In summary, an ideal cluster-head should maintain high node degree and
residual power in addition to low mobility, compared to other candidates. This
ensures best performance as a dominant node which supervises the cluster ac-
tivities during the network operation.

The above mentioned parameters represent quality factors assigned to each
node over time. In order to select the cluster-head, they must be combined ac-
cording to a quality function to achieve a final weight. As shown in [5], the weight
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to be assigned to each node n which has generated an alert can be computed
using the following formula:

W (n) = k1 ·Deg(n) + k2 ·M(n) + k3 · P (n) (4)

Parameters k1, k1, and k3 are weighting factors which all add up to a constant
value K. When a node receives a CLUSTER INFO message, the included
weight is compared with its own weight. The node which has the smallest weight
among all the neighboring nodes is selected as the cluster-head.

In addition, when the process of selecting a cluster-head begins, depending
on the geographical location of legitimate nodes and the nodes raising an alert,
it might be prudent to elect a legitimate node in the close vicinity as a cluster-
head to avoid any future possible failure of the cluster-head. Nevertheless, the
proposed attributes need to be considered in the election process.

Once the clusters have been established and cluster-heads have been elected,
we can execute the heuristic algorithms proposed in [1] on each cluster in order
to estimate the attackers’ approximate location.

6 Experimental Results

We implemented a prototype of the proposed framework in the NS-2 network
simulator, and developed a Java application for processing the alerts in the
cluster heads. As previously illustrated, nodes exchange information on alerts
triggered in the network, and nodes that have detected an attack autonomously
decide whether to launch the clustering procedure in order to process known
alerts. We used NS-2 to simulate different scenarios in which nodes move ac-
cording to a Random Way Point model1 and attackers randomly choose one of
more of their neighbors as their targets. We recorded the time of each attack,
along with the position of the victim at the time of the attack, and run the
localization algorithm on the set of alerts known by a cluster at the time when
localization was launched.

For our experiments, we adopted the MIN-K deployment algorithm presented
in [1], and analyzed the behavior of the distributed localization framework in
different scenarios and operational conditions.

In the first set of experiments, we considered a 1km×1km field, and deployed
40 network nodes and 6 attackers, both uniformly distributed. We considered an
observation interval of 60 ms, enabling attacks in the first 50 ms of simulation,
and set the cluster depth to 2. All nodes are assumed to be compatible with
the free space radio propagation model and to have a transmission range of 100
meters. To calculate the attacker’s probability distribution, we assumed that,
given an alert a, the attacker’s probability for a is uniformly distributed in the
circle having its center in a and radius equal to the transmission range.

1 However, our approach allows us to use any mobility model as well as any radio
propagation model in the simulation.
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Fig. 6. Centralized vs. distributed localization in different scenarios

We considered several random scenarios and run both versions of the frame-
work (centralized and decentralized) on each scenario to compare the number of
attackers that they were able to capture within a single deployment cycle. Con-
trary to one’s expectations, the centralized version of the localization framework
does not always perform better than the distributed one, even if the knowl-
edge about existing alerts is more complete. This is due to the way alerts are
combined by the localization algorithm, that aims at minimizing the number of
expected attackers in the network, trying to combine as many compatible alerts
as possible. Fig. 6 shows the fraction of attackers “captured” within the first
and only deployment cycle – also referred to as recall – in two different cases:
in the case shown in Figure 6(a), the distributed framework is able to capture
more attackers than its counterpart before the end of the observation interval,
while in the case of Figure 6(b) the centralized framework works better.

In order to analyze the impact of the number of alerts on the localization ac-
curacy, we considered a particular attack scenario, consisting of a single attacker
that launches an attack against all the nodes in its transmission range (e.g. a
jammer). In this scenario, the above discussed influence of alert distribution on
localization accuracy is reduced, as the goal of minimizing the number of attack-
ers responsible for all alerts is consistent with the existence of a single attacker.
In [1], we already showed that our approach is able to localize jammers with
higher precision than other existing approaches based on geometrical consider-
ations, and is less dependent on network density. With the introduction of the
distributed version of the framework, we are able to obtain even better results,
as the attacker can be localized earlier, by locally processing a limited number
of alerts. Fig. 7 reports the average localization error as the number of alerts
increases, showing that it significantly reduces even with small increments in the
alerts’ number.
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Fig. 7. Impact of the number of alerts on the localization accuracy

As discussed in Section 4, in order to cope with mobility and temporary net-
work partitioning, nodes advertise both locally generated alerts and old stored
alerts to their k-neighbors. The choice of the k parameter, also called cluster
depth, impacts both the protocol overhead and the localization precision: as the
size of the set of alerts to process in a localization step increases, the probability
that such set contains overlapping alerts, which are useful for a successful local-
ization, increases. Fig. 8 shows the trend of recall when choosing two different
values of cluster depth, namely 1 and 3, for the same simulation scenario. As
shown, the framework achieves better results when the depth is set to 3, even if
in this case the total number of alert advertisement packets sent by nodes during
the simulation time is much higher compared to the other case (139 vs. 57).
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Fig. 9. Communication overhead

Clearly, as the introduced alert advertisement protocol adopts a controlled-
flooding strategy, the localization framework is subject to a communication over-
head due to the forwarding of packets containing information about generated
alerts. Nevertheless, such overhead is limited and has a linear trend, as shown
in Fig. 9, which reports the number of NEW ALERT ADV packets generated
and forwarded to k-neighbors (with k = 2).

7 Conclusions

In this paper, we addressed the problem of localizing attackers in MANETs.
In particular, we developed a distributed framework based on dynamically par-
titioning the network in order to process subsets of alerts. The proposed dis-
tributed framework aggregates and processes alerts as soon as they are reported.
The protocol can independently estimate the approximate position of attackers
in a distributed manner through cooperation of neighboring nodes.

In order to enable distributed localization, we implemented the following two
tasks. First, we grouped alerts to form clusters for local processing. Second,
we introduced a strategy to elect a cluster-head for the actual execution of
the localization algorithm. Polynomial heuristic algorithms have been used to
localize the attackers in each cluster.

We evaluated the performance of our distributed framework in the NS-2 net-
work simulator and experiments indicated that our scheme achieves better re-
sults compared to the centralized localization approach. Our future plans include
extending our distributed localization framework to consider mobile attackers.
In this case, the goal will be that of chasing the attackers rather than simply
estimating their location.
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Abstract. Recent studies have shown that a significant number of mo-
bile applications, often handling sensitive data such as bank accounts
and login credentials, suffers from SSL vulnerabilities. Most of the time,
these vulnerabilities are due to improper use of the SSL protocol (in
particular, in its handshake phase), resulting in applications exposed to
man-in-the-middle attacks. In this paper, we present MITHYS, a sys-
tem able to: (i) detect applications vulnerable to man-in-the-middle at-
tacks, and (ii) protect them against these attacks. We demonstrate the
feasibility of our proposal by means of a prototype implementation in
Android, named MITHYSApp. A thorough set of experiments assesses
the validity of our solution in detecting and protecting mobile appli-
cations from man-in-the-middle attacks, without introducing significant
overheads. Finally, MITHYSApp does not require any special permis-
sions nor OS modifications, as it operates at the application level. These
features make MITHYSApp immediately deployable on a large user base.

1 Introduction

The spread of mobile smartphones have led web service providers to pay atten-
tion to how the users could benefit from their services, while users are on the
move. To this end, two main approaches have been adopted. At first, providers
chose to offer a mobile-shaped version of their web service, which the users could
access through a mobile web browser (acting as a “thin” client). As an alter-
native, providers started to offer their services by means of native applications
for each specific mobile platform (also called “fat client” approach). This second
approach rapidly became the most popular (interested readers can refer to [7]
for a thorough comparison between the two approaches). Indeed, as the num-
ber of daily activated devices grows at a relentless rate, so does the number of
applications which are downloaded and available to a huge end-user base.

An application that relies on a web service requires an active Internet connec-
tion. To gain this connection, a mobile device is typically equipped with two types
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of network interfaces: a 3G/4G module and a Wi-Fi module. The Wi-Fi module
gives the user the opportunity of connecting a device to a wireless network cre-
ated through a wireless access point. TheWi-Fi connection becamemore andmore
important, as many companies started offering free Internet access points, as an
additional service for their customers.We can also find this scenario in many pub-
lic infrastructures, such as libraries and universities. Unfortunately, this increasing
popularity of free access points has led to newmalicious attacks, based on theMan-
In-The-Middle principle (from now, MITM attack). The rogue access point attack
is a typical example of how dangerous the use of a free public access point might
be [17]. As a consequence, protecting the communication in these open environ-
ments is crucial to keep user data private. This means that a mobile device must
establish a secure connection with the remote server offering the needed web ser-
vice. In a desktop environment, this connection lies between the web browser and
the remote server. On the other hand, a mobile application is directly responsible
of establishing the secure connection with the remote server, without relying on a
web browser.

Technically speaking, the most common way of establishing a secure connec-
tion is by using Secure Sockets Layer (SSL) [1] and Transport Layer Security
(TLS) [18], two cryptographic protocols that grant endpoint authentication and
network data confidentiality over a TCP connection. These protocols were also
designed to prevent malicious MITM attacks against two communicating enti-
ties. The problem is that, as recently pointed out [10], a significant number of
mobile applications often do not perform the required steps to ensure a secure
communication between the communicating parties. The flowing data between
the application and the server, which is supposedly private, can be intercepted by
a malicious third party by performing a MITM attack. This is a known problem
that affects a huge number of mobile applications, mainly due to the respective
developers that underestimate the importance of a proper use of the SSL/TLS
protocols. Even if the problem has been raised more than one year ago, our re-
cent test revealed that several applications (including widely used ones, such as
PayPal and Facebook) are still vulnerable.

Example 1. Let us assume a scenario where an attacker performs a rogue ac-
cess point attack, with Starbucks’ free Wi-Fi service as a target. The original
Starbucks’ access point (AP from now on) name is “Starbucks”, while the at-
tacker’s AP name is “Starbucks Free”. Let us suppose Alice visits Starbucks and
notices the free Wi-Fi opportunity. She sees two open access points on her An-
droid smartphone, so she chooses a random one, the attacker’s “Starbucks Free”
in this case. Alice wants to check her PayPal account, therefore she opens the
PayPal Android application, which she had used before. Since the PayPal appli-
cation suffer from the above SSL usage problem, the attacker is able to intercept
Alice’s PayPal account data, including her personal login information. What is
more, she is not aware that she is a victim of a MITM attack.

Again, given the huge number of vulnerable applications, the “wait-and-hope”
approach is not appropriate, since it exposes the users to malicious MITM at-
tacks until the developers release a security update. Instead, there is the need for
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an application-independent solution that: (i) detects the vulnerable applications;
(ii) warns the user about the potential leak of sensitive data; and (iii) eventu-
ally compensates the lack of security by performing the adequate checks. Such
a solution would not only secure the application-web server communication, it
would also act as a security tool for mobile developers — who want to test the
security level of their applications against SSL-based MITM attacks.

Contribution. In this paper we present MITHYS (Mind The Hand You Shake),
a platform independent system architecture that:

– Detects mobile applications vulnerable to SSL-based MITM attacks, autom-
atizing the detection of vulnerabilities pointed out in [10],[11])

– Protects mobile applications (especially, vulnerable ones) from SSL-based
MITM attacks, by taking care of SSL certificate validation

– Gives the user full control on the vulnerable applications’ behavior (e.g. the
application can be blocked if vulnerable)

The MITHYS architecture is, to the best of our knowledge, the first solution
that tackles the vulnerability of mobile applications to SSL-based MITM attacks
[10],[11]. A fully-working, end-user-ready implementation of MITHYS, namely
MITHYSApp, has been developed for the Android mobile platform, which rep-
resents one of the most flexible and popular mobile OS at the time being.

Being implemented at the application level, MITHYSApp does not require
mobile OS alterations nor special permissions (i.e., root access). MITHYSApp
just relies on a single manual configuration performed by the user. According to
the selected configuration, MITHYSApp can operate in three modes:

– Automatic - detection of vulnerable applications and protection for all the
installed applications, without requiring any user interaction;

– Selective - detection of vulnerable applications is automatic, but the user
can decide whether to allow their execution or not;

– Manual - the user can manually select which applications must be analysed
and which must be protected.

Finally, a set of experiments show the feasibility of our solution. In partic-
ular, we show that the current (non-optimized) version of MITHYSApp does
not introduce a significant delay in network communication nor in the ordinary
applications/OS behavior, while it effectively protects users from MITM attacks
that can steal personal and sensible information.

Roadmap. Section 2 discusses related work. Section 3 introduces the details
of the security problem we solve. Section 4 presents MITHYS, our solution for
protecting mobile applications vulnerable to MITM attacks. Section 5 focuses on
the implementation of MITHYSApp. Section 6 evaluates our solution in terms
of effectiveness and network delay. Finally, Section 7 concludes the paper.

2 Related Work

Today’s smartphones are capable of handling different types of personal data,
which most of the times can be considered sensible. As a result, smartphones
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security is becoming more and more a key topic in the security research commu-
nity, generating a lot of studies about dangerous threats and possible solutions
(as shown by the proceedings of recent top conferences on security, such as ES-
ORICS, POLICY and CCS). Considering only the Android case and to mention
only a few papers, Davi et al. [9] presented an analysis of the privilege escalation
attacks, together with some possible approaches to the problem [5], [6]. Becher
et al. [3] gave a more general security overview about the mobile smartphones
environment, whereas Shabtai et al. [16] focused more deeply in an Android se-
curity assessment. Other works focused on the direction of extending Android
security features: e.g. considering Context-based access control [8] and enforcing
different modes of uses based on security profiles [15]. To mention all the papers
aiming at securing Android is out of the scope of this paper. What we consider
instead important to point out is that, although this increasing research effort,
a significant work has still to be done in order to secure smartphone platforms.
This is proved by the huge vulnerability recently discovered regarding the use of
the SSL cryptographic protocol.

Various misuses of the SSL protocol are spread both in the desktop environ-
ment and in the mobile environment, exposing private data (potentially sensible)
to malicious attacks. In particular, Georgiev et al. [11] analysed the SSL usage
across various environments, only to find out that this protocol’s implementation
is “completely broken in many security-critical applications and libraries”. Mean-
while, Fahl et al. [10] analysed the SSL usage on 13,500 Android applications,
and found out that a large percentage of them suffer from SSL vulnerabilities,
which expose them to dangerous man-in-the-middle attacks. To add it up, some
of these applications (such as PayPal and Facebook) are very popular, covering
up to 185 million users. Both studies just gave some advices to developers, but
did not mention any solution to the SSL usage problem.

SSL misuse vulnerabilities have been also considered in the literature. For
example, the work in [4] shows an approach to detect SSL-based man-in-the-
middle-attacks. However, this approach is designed for desktop web browsers, so
it is not suitable for the setting of mobile applications that we are considering in
this work. Furthermore, a simple MITM attack towards the third-party server
proposed in [4] completely invalidates their protection mechanism. This problem
is also acknowledged by the authors in their work.

Despite the size of the problem, the SSL usage vulnerability problem for mo-
bile applications is still out there, threatening millions of users and their private
data. We will focus on this problem in the next Section.

3 The Problem: Validating SSL Certificates

Nowadays Internet browsers, electronic mail clients, instant messaging clients,
and nearly every entity that needs a secure communication to a remote service
are using SSL and TLS, two standard cryptographic protocols that perform
network data encryption and endpoint authentication over a TCP connection.
An SSL secure communication begins with an operation called handshake, in
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which the server is authenticated by the client (and viceversa, eventually). After
that, these two entities agree on a common cryptographic material, used to begin
the encrypted communication. This flow can be roughly summarised as follows
(we are not considering the client authentication steps, which are optional):

1. The client contacts the server, and they exchange some preliminary param-
eters, among which the certificates (the client’s certificate is optional, there-
fore often missing); the exchanged parameters are called context of a SSL
session.

2. The client authenticates the server by using the information obtained in
the previous step, especially the server’s certificate; for a secure session to
be established, the server must be successfully authenticated by the client
(either implicitly or explicitly).

3. The client, thanks to the previous information exchange, creates a pre-master
secret, encrypted with the server’s public key obtained from the server’s
certificate, and sends it to the server.

4. The server decrypts the message and uses the pre-master secret to compute
the master secret while the client does the same.

5. Using the master secret, both the client and the server generate the so called
session keys, that will be used to communicate securely.

6. The communication starts as the client sends the first encrypted message.

There is a slight problem on the second point of the above flow. The client
must authenticate the server in order to be sure that it is communicating with
the right server and not with, for instance, a malicious one which is faking its
identity (a typical MITM situation). This is mostly done by thoroughly checking
the server’s SSL certificate fields (e.g., expiration date, issuer, signature).

Example 2. Continuing the scenario described in Example 1, let us suppose
Alice is using PayPal’s Android application (PayPalApp), which needs to com-
municate with PayPal’s remote server (PayPalServer). However, the attacker
(MITM) is able to intercept the ingoing and outgoing traffic of PayPalApp. The
following steps are performed as part of the SSL handshaking process:

1. PayPalApp queries PayPalServer for its X.509 certificate (which contains
PayPalServers’s public key).

2. MITM intercepts PayPalApp’s request and asks PayPalServer for its cer-
tificate pretending she is PayPalApp; PayPalServer sends its certificate to
MITM.

3. MITM now generates a fake X.509 certificate containing MITM’s public key
instead of the PayPalServer’s one; MITM also makes this fake certificate
look like PayPalServer’s one, then sending it back to PayPalApp.

4. Depending on how strict are PayPalApp’s checks against MITM’s certificate,
PayPalApp will eventually think that she’s talking to PayPalServer.

5. At this point, MITM can intercept the plain text of every message (i.e.,
MITM can easily decrypt the messages) PayPalApp sends to PayPalServer
and viceversa, but she is undetected.
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In Example 2, PayPalApp performs very poor checks against MITM’s certifi-
cate (e.g., it might not check the issuer name of the certificate, therefore not
recognizing a MITM attack). As a result, Alice is not able to detect that the
communication with PayPalServer is not secure at all, allowing MITM to inter-
cept all the available data. It is important to stress that this is not just a toy
example, we have actually developed a demo implementing this specific attack.

It is clear by now that the key point of this procedure consists in validating
the server’s certificate in a proper way. Since many mobile applications do not
perform this step correctly, exposing the end-user to dangerous MITM attacks,
our solution focuses on solving this specific problem.

4 MITHYS: Mind The Hand You Shake

In this section, we present MITHYS (Mind The Hand You Shake), a system
designed to detect potentially MITM-vulnerable applications, and to compensate
the lack of security by protecting applications from MITM attacks. To the best
of our knowledge, MITHYS represents the first solution that tackles the MITM
vulnerability of mobile applications by taking on the security checks required
to establish a proper secure connection. For space limitation, we omit details
on MITHYS user interface and configuration. Instead, we focus on the core
of MITHYS and we describe it from a system point of view, focusing on its
architecture, its implementation (Section 5) and its evaluation (Section 6).

The main idea behind MITHYS is to act as a friendly MITM on the mobile
device. Every time a “new” application (an application which has not been
tested yet) requests a resource via the HTTP over the SSL protocol (from now
on, HTTPS requests), the MITHYS system tries to act as a man-in-the-middle,
forging a fake ad-hoc SSL certificate for the application. If the application is
not vulnerable, it will immediately block the communication; otherwise (the
application is vulnerable), the communication will proceed normally, as if there is
no third party between the application and the remote server. In both scenarios,
MITHYS is able to protect the application from potentially malicious MITM
attacks by performing additional checks on the SSL connection (Section 4.3).

An high-level overview of the MITHYS architecture is shown in Figure 1. At
a macroscopic level, there are two main components, highlighted in the figure
by thicker borders. The first one is called MITHYS Proxy, a proxy-based mobile
application that runs on the mobile device. The second one is called MITHYS
WebServer, a remote web server hosted and reachable through the Internet.

We now describe the two key components of MITHYS: MITHYS WebServer
(Section 4.1) and MITHYS Proxy (Section 4.2). Then, in Section 4.3 we describe
how the overall system works.

4.1 MITHYS WebServer

This component acts as a trusted party for the solution. It features only one
servlet, whose purpose is to retrieve the SSL certificates chain (typically in the



MITHYS: Mind The Hand You Shake 71

Fig. 1. The MITHYS high-level architecture

X.509 standard) of the URL passed as an argument; then, it serializes the chain in
a proper way and returns it as a result. This servlet is only reachable via HTTPS,
meaning that it has a SSL certificate associated to it. This is a key point of the
whole architecture. This SSL certificate is self-signed, i.e. generated from the root
certificate of our private Certification Authority (i.e., MITHYS CA). Since we
have access to the original certificate, we can use its information to add an extra
layer of security against MITM attacks, as we discuss in Section 4.2. Finally, we
underline that we do not consider this component as a possible target for attacks,
mainly because (i) it can be hosted on highly secure cloud services (e.g., Google
Compute Engine) and (ii) it is easier to protect this single component rather
than protecting millions of user devices with an highly variable set of installed
applications. However, in order to prevent Denial-of-Service (DoS) attacks, we
recommend the redundancy approach, by means of a MITHYS WebServer pool.

4.2 MITHYS Proxy

This represents the main component of the architecture. Its main purpose is
to receive all the HTTPS requests coming from the applications installed on
the mobile device, and to pass the information back and forth between the
application and its associated web server. It can also strengthen the applications’
security by performing additional checks (as detailed later in this section) on the
SSL connection. In order to fulfill its tasks, it features two independent modules
(see Figure 1): Security PenTester and Security Enforcer.

Security PenTester. This module is the component which represents the actual
MITM. It impersonates the original remote server by forging a fake SSL cer-
tificate for the mobile application. It also contacts the original remote server,
pretending to be the application itself. If Security PenTester is able to establish
a secure connection with the application (that is to say, the application accepts
the fake SSL certificate), it acknowledges that the application is vulnerable. Oth-
erwise, we can only have some degree of confidence that the application is not
vulnerable, while it could be actually vulnerable in other circumstances. This
module runs continuously, so every application is basically tested every time it
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Fig. 2. The MITHYS Security Enforcer interaction scheme

issues an HTTPS request. Since we want “PenProof” applications (i.e., appli-
cations that are not vulnerable to the PenTester) to be excluded from further
security tests, an effective approach consists in adding them to a whitelist: every
application on that list avoids the Security PenTester module, but may still be
strengthened by the Security Enforcer module.

We want to point out that the use of a whitelist is actually mandatory. A
PenProof application that receives a fake SSL certificate for an HTTPS request
will terminate the connection immediately, therefore not working correctly. As a
consequence, the MITHYS system needs to be aware of the already (successfully)
tested applications, so that we do not hinder their normal operations.

Security Enforcer. This module performs additional checks on the SSL connec-
tion to the remote server in place of the mobile application. More specifically,
given the HTTPS request issued by AppX (an installed application), this module
performs the following operations (illustrated in Figure 2):

– Issues an HTTPS request to the MITHYS WebServer, in order to retrieve
the SSL certificates chain associated to the URL of the application’s HTTPS
request (Step 1 in the figure);

– Retrieves the SSL certificates chain associated to the URL of the HTTPS
request (Step 2 in the figure);

– Compares the two certificates chains. Each certificate of one chain is com-
pared to the respective certificate of the other chain. This is done by checking
if the signatures of the two certificates correspond.

If the certificates contained in the two chains do not match, it means that
a MITM attack might be in place. On the other hand, if the two chains have
a 1:1 match, we can be sure that no SSL-based MITM attack is being held at
that time. This assumption is based on the fact that the HTTPS request to the
MITHYS WebServer is MITM-proof. To achieve such requirement, since the SSL
certificate of our MITHYS WebServer is known a priori, we can store it on a
keystore and embed it in our MITHYS Proxy mobile application. So, when the
HTTPS request to the MITHYS WebServer is issued, the obtained SSL certifi-
cate is matched against our keystore: any failure will invalidate the certificates



MITHYS: Mind The Hand You Shake 73

chains comparison, indicating an ongoing MITM attack of some kind. It is worth
pointing out that an application which has passed the Security PenTester’s con-
trols might still be monitored by the Security Enforcer (e.g., as an extra security
measure for the user). What is more, Security Enforcer only sends to MITHYS
WebServer the URL of the original HTTPS request, without transmitting any
sensitive information of the user.

4.3 MITHYS Workflow

In order to better understand how the overall MITHYS system works, Figure 3
shows a simplified workflow of a generic scenario where the mobile application
AppX issues an HTTPS request (e.g., to https://www.appx.com/api/login). The
request is intercepted by our MITHYS Proxy, that checks whether the appli-
cation has ever been whitelisted. If not, Security PenTester tries to act as a
MITM and determines if AppX is aware of a third entity between AppX’s re-
mote server and itself. If the application is aware of the MITM, it is whitelisted:
each subsequent HTTPS request coming from that application will be executed
as is, without any interception. Otherwise, Security Enforcer is activated in or-
der to prevent any malicious MITM attacks. Again, note that even a whitelisted
application might take advantage of the latter module, if specified by the user.

Example 3. Back to our running example, let us consider Example 2 to show
the workflow of MITHYS with PayPal’s Android application. The key assump-
tion is that Alice is using a MITHYS implementation on her smartphone. Alice
starts the PayPalApp, which in turn issues HTTPS requests to the PayPalServer.
These requests are intercepted by MITHYS’ Security PenTester (PenTester from
now on). PenTester retrieves the list of whitelisted applications to check if Pay-
PalApp is among those. The whitelist is initially empty, so PenTester acts as a
SSL MITM and forges a fake SSL certificate. PayPalApp, as we show in Sec-
tion 6.1, is vulnerable to this attack, so it accepts the certificate. Now that Pen-
Tester has acknowledged that PayPalApp is vulnerable, it reports this informa-
tion to the MITHYS’ Security Enforcer module (Enforcer from now on). En-
forcer must now protect PayPalApp from actual MITM attacks by performing
the steps described in Section 4.2. What is more, Enforcer will protect all the
future PayPalApp’s HTTPS requests.

Example 4. We reconsider Example 3, but we assume that this time Alice
wants to use the Twitter application, which is not vulnerable to SSL MITM
attacks (Section 6.1). Again, Alice is using a MITHYS implementation. Alice
starts TwitterApp, PenTester intercepts the HTTPS requests to TwitterServer
and tries to act as a SSL MITM for TwitterApp. The latter is not vulnerable,
so it will reject the fake SSL certificate and abort the current operation. Now
PenTester knows that the application is secure, so it adds TwitterApp as a new
whitelist entry. TwitterApp can operate without the Enforce protection, but the
user might want to be protected anyway. If this is the case, Enforcer will protect
all the future TwitterApp’s HTTPS requests. Otherwise, it will simply forward
the HTTPS requests/responses between TwitterApp and TwitterServer.
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Fig. 3. Workflow of the MITHYS architecture with the AppX mobile application

5 Implementation of MITHYS: MITHYSApp

This section discusses our implementation of MITHYS, namely the MITHYSApp
Android application which acts as the MITHYS Proxy component. The MITHYS
WebServer consists in a Micro Instance of Amazon’s Elastic Compute CloudWeb
Services (AWS EC2) [2]: a continuously running Apache Tomcat instance serves
an HTTPS-only Java servlet called GetSSLCertificate.

5.1 The MITHYSApp WebServer

MITHYSApp WebServer implements the MITHYS WebServer component. It is
hosted on Amazon Elastic Compute Cloud (Amazon EC2) [2] as part of the Ama-
zon Web Services. A Micro Instance of the EC2 cloud, which we can consider as
a proper Virtual Private Server (VPS), runs the Apache Tomcat web server and
servlet container. There is only one servlet, called GetSSLCertificateServlet
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that takes in input two arguments: the first one is the target URL, the second
one is the HTTP method that should be used to invoke that URL. This servlet
simply issues an HTTPS request to the target URL (accordingly to the HTTP
method) and retrieves the SSL certificates chain associated to that URL. The
Base64 serialization of the chain is returned as a JSON-formatted result. Please
note that this servlet is only available via HTTPS, and it uses an SSL certificate
generated from our MITHYS Certification Authority (MITHYS CA) in order to
prevent MITM attacks against our MITHYSApp application.

5.2 The MITHYSApp Android Application

MITHYSApp is an Android app that implements the MITHYS Proxy compo-
nent. It relies on the open source Android library SandroProxyLib1, which is
based in turn on the OWASP WebScarab project, that offers a working-out-of-
the-box proxy for Android. What is more, it behaves as the MITHYS Security
PenTester by default due to the fact that, every time it receives a new HTTPS
request, it acts as a MITM and forges ad-hoc fake certificates. These certificates
are generated from the MITHYS CA, and their hostname matches the hostname
of the target server, looking similar to the original ones. From now on we will
use also the term “proxy” to refer to the proxy part of this library. While not
requiring any special permission or OS modifications, MITHYSApp requires the
installation of the MITHYS CA certificate and the setup of the proxy address
for the current Wi-Fi connection. MITHYS guides the user in both these steps,
both performed only once at installation time.

Security PenTester. We had to modify and to extend the SandroProxyLib li-
brary in order to implement the above component correctly. First of all, given an
intercepted HTTPS request, we need to know which application generated it: in
terms of Java objects, we only have a Socket instance that represents the connec-
tion between the application and the proxy, of which we only know the port. But,
since Android is a Linux-based OS, we can read the content of the /proc/net/tcp
(or /proc/net/tcp6 if an IPv6 address is available) file that maps all the active
sockets to their Unix processes: in this way we know which port is being used,
so we can obtain the UID of the process which is using that port. This infor-
mation, together with the PackageManager.getPackagesForUid(uid) method
provided by Android, offers us the possibility of knowing which application is-
sued the HTTPS request given just the port of its Socket object. To the best
of our knowledge, this is the only technique available at the time being, so we
created a small and useful Android library2 which eases this process for the
developer. Another modification to the proxy library consisted in introducing
the whitelisting mechanism, so that each time an installed application refuses to
establish a secure connection with the proxy (that is, the SSL handshake phase
between our proxy and the application cannot be completed) it communicates

1 https://github.com/SandroB/sandrop/tree/master/projects/SandroProxyLib
2 https://github.com/dextorer/AndroidTCPSourceApp

https://github.com/SandroB/sandrop/tree/master/projects/SandroProxyLib
https://github.com/dextorer/AndroidTCPSourceApp
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the non-vulnerable application to MITHYSApp. To do so, an AppDescriptor

object containing package name, application version and requested URL is cre-
ated and sent to the running instance of MITHYSApp. The latter receives the
AppDescriptor object and inserts its values on a local SQLite database. This
database must be encrypted in order to prevent manual tampering, so we used
a custom Android library called SQLCipher3 to provide “transparent 256-bit
AES encryption of database files”. In addition, for each new HTTPS request
the proxy checks if the application who issued it has been whitelisted before, by
querying the SQLite database: if so, no interception is made and the proxy sim-
ply passes the data back and forth between the whitelisted application and the
remote server. In addition, in order to prevent alterations to the local MITHYS
keystore, we invoke a JNI-compiled library that checks the current Java package
name and the keystore size. Thanks to this approach, any attempt to (i) replace
the native library, to (ii) modify the Java code of MITHYSApp or even to (iii)
replace the keystore will lead to a non working application.

Security Enforcer. In order to implement the Security Enforcer module, we had
to extend the SandroProxyLib library so that, every time a vulnerable applica-
tion issues an HTTPS request, the proxy performs the following steps:

1. Retrieves the SSL certificates chain associated to the URL of the HTTPS
request.

2. Issues an HTTPS request to the MITHYSApp WebServer, in order to re-
trieve the SSL certificates chain associated to the URL of the application’s
HTTPS request.

3. Compares the two certificates chains, as described in Section 4.2.

If no MITM attack is in place, the comparison will succeed and the HTTPS
request will be issued without further ado. If a MITM attack is in place, the
HTTPS request issued towards the MITHYSApp WebServer will simply fail (as
we explained in Section 4.2). A smarter attacker might decide not to intercept
the HTTPS requests addressed to our MITHYSApp WebServer: but this won’t
prevent our Security Enforcer module from detecting a MITM attack, since the
two certificates chains are still compared one against the other.

6 System Evaluation

In this section, we present a set of tests that assess the performance impact of
the MITHYS approach and determine its ability to successfully detect vulnerable
applications. More specifically, we want to show that, althoughMITHYS requires
additional HTTPS requests in order to protect the mobile device from MITM
attacks, the user is not dramatically affected by this overhead. First, we will
analyse the effectiveness of MITHYSApp’s vulnerability detection in Section 6.1.
Then, in order to determine the additional overhead, we will discuss our test
method in Section 6.2 and the results in Section 6.3.
3 https://guardianproject.info/code/sqlcipher/

https://guardianproject.info/code/sqlcipher/
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6.1 Vulnerability Detection

In their analysis, Fahl et al. [10] manually audited some of the most popular
Android applications, in order to test their vulnerability to SSL-based MITM
attacks. We manually tested the same set of applications (that, in the meantime,
could have been updated, fixing this MITM vulnerability) against MITHYSApp,
therefore evaluating the capability and the accuracy of detecting vulnerable ap-
plications. We show our results in Table 1. The results show that MITHYSApp
is able to successfully detect vulnerable applications (according to Fahl et al.’s
findings). MITHYSApp is also consistent with the results in [10] in detecting
Twitter and Voxie Walkie Talkie as non vulnerable.

Table 1. MITHYSApp results in detecting apps safe from SSL-based MITM attacks.
(�) indicates that the app is safe; (×) means that the app is vulnerable.

Application Test result

Amazon MP3 ×
Chrome ×
Dolphin Browser HD ×
Dropbox ×
Ebay ×
Expedia Bookings ×
Facebook Messenger ×
Facebook ×
Foursquare ×
GMail ×

Application Test result

Google Play Store ×
Google+ ×
Hotmail ×
Instagram ×
OfficeSuite Pro 6 ×
PayPal ×
Twitter �
Voxie Walkie Talkie �
Yahoo! Messenger ×
Yahoo! Mail ×

6.2 Experimental Setting

We have tested MITHYSApp with three of the most popular Android applica-
tions. These application belong to different categories of Google’s Play Store, and
represent three different important aspects that a typical mobile user is interested
to: social networking, finance checking, cloud storage access. In particular, the
applications we considered are: Facebook4 (social networking service), PayPal5

(global e-commerce business allowing online payments and money transfers), and
Dropbox6 (web-based file hosting service).

In our tests we considered two operations common to all the applications
listed above: login and logout. These operations are very network-intensive, hence
representing a perfect test scenario for MITHYSApp. As main tool for testing,
we used monkeyrunner [13]. This tool allows interacting (e.g., pressing buttons,
typing text) with an Android device by writing a simple Python script and

4 https://play.google.com/store/apps/details?id=com.facebook.katana
5 https://play.google.com/store/apps/details?id=com.paypal.android.

p2pmobile
6 https://play.google.com/store/apps/details?id=com.dropbox.android

https://play.google.com/store/apps/details?id=com.facebook.katana
https://play.google.com/store/apps/details?id=com.paypal.android.p2pmobile
https://play.google.com/store/apps/details?id=com.paypal.android.p2pmobile
https://play.google.com/store/apps/details?id=com.dropbox.android
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running it via Android Debug Bridge (adb7). We wrote three scripts, one for
each considered application. Each script basically performs these operations:

1. Connects to the Android device;
2. Opens the Android logcat in a subprocess (more on this later);
3. Starts the application’s login activity;
4. Enters the credentials for a valid account;
5. Presses the login button and saves the current time on a variable called

LoginStartTime;
6. Monitors the logcat in order to see when the main activity of the application

is displayed - as soon as this happens, it saves the current time on the
LoginEndTime variable;

7. Calculates the login time as (LoginEndTime - LoginStartTime);
8. Executes a number of actions in order to start the logout procedure; as soon as

the logout button is pressed, it saves the current time on LogoutStartTime;
9. Monitors the logcat in order to see when the login activity of the appli-

cation is displayed - as soon as this happens, it saves the current time on
LogoutEndTime;

10. Calculates the logout time as (LogoutEndTime - LogoutStartTime);
11. Prints the two results.

We want to focus for a moment on the use of the logcat [12]. This tool
allows the developer to collect and view the log messages, both coming from
the Android OS and from the installed applications. We used specific logcat

messages to determine the end of each operation (login and logout). Every time
that the system displays a particular activity of the application (i.e., the main
activity after the login, the login activity after the logout), we are sure that the
considered operation has ended. This approach leads to reliable and repeatable
tests, whereas it does not pollute the tests results at all.

6.3 Network Overhead

The results of our experiments are reported in Figure 4. In particular, Figure 4(a)
and Figure 4(b) represent the overhead for the login and logout operation, re-
spectively. We can observe that the average delay added by using MITHYSApp
is approximately five seconds. Since this value is almost constant for each of
the considered situations, the delay is more likely to be noticed by the user for
shorter operations. The two figures show a higher delay in using MITHYSApp
for both the login and the logout operations. This overhead is not surprising
though, because MITHYSApp needs to issue additional network requests in or-
der to protect mobile applications from MITM attacks. If we consider Facebook,
the introduced delay for the login operation is about 55%, whereas for the logout
operation it is about 33%.

There is an important point here we want to stress. While the current version
of MITHYSApp is a fully-working implementation, we need to consider that it

7 http://developer.android.com/tools/help/adb.html

http://developer.android.com/tools/help/adb.html
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Fig. 4. MITHYS: time overhead for representative applications

has not yet been optimised, both in terms of certificate caching and in terms of
network performances. As a consequence, the values that emerged from the tests
can be considered as an upper bound for the additional delay, which in some
situations may be indeed noticeable by the user. We believe that, by properly
optimising our implementation, we can reduce the five seconds average delay
to a value of three or even two seconds. Another aspect that we have to take
into account is that MITHYSApp is able to prevent MITM attacks that usually
are performed nearby free Internet access points. Therefore, the user should take
advantage of it while she is connected to a wireless access point, whereas it could
be deactivated in other less attack-prone circumstances.

7 Conclusion

In this paper we have addressed a SSL vulnerability that has been recently
shown affecting a base of many millions of users of mobile devices. To solve
this problem, we have proposed MITHYS, a system for mobile devices which is
able to protect mobile applications from SSL vulnerabilities. The architecture
of MITHYS is light and feasible for several mobile platforms. To support this
claim, we implemented MITHYSApp, i.e., MITHYS for Android. In particu-
lar, we implemented MITHYSApp at the application level, thus facilitating the
spread of our solution and its installation on Android-powered mobile devices.
We decided to focus on the Android platform mostly due to its popularity and
flexibility. However, we have reasons to believe that mobile applications for Ap-
ple devices (e.g., iPhone, iPad) are just as vulnerable as the ones available for
Android. For example, Thampi [19] was able to perform an SSL-based MITM
attack to analyse the Path iOS application, discovering an illegitimate upload of
the user’s contacts to Path’s servers. As a consequence, Path released a security
update to its application, acknowledging the problem [14].



80 M. Conti, N. Dragoni, and S. Gottardo

The results of our experiments showed that MITHYSApp has a limited over-
head that even if noticeable, we believe being accepted by users when effectively
protecting them from man-in-the-middle attacks aiming at stealing personal and
sensible information. MITHYSApp represents a first (though fully working) im-
plementation of the MITHYS system. Therefore, its performances can be vastly
improved by adding advanced caching mechanisms. While the delay introduced
by using MITHYSApp is still acceptable, we estimate that it can be further
reduced by at least two seconds.
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2010. LNCS, vol. 6531, pp. 331–345. Springer, Heidelberg (2011)

9. Davi, L., Dmitrienko, A., Sadeghi, A.-R., Winandy, M.: Privilege escalation attacks
on android. In: Burmester, M., Tsudik, G., Magliveras, S., Ilić, I. (eds.) ISC 2010.
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Abstract. The proliferation of smartphones has introduced new challenges in 
web browsing security. These devices often have limited resources and small si-
ze, which may limit the security ‘arsenal’ of their user. This, however, does not 
seem to deter smartphone users from accessing the Web via their devices. On 
the same time, the popularity of browser-based exploits among attackers is also 
on the rise, especially in the form of Blackhole exploit kit, i.e. frameworks that 
attack browsers using 0-day exploits (e.g., in Java, Flash). In this context, the 
paper contributes by comparing the availability and manageability of security 
controls that are offered by popular smartphone and desktop browsers. It also 
provides insights about their preconfigured protection against web threats. 

Keywords: Web browser security, Smartphone, Privacy, Exploit, Control.  

1 Introduction 

The proliferation of smartphones has introduced new challenges in secure web brow-
sing. These devices often have limited resources, as well as small size, which limits 
the security ‘arsenal’ of their users. Such lack of protection controls, however, does 
not seem to hinder users from browsing the web via smartphones. On the contrary, 
according to a recent report, by the year 2017 smartphone mobile data traffic will 
increase 81%, comparing to 2012 [11].  

Average users are not familiar with the details of security controls used while 
browsing the web. For instance, a user may understand that SSL offers a level of pro-
tection to online transactions. It is rather unlikely, though, that she is aware of the re-
levant security details and threats she is exposed to. Nowadays, users come across to 
different threats while browsing the web. These range from traditional client-side at-
tacks (e.g. Cross-Site-Scripting) to zero-day exploits that target Java plugins1. Contra-
ry to what one would expect, CISCO [10] reports that browser malware are not only 
present in ‘bad’ webpages (e.g. ones hosting pirated software, etc.), but also in benign 
ones (e.g. social media sites, etc.). The latter may unwittingly serve malware embed-
ded in their active content, typically after a server compromise or with the inclusion 
of malicious advertisements. Furthermore, progressively more attackers use in their 
client-side attacks, browser exploitation frameworks (e.g. Blackhole exploit kit) [33].  

                                                           
1 http://www.reuters.com/article/2013/01/11/ 
 us-java-security-idUSBRE90A0S320130111  
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Web browsers (hereinafter referred to as browsers) communicate security events to 
users through their graphical user interfaces. For instance, the padlock icon appears e-
very time a user visits a website with a valid digital certificate. Moreover, they  
include window gadgets (widgets), such as checkboxes, buttons, etc., for the configu-
ration of their security controls. Users are expected to configure the browser’s securi-
ty controls as they see fit (by interacting with its menu), so as to protect their security 
and privacy. To aid users in this task, every web browser contains a menu option fo-
cused on the configuration of security and/or privacy controls. Even though ordinary 
users generally tend to ignore security events [14,22,24,36,38], some have been train-
ed to interact with the interfaces in desktop browsers towards a safe web browsing.  

In this context, this paper contributes by providing a systematic and comprehensive 
analysis of browser security controls. In particular, we focus on popular browsers in 
smartphones and desktops, enumerate their security controls, and collect and compare 
their default settings as well as their manageability options. Then, we provide a com-
parative evaluation of the offered protection against web threats. Our goal is to exa-
mine: (a) the protection of preconfigured security settings against web threats, and (b) 
the manageability of security controls that protect from certain web threats. The for-
mer provides indications of the offered protection to average users. The latter reveals 
the manageability of countermeasures for each threat, i.e. the flexibility to adjust the 
offered protection according to the users’ “risk appetite” (e.g. a user may be willing to 
receive targeted advertising). Our work summarizes the differences in the availability 
and manageability of browsers’ security controls. Overall, as expected, desktop 
browsers provide an increased manageability and availability. Regarding protection 
against web threats, our analysis revealed that browsers by default focus mostly on a 
subset of the examined threats (e.g. malware, privacy breach, phishing), while offer-
ing poor protection against the rest (e.g. third-party tracking, browser fingerprinting).  

 The rest of the paper is organized as follows. Section 2 presents related work. Sec-
tion 3 includes the methodology of our research. Section 4 includes our observations. 
Finally, Section 5 includes a discussion of the results and our conclusions. 

2 Related Work 

Our work relates to [3], which provides a simple comparison of the availability of security 
options in Internet Explorer 7 and Internet Explorer Mobile (Windows Mobile 6 Profes-
sional Ed.). Our work contributes by providing up to date results, which include both the 
availability of security controls in current web browsers, as well as their manageability and 
preconfigured protection against web threats. Part of our work relates to [1], which focuses 
on the visibility of security indicators in smartphones. Our work confirmed the findings of 
this publication, regarding how smartphone browsers handle invalid digital certificates. 

Recent literature on web security has focused on the visibility of security indicators 
in desktop browsers, indicating that the majority of users ignore them [1,14,27]. 
Moreover, novel browser security architectures have been proposed, which add new 
components that offer more security [6,9]. Finally, static and/or dynamic analysis for  
JavaScript malware has been studied in [5,12,20,21]. 
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Mobile and Chrome for Android use the certificate manager that is provided by And-
roid (i.e. new versions of Gingerbread). Regarding, the manageability of search en-
gines, most smartphone browsers allow only the selection from a static list (e.g. 
Google, Yahoo, etc.). 

Only Firefox, Opera, and Firefox Mobile offer a master password, therefore an at-
tacker with physical access to the browser can login to websites having stored pass-
words. Chrome and Firefox also enable password unmasking; hence an attacker can 
access them. The risk of the two scenarios is greater in smartphones, due to their 
small size, mobility, and because smartphone users may not password-protect their 
devices [27]. Similarly, only Internet Explorer and Opera provide manageability of 
SSL\TLS protocols. Their interfaces allow users to disable or select an older version 
of SSL\TLS protocol, as any other non-security related setting in the browser's menu, 
thus, potentially reducing the offered security. All browsers provide proxy server 
manageability.5 In smartphones, proxy manageability requires navigation to the Wi-
Fi settings (c.f. Appendix), which is confusing since it clearly violates the three-click 
rule. The proxy server is not available when the smartphone uses cellular Internet 
(e.g. UMTS, etc.).   

Third-Party Software Control. Desktop browsers provide similar6 manageability 
for third-party software (i.e. JavaScript, Java, extensions, plugins) and are preconfigu-
red to enable it. Thus, since webpages may contain malicious active content [10], by 
default the offered security is lowered for the sake of functionality. On the contrary, 
smartphone browsers provide poor manageability of third-party software, which are 
enabled by default (where applicable).7 In particular: (a) JavaScript is manageable 
only by ABrowser, Chrome Mobile (only for Android), Firefox Mobile (only from a 
hidden menu), and Safari Mobile, and (b) only ABrower (versions ICS and JB) and 
Firefox Mobile provide an ‘all-or-nothing’ control over plugins via ‘tap to play’, i.e. 
each time users explicitly enable individual plugins. Also, smartphones do not provide 
manageability of other apps which are invoked to present content (e.g. video players). 

Desktop browsers and Firefox Mobile auto-update extensions, but users may disa-
ble them (e.g. while roaming) only in Firefox and Safari. Moreover, Internet Explorer, 
Opera and Firefox Mobile do not support their manually update. On the contrary, 
browsers do not automatically update plugins. Thus, an interface is required, for spot-
ting and manually updating vulnerable and/or buggy plugins. To this end, Chrome 
and Firefox highlight and provide update links for such plugins. Chrome’s highlight-
ing (the plugin’s version is colored red) is rather easy to ignore, among the various 
plugin details. Moreover, Firefox provides a web based plugin check [25], but its use 
is confusing, since: (a) as a link on top of the plugins it is difficult to spot, and (b) 
users may accidentally interact with the widget for extension updates, which resides 
in the corner of the same interface.  

Web Browsing Controls. Desktop browsers provide comparable manageability in 
web browsing controls, whereas these controls are mostly unavailable in their smart-
phone counterparts. Specifically, desktop browsers enable by default malware and  
 

                                                           
5 Chrome and Safari use a link to the interface implemented by Internet Explorer. 
6 Safari does not disable plugins. Plugins can only be removed from their installation folder. 
7 Smartphone browsers do not support Java and only Firefox Mobile supports extensions. 
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Table 6. Web browsing controls 
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4.2 Overall Availability of Controls  

Fig. 1 outlines the percentage of security controls provided by each browser. The des-
criptive statistics omit controls, where applicable, for instance "Disable Extensions" in 
Chrome Mobile. As the figure illustrates, smartphone browsers form three groups, 
regarding the availability of controls. The first group includes Firefox Mobile that of-
fers the majority of security controls in smartphones (67.14%). The second includes 
browsers with control availability around 50%, i.e. ABrowser, Chrome Mobile and 
Safari Mobile. The browsers in the last group, i.e. Internet Explorer Mobile, Opera 
Mobile, and Opera Mini, provide around 30% control availability. Similarly, desktop 
browsers form three groups. Firefox and Opera form the group of browsers that offers 
the majority of security controls (87.5%, 84.38% respectively). Google Chrome and 
Internet Explorer provide control availability around 80%. Finally, Apple Safari bro-
wser provides only 62.5% of the security controls. 

 

Fig. 1. Availability of security controls in web browsers. The figure holds the percentage for 
AB (later than Gingerbread), CM (Android) and SM (iOS 6). The percentage for AB (Ginger-
bread), CM (iOS) and SM (iOS 5) is 46.43%, 42.86%, 46.43% respectively.   

As expected, smartphone browsers implement a subset of security controls that are 
available in their desktop counterparts (c.f. Tables 2-6). One could argue that the un-
availability of controls is due to the restrictions that are imposed by the smartphone 
sandbox profiles to all applications [26]. To test the validity of this argument we filte-
red the security controls that are implemented by at least one smartphone browser,  
while being not implemented by other smartphone browsers in the same smartphone 
OS. Such controls exist both in iOS and Android. More specifically, the controls in 
{Block images, Block location data, Block third-party cookies, Certificate manager, 
Certificate Warning, Disable JavaScript, Private browsing} are counterexamples of 
this argument both in Android and iOS, as well as {Block referrer, Master Password, 
Search engine manager} in Android (c.f. Tables 2-6). Thus, any browser that does not 
support any of these controls (where applicable) is not restricted by the OS’s sandbox.   
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Table 7. Taxonomy of browser controls and web threats [28] 

Threat (Ti) Security Controls 

Annoyance (T1) C4, C6, C11, C12, C13, C14, C15, C19, C24 

Browser fingerprinting (T2) C14, C19, C24, C27 

Exploits/Malware (T3) C1, C2, C6, C9, C12, C13, C14, C15, C17, C19, C20, C21, C22, C24, C27, C28, C32 

Identity theft (T4) C14, C18, C19, C23, C25, C26, C28, C32 

Data interception (T5) C10, C11, C19, C30 

Phishing (T6) C6, C10, C11, C14, C19, C25, C27, C28, C32 

Privacy breach (T7) C3, C4, C5, C7, C8, C11, C12, C13, C14, C15, C16, C18, C19, C20, C23, C24, 
C25, C26, C27, C28, C29, C32 

Resource abuse (T8) C12, C13, C14, C15, C17, C19, C20, C28, C31, C32 

Rogue certificates (T9) C10, C11, C19 

Spam advertisements (T10) C4, C6, C19, C27, C29 

Technical failure (T11) C1, C2, C9, C12, C13, C14, C15, C17, C20, C21, C22, C31 

 
When a browser implements the majority of security controls, it does not de facto 

mean that this is the most secure browser. This holds true, as browsers are preconfi-
gured to disable security controls for the sake of functionality. Our analysis continues 
with the default values of security controls. 

4.3 Protection from Web Threats    

This section examines: (a) the protection of preconfigured security settings against 
web threats, and (b) the manageability of security controls that protect from certain 
web threats. Initially, we created a taxonomy of the security controls and web threats. 
The threats, which combine ICT threats [15] and smartphone threats [37], are listed in 
Table 7 along with their mapping to security controls (the table uses the same notation 
for controls as in [28]). The mapping was created in line with the controls’ descrip-
tions in the browser help pages, as well as the recommendations from [4,7,8]. Then, 
two heat maps were introduced summarizing the number of security controls that are 
enabled by-default in each browser, and the manageability of security controls that 
browsers provide, according to Tables 2-6. 

Fig. 2a presents the heat map of the security controls that are enabled by-default in 
each browser. Our analysis revealed that desktop browsers (except for Safari) and Fi-
refox Mobile have the majority of pre-enabled controls (c.f. Fig. 1). Opera Mini pro-
vides no protection for the majority of the threats. Overall, the majority of pre-enabled 
security controls protect users from phishing, privacy and malware/exploits. Specifi-
cally: (a) desktop browsers (except from Safari) and Firefox Mobile enable by default 
the most controls against malware/exploits, (b) Chrome, Internet Explorer, Safari,  
Firefox Mobile, and Safari Mobile provide similar privacy protection, while ABrows-
er, Internet Explorer Mobile, and Chrome Mobile weak privacy protection, and (c) 
preconfigured settings in all browsers offer a comparable protection level against 
phishing (except for ABrowser, Chrome Mobile, IE Mobile, and Opera Mini).  
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Regarding the threat of technical failure (browser crashing), desktop browsers (ex-
cept for Safari) and Firefox Mobile pre-enable the most relevant controls. The results 
indicate that all browsers provide similar protection from annoyance, interception of 
network data, rogue certificates, and spam/advertisements. The preconfigured browser 
settings provide similar protection against identity theft - except for ABrowser, Chro-
me Mobile, IE Mobile, and Opera Mini, which do not enable any relevant security 
control. Similarly, they provide comparable protection against resource abuse (except 
for Chrome Mobile, IE Mobile, and Opera Mini). Finally, the results suggest that no-
ne of the browsers is preconfigured to avoid browser fingerprinting. 

Fig. 2b summarizes the number of security controls that protect users from each 
web threat and are manageable. As expected, desktop browsers provide greater mana-
geability of security controls than their smartphone counterparts. Overall, Opera and 
ABrowser provide the greatest manageability among desktop browsers and smart-
phone browsers, respectively. Chrome, Firefox and Internet Explorer offer compara-
ble manageability and this also holds true among Chrome Mobile and Firefox Mobile 
and Opera Mobile and Safari Mobile. In addition, Safari provides the least managea-
bility of security controls in desktop browsers. Similarly in smartphones, this holds 
true for IE Mobile and Opera Mini. In both platforms, privacy controls are the most 
manageable, whereas data interception and rogue certificates are the least manageable 
ones. In desktops the threat of malware/exploits follow privacy controls w.r.t. control 
manageability, which in turn is followed by annoyance, identity theft, phishing, and 
resource abuse. Likewise, in smartphones the controls for annoyance and mal-
ware/exploits follow privacy controls w.r.t. control manageability. On the other hand, 
browser fingerprinting, data interception, rogue certificates and technical failure are 
the threats in desktops having the less manageable controls. In smartphones the least 
configurable ones are: data interception, recourse abuse, rogue certificates, and spam/-
advertisements. Finally, browser crashing, browser fingerprinting, identity theft and 
phishing are threats that smartphone browsers do not offer manageable controls. 

 

Fig. 2. (a) Preconfigured enabled security controls. (b) Manageability of security controls. For 
space and readability reasons the heat maps include only CM for Android and SM for iOS 6. 
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Table 8. Comparison of security-oriented settings vs. preconfigured desktop security settings. 
The suggestions1,2 do not apply to vendor settings (c.f. Tables 2-6). 

Status Security-oriented settings Vendor settings Common settings 

 C11, C21, C52, C7, C82, C12, C13, C14, 
C15, C162, C232 

C20, C25 C6, C91 

  C5, C7, C8, C12, C13, C14, 
C15, C16 

C32, C4 

 C201, C251 C1 C111 

 C17, C22, C301, C31, C32  C101, C18, C19, C21, C24, 
C26, C27, C28, C29 

  C2, C17, C22, C23, C30, 
C31, C32 

 

1 configuration from an advanced interface, 2 user preference before/upon installation. 

5 Recommendations 

Security-Oriented Settings. Table 8 (columns 3 and 4) presents the preconfigured 
security settings in the examined desktop browsers (it uses the same notation for con-
trols as in [28] and their status as in Tables 2-6). These settings were collected by 
noting the default value and/or configurability option that appeared more often in 
them. Only the settings of desktops were examined, since (a) they offer a superset of 
security controls comparing to smartphone browsers (c.f. Fig. 1) and (b) their longer 
presence in the field has made them more mature than their smartphone counterparts. 
As depicted in Table 8, this default configuration is functionality-oriented, i.e. pro-
vides reduced security for the sake of functionality (e.g. support of active content). 

Average users are less likely to change the default values of security controls. For 
this reason, we propose a (default) configuration, which is security-oriented, i.e. aims 
to maximize the protection of the user’s security and privacy (cf. Table 8, columns 2 
and 4). This set extends the configuration that is proposed in [4,7,8]. We consider that 
all security controls should be, where applicable, implemented and enabled by default 
to maximize the offered protection. We also consider that a user should be able to 
configure them as she feels fit to adjust the level of her protection, except for 
(C11,C20,C23). Users should be discouraged from disabling malware and phishing 
protection (C20,C23) and warnings for invalid certificates (C11), or should be able to 
do so from an interface where only advanced users can reach, such as a hidden menu 
(e.g. about:config). Also, we propose that the controls C1, C2, C9, should reside also 
in an advanced interface, e.g. one that asks for user confirmation before changes are 
applied. This will protect average users from accidentally disabling the controls. 

We propose that the browser before/upon its installation should provide an interfa-
ce which guides the user to configure the settings of C3, C5, C8, C16, and C23. This 
interface should be reasonably comprehensive by a normal user, e.g. “Would you like 
to receive targeted advertising” instead of “Enable third-party cookies” (the proposi-
tion of such an interface falls outside of the paper’s scope). Finally, one should note 
that the configuration of the above controls by the user avoids any conflict with other 
stakeholders on the web (e.g. ad companies [18]). 



94 A. Mylonas, N. Tsalis, and D. Gritzalis 

Table 8 summarizes the differences between the security-oriented settings and the 
preconfigured settings of desktop browsers. Almost half of controls (14/32) have the 
same status (i.e. configurability, default enabled/disabled). We propose a 22% (7/32) 
to be added in browsers as configurable and/or enabled by default and 25% (8/32) of 
existing controls to be enabled by default. Comparing to vendor settings, 9% (i.e. C1, 
C20, C25) are proposed to change configurability status. Our security configuration is 
rather restrictive, i.e. functionality is disabled for the sake of security (e.g. cookies, 
location data, etc.). To ensure user experience, the browser should allow the user to 
enable such controls via local whitelists, similarly to the NoScript extension.  

Rogue Sites. Smartphones include sandboxes that place restrictions in functionality of 
third-party (security) apps [26]. As a result, while desktops’ antivirus or other security 
software may be able to filter rogue webpages (i.e. those hosting malware and/or 
phishing scams), this is currently not feasible in smartphones. In this context, it appe-
ars that the browser itself must detect and/or block rogue sites. We regard that this can 
be achieved either with a frequent acquisition of a blacklist, or with ad-hoc queries in 
an online blacklist (e.g. Safe Browsing [31]). Alternatively, the smartphone may con-
nect to a secure proxy, i.e. one that filters rogue sites. Current smartphone browsers 
do not permit the connection to a proxy, when mobile Internet is used. 

Third-Party Software Management. As discussed earlier, smartphone browsers 
must provide an interface where users can inspect the plugins and other applications 
that are being used by them. Browsers must also allow them to selectively disable this 
software, as they see fit. Furthermore, both desktop and smartphone browsers must ef-
ficiently and timely inform users regarding third-party software vulnerabilities. 

User Awareness. As discussed earlier, browsers offer support pages dedicated to 
security and privacy. These pages must provide adequate background, as well as links 
to material (e.g. [29]), focusing on the current threats on the web and the available 
countermeasures. This will help users understand the relevant threats and effectively 
adjust the browser’s protection level, according to their security and privacy needs.   

6 Discussion and Conclusions 

This paper provided a systematic and comprehensive analysis of the availability and 
manageability of security controls in popular smartphone and desktop browsers. It also 
provided a comparative evaluation of the: (a) preconfigured security settings against web 
threats, and (b) manageability of security controls that protect from certain web threats. 
The former provides indications of the ‘out of the box’ offered protection to average 
users. The latter reveals the flexibility to adjust the offered protection according to the 
users’ “risk appetite” (e.g. a user may be willing to receive targeted advertising). Our 
results can be used from browser users to adjust their protection level, as well as from 
browser vendors to cross-compare their security offerings. 

We proved that the controls that are available in desktop browsers are a superset of 
the ones found in smartphones. Currently in smartphones, a user has to use multiple 
browsers in order to use certain security controls - e.g., in iOS she has to use Chrome 
Mobile for a robust control of security warnings, and Safari Mobile for both private 
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browsing and phishing detection. This unavailability of browser controls can be par-
tially explained by the restrictions of the smartphones’ security models (e.g. private 
browsing in Chrome Mobile for iOS). However, our evaluation reveals occasions 
where a security control is available in a subset of browsers of a smartphone platform. 
This suggests that the restrictions from the sandbox were not the reason that the con-
trol was 0not implemented in the rest smartphone browsers in this platform.  

Our analysis revealed that two browsers (Safari and Opera Mini) had a number of 
security issues, which are serious (i.e. unpatched vulnerabilities, no protection from 
invalid digital certificates). Furthermore, our analysis of the preconfigured security 
settings in browsers revealed that Firefox Mobile provides comparable protection 
against web threats to desktop browsers (c.f. Fig. 2). The evaluation also revealed that 
third-party advertising is enabled by default in most desktop browsers. In addition, in 
their smartphone counterparts it is not easily manageable, since they adopt all-or-
nothing approach in cookie management. Therefore a user has to either accept all  
cookies including tracking cookies, or disable all of them, which will break the func-
tionality of several benign sites. Also, DNT is disabled by default - or unavailable as a 
control in smartphone browsers. We propose that privacy controls should be confi-
gured during browser installation or post installation (i.e. first time the browser ex-
ecutes), where the user should be reasonably aided to make an informed decision. 
Finally, private browsing is not supported in a subset of smartphone browsers.  

Users are unprotected from rogue sites, which serve malware and/or perform phis-
hing scams, while browsing with their smartphone. This holds true, as smartphone 
browsers fail to detect rogue sites. Users can be protected by disabling all dynamic 
content (i.e. the plugins, JavaScript) - a control that is not offered in all smartphone 
browsers. This, however, will not protect them from a Blackhole exploit framework 
that targets vulnerabilities in the browser’s software (e.g. in plugins). It also hinders 
their browsing experience, since most web applications require JavaScript to function 
correctly. For this reason, we proposed that smartphone browsers either use a local 
blacklist or ad-hoc query an online blacklist with reported rogue sites, such as Goog-
le’s Safe Browsing. This, however, will introduce delays, as well as additional band-
width consumption, which in the case of mobile Internet may not be acceptable (due 
to cost and bandwidth quota limitations). Moreover, online queries introduce privacy 
issues. Alternatively, a proxy server may be used that provides detection of rogue si-
tes. This proxy may also be used for UA spoofing, which protects users from system 
disclosure attacks. In this case, the proxy - apart from altering the device’s UA - must 
filter out JavaScript code that may leak the UA string. Our analysis revealed that se-
curity controls can be disabled as easy as disabling controls that are not security 
oriented. Also, security controls often reside together with non security related op-
tions, (e.g. zoom, font size etc). As discussed earlier, the interface of security controls 
must be reorganized to assist users correctly configure the browser’s security level. 

Our evaluation focused on smartphone and Windows desktop and it omits differ-
ences in the availability of controls in other platforms in the former (e.g. BlackBerry, 
Symbian), or latter (e.g. Mac-OS) device type. However, since the evaluation includes 
the most popular devices, we regard that security findings are adequately representa-
tive in the two platforms. Another limitation is that security controls may be added to 
browsers - especially to smartphone browsers - when they update. However, updates 
for smartphone browsers are less frequent, semi-automatic, suffer from delays (from 
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the app market or device vendor), and an update may also be unavailable if the device 
is not supported anymore. Also, the comparative evaluation of protection against web 
threats that was conducted is quantitative and not qualitative. In future work we plan 
to measure and compare the performance and efficiency of security controls. 
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Appendix 

Hidden Menus. The navigation to hidden menus are given in Table A.1. 

Table 9. Hidden functionality in browsers 

Browser Element Element location 

Safari developers tools 
hidden menu item configurable from the advanced menu 
settings. 

Safari alter user-agent develop (must be enabled see above) -> user agent-> other 
Android  (v. ICS, JB) private browsing tabs icons-> menu device key -> new incognito tab 
Firefox all, Chrome all private menu about: about 

ABrowser private menu about:debug 
Chrome block referrer Execute Chrome with the parameter “-no-referrers” 
Chrome User agent Menu->Developer Tools->Settings-Overrides 

Internet Explorer User agent Menu-Developer Tools->Tools-Change user agent string 

 
Navigation to Proxy. Starting from the browser’s configuration interface, i.e. brows-
er’s menu (e.g. Chrome Mobile), device menu (e.g. iPhone Safari), the navigation 
clearly violates the three-click rule. 

Table 10. Navigation to proxy configuration widget 

Browser Path 

Safari Mobile 
tap back (settings) -> scroll up -> wifi -> connected wifi network (hit blue icon) -> scroll 
down -> http proxy manual -> setting server & port 

Android Gin-
gerbread 

home button-> options button from device ->settings->wireless and networks->wi-fi 
settings->options button from device ->advanced->wi-fi proxy->fill in proxy details 

Android ICS/ 
JB 

home button-> device’s options button -> settings-> wifi->on->hold network id* ->  
modify network-> scroll down-> check show advanced options-> scroll down-> proxy 
setting -> manual -> scroll down-> fill in proxy details -> tap save 
*unless the user holds the network id for a few seconds the hidden menu will not appear 

Windows Phone 
7.5 

Settings (General) -> Scroll down to Wi-Fi Option -> Toggle Wi-Fi networking -> tap  
the desired WiFi Network from the list -> toggle Proxy option -> specify any additional 
proxy options needed 
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Abstract. Interpolation has been successfully applied in formal meth-
ods for model checking and test-case generation for sequential programs.
Security protocols, however, exhibit such idiosyncrasies that make them
unsuitable to the direct application of such methods. In this paper, we
address this problem and present an interpolation-based method for se-
curity protocol verification. Our method starts from a formal protocol
specification and combines Craig interpolation, symbolic execution and
the standard Dolev-Yao intruder model to search for possible attacks on
the protocol. Interpolants are generated as a response to search failure
in order to prune possible useless traces and speed up the exploration.
We illustrate our method by means of a concrete example and discuss
the results obtained by using a prototype implementation.

Keywords: Security protocols, Symbolic execution, Craig’s interpola-
tion, Formal methods, Verification.

1 Introduction

Context and Motivation. Devising security protocols that indeed guarantee
the security properties that they have been conceived for is an inherently difficult
problem and experience has shown that the development of such protocols is a
highly error-prone activity. A number of tools have thus been developed for the
analysis of security protocols at design time: starting from a formal specification
of a protocol and of a property it should achieve, these tools typically carry out
model checking or automated reasoning to either falsify the protocol (i.e., find an
attack with respect to that property) or, when possible, verify it (i.e., prove that
it does indeed guarantee that property, perhaps under some assumptions such
as a bounded number of interleaved protocol sessions [17]). While verification
is, of course, the optimal result, falsification is also extremely useful as one can
often employ the discovered attack trace to directly carry out an attack on the
protocol implementation (e.g., [3]) or exploit the trace to devise a suite of test
cases so as to be able to analyze the implementation at run-time (e.g., [4, 6]).

Such an endeavor has already been undertaken in the programming languages
community, where, for instance, interpolation has been successfully applied in
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formal methods for model checking and test-case generation for sequential pro-
grams, e.g., [12,13], with the aim of reducing the dimensions of the search space.
Since a state space explosion often occurs in security protocol verification, we ex-
pect interpolation to be useful also in this context. Security protocols, however,
exhibit such idiosyncrasies that make them unsuitable to the direct application
of the standard interpolation-based methods, most notably, the fact that, in the
presence of a Dolev-Yao intruder [8], a security protocol is not a sequential pro-
gram (since the intruder, who is in complete control of the network, can freely
interleave his actions with the normal protocol execution).

Contributions. In this paper, we address this problem and present an interpo-
lation-based method for security protocol verification. Our method starts from
the formal specification of a protocol and of a security property and combines
Craig interpolation [7], symbolic execution [10] and the standard Dolev-Yao in-
truder model [8] to search for goals (representing attacks on the protocol). Inter-
polation is used to prune possible useless traces and speed up the exploration.

More specifically, our method proceeds as follows: starting (Sect. 3.1) from a
specification of the input system, including protocol, property to be checked and
a finite number of session instances (possibly generated automatically by using a
preprocessor), it first creates a corresponding sequential non-deterministic pro-
gram, in the form of a control flow graph (Sect. 3.2), according to a procedure
that we have devised, and then defines a set of goals and searches for them by
symbolically executing the program (Sect. 3.3). When a goal is reached, an at-
tack trace is extracted from the constraints that the execution of the path has
produced; such constraints represent conditions over parameters that allow one
to reconstruct the attack trace found. When the search fails to reach a goal, a
backtrack phase starts, during which the nodes of the graph are annotated (ac-
cording to an adaptation of the algorithm defined in [13] for sequential programs)
with formulas obtained by using Craig interpolation. Such formulas express con-
ditions over the program variables, which, when implied from the program state
of a given execution, ensure that no goal will be reached by going forward and
thus that we can discard the current branch. The output of the method is a
proof of (bounded) correctness in the case when no goal location can be reached
starting from a finite-state specification; otherwise one or more attack traces are
produced. We illustrate our method by means of a concrete example.

In Sect. 4, we briefly report on some experiments performed by using a proto-
type implementation. We summarize other characteristics of our method in the
concluding remarks (Sect. 5), where we also discuss future work.

2 Background

Security protocols describe how agents exchange messages, built using crypto-
graphic primitives, in order to obtain security guarantees. The algebra of messages
tells us how messages are constructed. Following [5], we consider a countable sig-
nature Σ and a countable set Var of variable symbols disjoint from Σ, and then
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write Σn for the symbols of Σ with arity n; thus Σ0 is the set of constants, which
we assume to have distinct subsets that we refer to as agent names (or simply
just agents), public keys, private keys and nonces (we omit symmetric keys from
our treatment since we do not use them in our running example, but of course
our method can fully support them). The variables are, however, untyped (un-
less denoted otherwise) and can be instantiated with arbitrary types, yielding an
untyped model. We will use upper-case letters to denote variables (e.g., A,B, . . .
to denote agents, N for nonces, etc.) and lower-case letters to denote the corre-
sponding constants (concrete agents names, concrete nonces, etc.) All these may
be possibly annotated with subscripts and superscripts.

The symbols of Σ with arity greater than zero are partitioned into the set Σp

of (public) operations and the set Σm of mappings. The public operations repre-
sent all those operations that every agent (including the intruder) can perform on
messages they know. In this paper, we consider the following operations: {M1}M2

represents the asymmetric encryption of M1 with public key M2; {M1}inv(M2)

represents the asymmetric encryption of M1 with private key inv (M2) (the map-
ping inv(·) is discussed below); [M1,M2] represents the concatenation of M1 and
M2. For simplicity, we will often simply write M1,M2 instead of [M1,M2].

In contrast to the public operations, the mappings of Σm do not correspond
to operations that agents can perform on messages, but are rather mappings
between constants. In this paper, we use the following ones: (i) inv(M) gives the
private key that corresponds to public key M ; (ii) for long-term key infrastruc-
tures, we assume that every agent A has a public key pk (A) and corresponding
private key inv(pk (A)); thus pk(· · · ) is a mapping from agents to public keys.

Since we will below also deal with terms that contain variables, let us call
atomic all terms that are built from constants in Σ0, variables in Var , and the
mappings of Σm. The set TΣ(Var) of all terms is the closure of the atomic terms
under the operations of Σp. A ground term is a term without variables, where
we denote the set of ground terms with TΣ . It is standard in formal verification
of security protocols to interpret terms in the free algebra, i.e., every term is
interpreted by itself and thus two terms are equal iff they are syntactically equal.

Our approach is independent of the actual strength of the intruder; here we
consider the Dolev and Yao [8] model of an active intruder, denoted i, who con-
trols the network but cannot break cryptography. In particular, i can intercept
messages and analyze them if he knows the proper keys for decryption, and he
can generate messages from his knowledge and send them under any agent name.

3 A Security Protocol Interpolation Method

The method we propose takes as input a protocol specification, together with a
finite scenario of the protocol and one or more properties to be verified in that
scenario. In the following, we give a recipe for producing a sequential program
for the protocol scenario that we are considering, in the form of a control flow
graph. The graph is enriched with locations required for handling the goals; in
particular, for each property to be verified, a goal location is defined, and the



102 M. Rocchetto et al.

A → B : {NA, A}pk(B) A → B : {NA, A}pk(B) A → i : {NA, A}pk(i)

B → A : {NA, NB, B}pk(A) B → A : {NA, NB}pk(A) i(A) → B : {NA, A}pk(B)

A → B : {NB}pk(B) A → B : {NB}pk(B) B → i(A) : {NA, NB}pk(A)

i → A : {NA, NB}pk(A)

A → i : {NB}pk(i)

i(A) → B : {NB}pk(B)

Fig. 1. NSL message exchange (left), NSPK message exchange (middle) and Man-in-
the-middle attack on NSPK (right)

verification task consists in checking whether any execution of the protocol can
reach one or more of such locations. The exploration is performed by using the
algorithm of [13], which proceeds by executing symbolically the program and
exploits Craig interpolation in order to prune the search over the graph. In the
case when a goal location is reached, an attack trace is extracted.

3.1 Input

Given a protocol P involving a set R of roles (Alice, Bob, . . ., a.k.a. entities), a
session (instance) of P is a function si assigning an agent (honest agent or the
intruder i) to each element of R. A scenario of a protocol P is a finite number
of session instances of P . The input of our method is then: (1) a specification
of a protocol P , (2) a scenario S of P , (3) a set of goals (i.e., properties to be
verified) in S. For what concerns the definition of a scenario, we remark that
when a role is assigned the agent i, it is intended to be played by the intruder,
either under his real name i or pretending to be some other agent.

Example 1. As a running example, we will use NSL (Fig. 1, left), the Needham-
Schroeder Public Key (NSPK) protocol with Lowe’s fix [11], which aims at mu-
tual authentication between A and B. The presence of B in the second message
prevents the man-in-the-middle attack that NSPK suffers from (see Fig. 1, right,
where i(A) denotes that the intruder is impersonating the honest agent A).

As a formal specification language, we will use a subset of ASLan++ [1, 18].
In the following extract of the specifications for NSL, the two roles are Alice,
who is the initiator of the protocol, and Bob, the responder.

1 entity Alice(Actor , B: agent) {
2 symbols
3 Na, Nb: text;
4 body{
5 Na := fresh();
6 Actor -> B: {Na,Actor}_pk(B);
7 B -> Actor: {Na ,?Nb,B}_pk(Actor);
8 Actor -> B: {Nb}_pk(B);
9 }

10 }

11 entity Bob(A, Actor: agent) {
12 symbols
13 Na, Nb: text;
14 body{
15 ? -> Actor: {?Na ,?A}_pk(Actor);
16 Nb := fresh();
17 Actor -> A: {Na,Nb,Actor}_pk(A);
18 A -> Actor: {Nb}_pk(Actor);
19 }
20 }

The elements between parentheses in line 1 declare which variables are used
to denote the agents playing the different roles along the specification of the role
Alice: Actor refers to the agent playing the role of Alice itself, while B is the
variable referring to the agent who plays the role of Bob. Similarly, the section
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Alice1.Actor → Alice1.B : {Alice1.Na,Alice1.Actor}pk(Alice1.B) a → i : {c1, a}pk(i)

? → Bob2.Actor : {Bob2.Na,Bob2.A}pk(Bob2.Actor) i(a) → b : {c1, a}pk(b)

Bob2.Actor → Bob2.A : {Bob2.Na,Bob2.Nb}pk(Bob2 .A) b → i(a) : {c1, c2}pk(i(a))

Alice1.B → Alice1.Actor : {Alice1.Na,Alice1.Nb}pk(Alice1.Actor) i → a : {c1, c2}pk(a)

Alice1.Actor → Alice1.B : {Alice1.Nb}pk(Alice1.B) a → i : {c2}pk(i)

Bob2.A → Bob2.Actor : {Bob2.Nb}pk(Bob2 .Actor) i(a) → b : {c2}pk(b)

Fig. 2. Symbolic attack trace of man-in-the-middle-attack on NSPK (left) and instan-
tiated attack trace (right) obtained with our method

symbols declares that Na and Nb are variables of type text. The section body

specifies the behavior of the role. First, the operation fresh() assigns to the
nonce Na a value that is different from the value assigned to any other nonce.
Then Alice sends the nonce, together with her name, to the agent B, encrypted
with B’s public key. In line 7, Alice receives her nonce back together with a
further variable (expected to represent B’s nonce along a regular session of the
protocol) and the name of B, all encrypted with her own public key. The “?” in
?Nb is used to represent an assignment of the value received to the variable Nb.
As a last step, Alice sends to B the nonce Nb encrypted with B’s public key.

The variable declarations and the behavior of Bob are specified by lines 12-
21. We omit a full description of the code and only remark that the “?” in the
beginning of line 16 denotes the fact that the sender of such a message can be
any agent, though no assignment is made for ? in that case. �

3.2 From a Protocol Specification to a Sequential Program

The algorithm of [13] is designed for sequential programs. In order to apply it to
security protocols, we define a translation from the specification of a protocol P
for a given scenario into a corresponding sequential non-deterministic program.
Such a program will be encoded in a pseudo-language admitting the standard
constructs for assignments and conditional statements, as well as a type Message.

3.2.1 Translating a Session Specification into a Sequential Program
We now describe how to obtain a program for a single session instance si ; we
will then consider more session instances in Sect. 3.2.3. First of all, note that the
exchange of messages in a session follows a given flow of execution that can be
used to determine an order between the instructions contained in the different
roles. Such a sequence of instructions will constitute the skeleton of our program.
However, we will omit from the sequence those instructions contained in a role
that is played by the agent i, whose behavior will be treated differently.

We use as program variables the same names used in the specification.
However, in order to distinguish between variables with the same name occur-
ring in the specification of different roles, program variables have the form E.V

where E denotes the role and V the variable name in the specification. An ad-
ditional variable IK, of a type MessageSet, is used in the program to represent
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the intruder knowledge. Similarly, constants of the specification become program
constants.

Whenever a session is played only by honest agents, the execution of the
corresponding sequential program is univocally determined. The behavior of the
intruder introduces a form of non-determinism, which we capture by representing
the program, in the case when the intruder plays a role, as a procedure depending
on a number of parameters, denoted by variables Y, possibly subscripted.

3.2.1.1 Initialization of the Variables. A first section of the program initializes
the variables. For each role Alice such that si(Alice) �= i, we have an instruction
Alice.Actor := a, where a is an agent name such that si(Alice) = a. Whenever
Alice is an initiator, for each responder Bob with B being the variable referring
to the role Bob between the agent variables of Alice: if si(Bob) �= i, then we have
the assignment Alice.B := b, where b is such that si(Bob) = b, else we have
Alice.B := Y, for Y an input variable not introduced elsewhere in the program.

Finally, we need to initialize the intruder knowledge. A typical IK initialization
has the form: IK := {a_1,...,a_n,i,pk(a_1),...,pk(a_n),pk(i),inv(pk(

i))}. That is, i knows the agents a_j involved in the scenario and their public
keys pk(a_j), as well as his own public and private keys pk(i) and inv(pk(i)).
Specific protocols might require a specific initial IK or the initialization of further
variables, depending on the context, such as symmetric keys. In our programs,
we also allow a construct of the form IK |- M to denote that the intruder is able
to construct the message M from its current intruder knowledge IK (i.e., derive
it using its inference rules for generating and analyzing messages).

3.2.1.2 Sending and Receipt of a Message. The sending of a message Actor

-> B: M defined in a role Alice is translated into the instruction IK := IK + M,
where the symbol + denotes the addition of the message M to IK.

In order to define the receipt of a message R -> Actor: M in a role Alice
from some Bob we distinguish two cases. If the message is sent by the intruder,
i.e., si(Bob) = i, then the instruction is translated into the following code:

1 If (IK |- Alice.M)
2 then Alice.Q_1 := Y_1; ... ; Alice.Q_n := Y_n;
3 else end

where Q_1, ..., Q_n are the variables occurring preceded by ? in R -> Actor

: M and Y_1, ..., Y_n are distinct input variables not introduced elsewhere.
If si(Bob) �= i, then the receipt R -> Actor: M corresponds to, and within the

flow of execution is immediately preceded by, a sending Actor -> R’: M’ in the
specification of Bob, which matches R -> Actor: M. In this case, we translate
the instruction into: Alice.Q_1 := q_1; ...; Alice.Q_n := q_n where Q_1,
..., Q_n are all the variables occurring preceded by ? in R -> Actor: M and
q_1, ..., q_n the expressions matching with Q_1, ..., Q_n, respectively, in
Actor -> R’: M’. For instance, the receipt ? -> Actor:{?Na,?A}_pk(Actor)

at line 15 in the specification of Bob in Example 1 corresponds to the sending
Actor -> B: {Na,Actor}_pk(B) at line 6 in the specification of Alice. We can
translate such a receipt into: Bob.Na := Alice.Na; Bob.A := Alice.Actor.
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3.2.1.3 Generation of Fresh Values. An instruction of the form N := fresh

() in Alice, which assigns a fresh value to a nonce, can be translated into the
instruction Alice.N := c_1, where c_1 is a constant not introduced elsewhere.

Example 2. Fig. 3 shows the programs obtained for the two session instances of
the NSL scenario we are interested in: in session 1, Alice and Bob are played by
a and i respectively; in session 2, they are played by i and b, respectively. �

3.2.2 Introducing Goal Locations. The next step consists in decorating
the program with a goal location for each security property to be verified. As it
is common when performing symbolic execution [10], we express such properties
as correctness assertions, typically placed at the end of a program. Once we have
represented a protocol session as a program, and defined the properties we are
interested in as correctness assertions in such a program, the problem of verifying
security properties over (a session of) the protocol is reduced to verifying the
correctness of the program with respect to those assertions.

We consider here three common security properties (authentication, confi-
dentiality and integrity) and show how to represent them inside the program in
terms of assertions. They are expressed by means of the statement prove, which
in symbolic execution is commonly used to represent an output assertion required
to evaluate to true in order to have the correctness of the program. Semantically,
the instruction prove(expr) is equivalent to if (not(expr))then error.

3.2.2.1 Authentication. Assume we want to verify that Alice authenticates Bob
with respect to a message M in the specification of the protocol, in a given session
instance si . We can restrict our attention to the case when si(Bob) = i, since if
Bob is played by an honest agent, then the authentication property is trivially
satisfied. The problem thus reduces to verifying whether the agent i is playing
under his real name (in which case authentication is again trivially satisfied) or
whether i is pretending to be someone else, i.e., whether the agent playing Alice
believes she is speaking to someone who is not i. Hence, we can simply add the
assertion prove(Alice.B = i), where B is the agent variable referring to the
role Bob inside Alice, immediately after the receipt of the message M.

Example 3. In NSL, we are interested in verifying a property of authentication
in the session that assigns i to Alice and b to Bob: we want Bob to authenticate
Alice with respect to the nonce Bob.Nb in the receipt of line 2.14 (Fig. 3).
Since the statement corresponding to such a receipt is the last instruction of the
program, we can just add the instruction prove (Bob.A = i) at the end. �

3.2.2.2 Confidentiality. Assume that we want to verify that the message cor-
responding to a variable M, in the specification of a role Alice of the protocol, is
confidential between a given set of roles R in a session si . As we did for authen-
tication, since we are in an instantiated scenario, we ignore the case when the
session is played only by honest agents, in which case confidentiality is preserved.
In general, we can restrict to checking whether the agent i got to know the con-
fidential message M even though i is not included in R. Inside the program, this



106 M. Rocchetto et al.

corresponds to checking whether the message Alice.M can be derived from the
intruder knowledge and whether any honest agent playing a role in R believes
that at least one of the other roles in R is indeed played by i, which we can read
as having indeed i ∈ R. This corresponds to the following assertion, to be added
at the end of the program:

1 prove ((not(IK |- Alice.M) or
2 (Alice_1 .B^1_1 = i) or ... (Alice_1 .B^1_m = i) or ...
3 (Alice_n .B^n_1 = i) or ... (Alice_n .B^n_m = i))

where Alicej, for 1 ≤ j ≤ n, is a role such that Alicej ∈ R and si(Alicej) �= i,
{Bob1, . . . , Bobm} ⊆ R is the subset of those roles in R that are instantiated
with i by si and B^j_l, for 1 ≤ j ≤ n and 1 ≤ l ≤ m, is the variable referring to
the role Bobl in the specification of the role Alicej.

Example 4. For NSL, assume that we want to verify the confidentiality of the
variable Nb (contained in the specification of Bob) between the roles in the set
{Alice, Bob}. We can express this goal by appending at the end of the program
the assertion prove ((not(IK |- Bob.Nb))or (Bob.A = i)). �

3.2.2.3 Integrity. In this case, we assume that two variables (possibly of two
different roles) are specified in input as the variables containing the value whose
integrity needs to be checked. The check will consist in verifying whether the two
variables, at a given point of the session execution, also given in input, evaluate
to the same. Let M in the role Alice and M’ in the role Bob be the two variables;
then the corresponding correctness assertion will be prove(Alice.M = Bob.M’).

3.2.3 Combining More Sessions. Now we need to define a program that
properly “combines” the programs related to all the sessions in the scenario.
The idea is that such a program allows for executing, in the proper order, all the
instructions of all the sessions in the scenario; the way in which instructions of
different sessions are interleaved will be determined by the value of further input
variables, denoted by X, which can be seen as choices of the intruder with respect
to the flow of the execution. Namely, we start to execute each session sequentially
and we get blocked when we encounter the receipt of a message sent by a role
that is played by the intruder. When all the sessions are blocked on instructions
of that form, the intruder chooses which session has to be reactivated.

In the following, we will see a sequential program as a graph (which can
be simply obtained by representing its control flow) on which the algorithm of
Sect. 3.3 will be executed. We adapt from [13] some notions concerning programs
and program runs. A program graph is a finite, rooted, labeled graph (Λ, l0, Δ)
where Λ is a finite set of program locations, l0 is the initial location and Δ ⊆
Λ × A × Λ is a set of transitions labeled by actions from a set A, consisting in
the instructions of the program. A program path of length k is a sequence of the
form l0, a0, l1, a1, . . . , lk, where each step (lj , aj , lj+1) ∈ Δ for 0 ≤ j < k − 1.
The set D of data states is the set of all the maps V → D from the set V of
program variables to the set D of possible data values, i.e., integers (for variables
of the form Xi), ground messages (for variables denoting messages) or sets of
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ground messages (for the special variable IK ). The semantics Sem(a) of an
action a ∈ A is a subset of D×D. We assume an initial data state d0. A program
run of length k is a pair (π, σ), where π is a program path l0, a0, l1, a1, . . . , lk
and σ = d0, . . . , dk is a sequence of data states such that (dj , dj+1) ∈ Sem(aj)
for 0 ≤ j < k. A state is a pair (l, d) such that l ∈ Λ and d ∈ D.

We have seen in Sects. 3.2.1 and 3.2.2 how to generate the program, and thus
the corresponding control flow graph of a single session. The program graph cor-
responding to a whole scenario can be obtained by composing the graphs of the
single sessions. Given a program graph, an intruder location is a location of the
graph corresponding to the receipt of a message sent from a role played by i. A
block B of a program graph G′ is a subgraph of G′ such that its initial location
is either the initial location of G′ or an intruder location. The exit locations of
a block B are the locations of B with no outgoing edges. Intuitively, we proceed
by decomposing a session program graph Gi into a sequence of blocks starting
at each intruder location. The idea is that each such a block will occur as a sub-
graph in the general scenario graph G (possibly with more than one occurrence).
Namely, each path of the resulting graph will contain all the blocks of the sce-
nario just once, and the set of all paths will cover all the possible sequences that
respect the order of the single sessions. For instance, given the block structures
(B1

1,B1
2) and (B2

1), the resulting graph will contain a path corresponding to the
execution of B1

1,B1
2,B2

1 in this order, as well as a path for B1
1,B2

1,B1
2, as well

as a path for B2
1 ,B1

1,B1
2. A simple algorithm for automatically performing this

composition has been devised; we omit it due to lack of space.

Example 5. Fig. 3 shows the program graph for the scenario consisting of the
session instances si1 and si2 such that si1(Alice) = a, si1(Bob) = i = si2(Alice)
and si2(Bob) = b for NSL. Note that the set of instructions concerning a block
are grouped into a single edge (and the corresponding lines of code in the pro-
grams of Example 2 are used to label the edge in the figure). For clarity, the
initialization section and the goal assertions are reported on separate edges,
though they belong to a larger block. Note also that, for clarity, variable names
are subscripted with the number of the session where they occur, e.g., a variable
Alice.B occurring in the program of si2 is renamed as Alice_2.B. �

3.3 Algorithm for Symbolic Execution and Annotation

In this section, we recall the IntraLA algorithm of [13] and describe how we
can calculate interpolants in our case. The algorithm executes symbolically a
program graph searching for goal locations, which represent attacks. In the case
when we fail to reach a goal, an annotation (i.e., a formula expressing a condition
under which no goal can be reached) is produced by using Craig interpolation.
Through a backtrack phase, such an annotation is propagated to the other nodes
of the graph and can be used to block a later phase of symbolic execution along
an uninteresting run, i.e., a run for which the information contained in the
annotation allows one to foresee that it will not reach a goal.
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1.1 Alice.Actor := a;
1.2 Alice.B := Y_1;
1.3 IK := {a,b,i,pk(a),pk(b),pk(i),inv(pk(i))};
1.4

1.5 Alice.Na := c_1;
1.6 IK := IK + {Alice.Na,Alice.Actor}_pk(Alice.B

);
1.7

1.8 if (IK |- {Alice.Na ,?Alice.Nb ,Alice.B}_pk(
Alice.Actor))

1.9 then
1.10 Alice.Nb = Y_2;
1.11 else
1.12 end
1.13

1.14 IK := IK + {Alice.Nb}_pk(Alice.B);

2.1 Bob.Actor := b;
2.2 IK := {a,b,i,pk(a),pk(b),pk(i),inv(pk(i))};
2.3

2.4 if (IK |- {?Bob.Na ,?Bob.A}_pk(Bob.Actor))
2.5 then
2.6 Bob.Na = Y_1;
2.7 Bob.A = Y_2;
2.8 else
2.9 end

2.10

2.11 Bob.Nb := c_1;
2.12 IK := IK + {Bob.Na ,Bob.Nb,Bob.Actor}_pk(Bob.

A);
2.13

2.14 if (IK |- {Bob.Nb}_pk(Bob.Actor))
2.15 then
2.16 do nothing
2.17 else
2.18 end
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Fig. 3. NSL example: program for session si1 (top-left), program for session si2
(bottom-left), control flow graph for the whole scenario (right)

We will use a two-sorted first-order language with equality. The first sort is
based on the algebra of messages, over which we allow a set of unary predicates
DYj

IK for 1 ≤ j ≤ n with a fixed n ∈ N, whose meaning will be clarified below.
The second sort is based on a signature containing variables (denoted in our
examples by Xi) and uninterpreted constants (for which we use integers), and
allows no functions and no predicates other than equality. We assume fixed the
sets of constants and denote by L(V) the set of well-formed formulas of such a
two-sorted first-order language defined over a (also two-sorted) set V of variables,
to be instantiated with the variables and parameters of our programs.

First, we introduce some notions concerning symbolic execution. Let V be
the set of program variables (for which, in the following, we will use standard
math fonts). A symbolic data state is a triple (P,C,E), where P is a (two-
sorted) set of parameters, i.e., variables not in V , C ∈ L(P ) is a constraint over
the parameters, and the environment E is a map from the program variables
V to terms of the corresponding sort defined over P , with the only exception
of the variable IK , which is mapped instead to a set of message terms. We
denote by S the set of symbolic data states. Given its definition, a symbolic
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data state s can be characterized by the predicate χ(s) = C ∧ (
∧

v∈V \{IK}(v =

E(v))) ∧ (
∧

M∈E(IK )DY
0
IK (M)). Note that the variable IK is treated in a par-

ticular way, i.e., we translate the fact that E(IK ) = M for some set M of
parametric messages into a formula expressing that a predicate DY0

IK holds for
the messages in M. A symbolic data state s can be associated to the set γ(s)
of data states produced by the map E for some valuation of the parameters
satisfying the constraint C. We assume a defined initial symbolic data state
γ(s0) = {d0}. A symbolic state is a pair (l, s) ∈ Λ × S. A symbolic interpreter
SI is a total map from the set A of actions to S×S such that for each symbolic
data state s and action a, ∪γ(SI(a)(s)) = Sem(a)(γ(s)). Intuitively, SI takes a
symbolic data state s and an action a and returns a non-empty set of symbolic
data states, which represent the set of states obtained by executing a on s.

The algorithm state is a triple (Q,A,G) where Q is the set of queries, A is a
(program) annotation and G ⊆ Λ is the set of goal locations that have not been
reached. A query is a symbolic state. During the execution of the algorithm,
the set of queries is used to keep track of which symbolic states still need to be
considered, i.e., of those symbolic states whose location has at least one outgoing
edge that has not been symbolically executed, and the annotation is a decoration
of the graph used to prune the search. Formally, a program annotation is a set
of pairs in (Λ ∪ Δ) × L(V ). We will write these pairs in the form l : φ or
e : φ, where l is a location, e is an edge and φ is a formula called the label.
When we have more than one label on a given location, we can read them as
a disjunction of conditions: we define A(l) =

∨
{φ | l : φ ∈ A}. For an edge

e = (ln, a, ln+1) the label e : φ is justified in A if starting from the precondition
formula φ and by executing the action a, the postcondition produced is A(ln+1),
i.e., when it implies the annotation of ln+1 after executing a. In that case, we
write J (e : φ,A). Let Out(l) be the set of outgoing edges from a location l; the
label l : φ is justified in A when, for all edges e ∈ Out(l), there exists e : ψ ∈ A
such that ψ is a logical consequence of φ. An annotation is justified when all
its elements are justified. A justified annotation is inductive and if it is initially
true, then it is an inductive invariant. The algorithm maintains the invariant
that A is always justified. A query q = (l, s) is blocked by a formula φ when
s |= φ and we then write Bloc(q, A(φ)). With respect to q, the edge e is blocked
when Bloc(q, A(e)) and the location l is blocked when Bloc(q, A(l)).

The rules of the algorithm IntraLA are given in Fig. 4. First, we initialize
the algorithm state to ({(l0, s0)}, ∅, G0), i.e. the algorithm starts from the initial
location, the initial symbolic data state, an empty annotation and a set G0 of
goals to search for, which is given as input.

The Decide rule is used to perform symbolic execution. By symbolically exe-
cuting one program action, it generates a new query from an existing one. It may
choose any edge that is not blocked and any symbolic successor state generated
by the action a. If the generated query is itself not blocked, it is added to the
query set. In the rule, SI is a symbolic interpreter, ln and sn are the currently
considered location and symbolic data state, respectively, and ln+1 and sn+1 the
location and symbolic data state obtained after executing a. The side conditions
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Q,A,G

Q + (ln+1, sn+1), A,G
Decide

q = (ln, sn) ∈ Q

e = (ln, a, ln+1) ∈ Δ

¬Bloc(q, A(e))

sn+1 ∈ SI(a)(sn)

¬Bloc((ln+1, sn+1), A(ln+1))

Q,A,G

Q,A + e : φ,G
Learn

q = (ln, sn) ∈ Q

e = (ln, a, ln+1) ∈ Δ

Bloc(q, φ)

J (e : φ,A)

Q,A,G

Q − q, A + ln : φ,G − ln
Conjoin

q = (ln, s) ∈ Q

¬Bloc(q, A(ln))

( ∀e ∈ Out(ln).

e : φe ∈ A ∧ Bloc(q, φe) )

φ =
∧

{φe | e ∈ Out(ln)}

Fig. 4. Rules of the algorithm IntraLA with corresponding side conditions

of the Decide rule are that moving from sn to sn+1, the first needs to be into the
query set and the branch between the two nodes must exist and not be blocked.

During the backtrack phase, two rules are used: Learn generates annotations
and Conjoin merges annotations coming from different branches. If some outgo-
ing edge e = (ln, a, ln+1) is not blocked, but every possible symbolic step along
that edge leads to a blocked state, then the rule infers a new label φ that blocks
the edge, where the formula φ can be any formula φ that both blocks the current
query and is justified. In the following, we will explain how it can be obtained by
exploiting the Craig interpolation lemma [7], which states that given two first-
order formulas α and β such that α ∧ β is inconsistent, there exists a formula γ
(their interpolant) such that α implies γ, γ implies ¬β and γ ∈ L(α) ∩ L(β).

Let μ be a term, a formula, or a set of terms or of formulas. We write μ′ for
the result of adding one prime to all the non-logical symbols in μ. Intuitively,
the prime is used to refer to the value of a same variable in a later step and it is
used in transition formulas, i.e., formulas in L(V ∪V ′). Since the semantics of an
action Sem(a) expresses how we move from a data state to another, we can easily
associate to Sem(a) a transition formula. With a slight abuse of notation, in the
following, we will use Sem(a) to denote the corresponding transition formula.

In our context, the most interesting case is when the action a is represented
by a conditional statement, with a condition of the form IK �M for some mes-
sage M . The intuitive meaning of the statement IK � M is that the message
M can be derived from a set of messages denoted by IK by using the standard
Dolev Yao intruder inference power. In our treatment, we fix a value n as the
maximum number of inference steps that the intruder can execute in order to
derive M . We observe that this is not a serious limitation of our method since
several results (e.g., [17]) show that, when the number of sessions is finite, as
in our case, it is possible to set an upper bound on the number of inference
steps needed. Such a value can be established a-priori by observing the set of
messages exchanged in the protocol scenario; we assume such an n to be fixed
for the whole scenario. We use formulas of the form DYj

IK (M), for 0 ≤ j ≤ n,
with the intended meaning that M can be derived in j steps of inference by
the intruder. In particular, the predicate DY0

IK is used to represent the initial
knowledge IK , before any inference step is performed. Under the assumption on



Using Interpolation for the Verification of Security Protocols 111

the n mentioned above, the statement IK �M can be expressed as the formula
DYn

IK (M). The formula

ϕj = ∀M. (DYj+1
IK (M)↔(DYj

IK (M) ∨ (∃M ′.DYj
IK ([M,M ′])∨DYj

IK ([M ′,M ]))

∨ (∃M1,M2.M=[M1,M2]∧DYj
IK (M1)∧DYj

IK (M2))

∨ (∃M1,M2.M={M1}M2∧DYj
IK (M1)∧DYj

IK (M2)))

∨ (∃M ′.DYj
IK ({M}M′ )∧DYj

IK (inv(M ′))) ∨ (∃M ′.DYj
IK ({M}inv(M′))∧DYj

IK (M ′)) ,

in which ↔ denotes the double implication and each quantification has to be
intended over the sort of messages, expresses (as a disjunction) all the ways in
which a given message can be inferred by the intruder in one step, i.e. by an
operation of analysis or construction, thus moving from a knowledge (denoted
by the predicate) DYj

IK to a knowledge (denoted by the predicate) DYj+1
IK .

A theory TMsg(n) over the sort of messages is obtained by enriching classical
first-order logic with equality with the axioms ϕj , for 1 ≤ j < n, together with
additional axioms formalizing that any two distinct ground terms are not equal.

Now let α = χ(sn) and β = Sem(a)∧¬A(ln+1)
′. We can obtain the formula φ

we are looking for, in the rule Learn, as an interpolant for α and β, possibly by
using an interpolating theorem prover. With regard to this, we observe that, in
the presence of our finite scenario assumption, when mechanizing such a search,
the problem can be simplified by restricting the domain to a finite set of messages.

Finally, the rule Conjoin is applied when all the outgoing edges of the location
in a query q are blocked. The location in q is labeled with the conjunction of the
labels that block the outgoing edges. If the location is a goal, then we remove it
from the set of remaining goals. Finally, the query is discarded from Q.

The algorithm terminates when no rules can be applied. In [13], the correctness
of the algorithm, with respect to the goal search, is proved: the proof given there
applies straightforwardly to the slightly simplified version we have given.

Theorem 1. Let G0 be the set of goal locations provided in input. If the al-
gorithm terminates with the algorithm state (Q,A,G), then all the locations in
G0 \G are reachable and all the locations in G are unreachable.

The output of our method can be of two types. If no goal has been reached,
then we have a proof that no attack can be found, with respect to the security
property of interest, in the finite scenario that we are considering. Otherwise,
for each goal location that has been found, we can generate a test case, in the
form of an attack trace, which can be easily inferred from the information in the
symbolic data state corresponding to the last step of execution. We also note
that, by a trivial modification of the rule Conjoin , we might easily obtain an
algorithm that keeps searching for a goal that has already been reached through
a different path, thus allowing to extract more attack traces for the same goal.

Example 6. Here we show the execution of the algorithm on the NSL graph
of Fig. 3: Fig 5 summarizes the algorithm execution. Note that in the table,
we use statements of the form IK �M in the constraint set as an abbreviation
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N Rule Edge A C E

0 Init - ∅ ∅ ∅
1 Decide (l0, l1) ∅ C0 E0 ⊕ {(Alice1.Actor, a), (Y1.y1), (Alice1.Bob, y1),

(Bob2.Actor, b),
(IK , {a, b, i, pk(a), pk (b), pk (i), inv(pk (i))})}

2 Decide (l1, l2) ∅ C1 E1 ⊕ {(Alice1.Na, c1),
(IK , IK 1 ∪ {c1, a}pk(y1))}

3 Decide (l2, l3) ∅ C2 ∪ {(x1 = 1)} E2 ⊕ {(X1, x1)}
4 Decide (l3, l4) ∅ C3 ∪ {IK 2 � E3 ⊕ {(Alice1.Nb, y2),

{c1, y2, y1}pk(a)} (IK , IK 2 ∪ {y2}pk(y1))}
5 Decide (l4, l5) ∅ C4 ∪ {IK 4 � E4 ⊕ {(Y3, y3), (Bob2.A, y3), (Y4, y4), (Bob2.Na, y4),

{y4, y3}pk(b)} (Bob2.Nb, c2), (IK , IK 4 ∪ {y4, c2, b}pk(y3))
6 Decide (l5, l6) ∅ C5 ∪ {IK 5 � {c2}pk(b)} E5

7 Learn - {(l6, g) : Bob2.A = i} C6 E6

8 Conjoin (l6, g) A7 ∪ {l6 : Bob2.A = i} C7 E7

9 Learn - A8 ∪ {(l5, l6) : Bob2.A = i ∨ CV } C8 E8

10 Conjoin (l5, l6) A9 ∪ {l5 : Bob2.A = i ∨ CV } C9 E9

11 Decide (l2, l7) A10 {(x1 = 2)} E2 ⊕ {(X1, x1)}
12 Decide (l7, l8) A10 C11 ∪ {IK 2 � E2 ⊕ {(Y3, y3), (Bob2.A, y3), (Y4, y4), (Bob2.Na, y4),

{y4, y3}pk(b)} (Bob2.Nb, c2), (IK , IK 2 ∪ {y4, c2, b}pk(y3))}
13 Decide (l8, l9) A10 C12 ∪ {(x2 = 1)} E12 ⊕ {(X2, x2)}
14 (l9, l5) A10 C13 E13

In step 9, CV ∈ L(V ) is a constraint over V s.t. CV entails IK5 � {Bob2.Nb}pk(Bob2.Actor)

Fig. 5. Execution of the algorithm on the control flow graph for NSL

for the set of constraints over the parameters that make the (translation of
the) statement satisfiable. Further, Pi, Ci and Ei denote, respectively, the set of
parameters, the set of constraints and the environment at step i of the execution.

After the initialization, symbolic execution steps are performed from query
(l0, s0) to (l5, s6) by using the rule Decide (steps 1–6). In step 7, we note that any
symbolic execution step through the edge (l6, g), leads to a blocked query. The
algorithm thus creates interpolants and propagates them back to l5 (steps 7−10),
where the symbolic execution restarts, via applications of Decide , until step 14.
Again, any symbolic step on the query (l9, s13) along the edge (l9, l5) leads to
a blocked query, i.e., it generates a symbolic state that entails the annotation
Bob2.A = i∨CV . This is a concrete example of how the annotation method can
improve the search procedure: we can stop following the path of query (l9, s13)
as the annotation ensures we will never reach a goal.

By applying the method to NSPK, instead, we reach the goal with an execu-
tion close to the one seen for NSL. In fact, in the corresponding of step 14, we
have that the inequality Bob2.A �= i does not make the constraint set unsatisfi-
able. To extract an attack trace, first we consider the values of the xj parameters
contained in the last constraint set, i.e., {x1 = 2, x2 = 1}, which express the or-
der in which the two sessions are interleaved, thus obtaining a symbolic attack
trace (Fig. 2, left). We can further instantiate this trace, by using parameter and
constant values of the last symbolic data state, thus obtaining the instantiated
attack trace (Fig. 2, right). In particular, we note that y3 is not constrained to
be equal to i; this allows the intruder to act as pretending to be the honest agent
a in the second session, from which we get the man-in-the-middle-attack. �
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4 Experiments and Results

We have implemented a Java prototype called SPiM (Security Protocol inter-
polation Method) based on Z3 [16] and iZ3 [14] for satisfiability checking and
interpolant generation, respectively. We use a modified version of the algorithm
in [13], where we propagate annotations only if they can be effectively used to
stop the execution of some other path (i.e., during the backtracking we only
annotate locations and edges that can be reached by some path not visited yet).

In order to show that the method concretely speeds up the validation, we have
tested SPiM with and without the interpolation part (consisting of the rules
Learn and Conjoin) on NSL and NSPK. The total execution time on a general
purpose computer ranges from 8s for NSPK to 83s for NSL. While for NSPK
there are no pruned paths and consequently the two versions of the algorithm
perform with the same time, on NSL SPiM is 1.5-3.5% (depending on the quality
of the computer used) faster when using interpolation. This experiment shows
that, even on examples where the annotation method does not prune the search
space considerably (in NSL we only save two steps of symbolic execution), the
time of validation tends to decrease when using interpolant-based annotations.
This is also confirmed by the fact that, as observed during the execution on the
NSL example, the average time needed to calculate and propagate an interpolant
is 9.1-27.3% lower than the average time used to perform a step of symbolic
execution together with the corresponding satisfiability checking.

5 Concluding Remarks

We have presented a method that starts from a formal security protocol specifi-
cation and combines Craig interpolation (to prune useless traces so as to avoid a
quantifier elimination phase that is usually an expensive task, cf. [13]), symbolic
execution and the standard Dolev-Yao intruder model to search for goals, i.e.,
possible attacks on the protocol. In particular, our method adopts (almost ver-
batim) the IntraLA algorithm proposed by McMillan in [13]. Other approaches
have similarly benefited from IntraLA, e.g., it has been integrated in the BLAST
tool [9], but our results are different from theirs in terms of both the application
field and the methodology we have used to perform the analysis. In fact, one
of the main differences between our work and [9, 13], is the way we construct
the control flow graph, in particular to accommodate the fact that security pro-
tocols are not sequential programs when we analyze them in the presence of a
Dolev-Yao intruder. For this, we have taken inspiration from protocol analysis
tools such as the AVANTSSAR Platform [1], from which we have lifted the input
specification language and the formalization of the intruder actions.

Given its prototypical nature, some aspects of our method require further
work. For instance, the full automation of the generation of control flow graphs
and the handling of infinite scenarios will allow us to compare with other security
protocol verification tools [1, 2], with which we also expect useful interaction.

We are currently working at extending the procedure for translating protocols
into sequential programs in order to cover all the constructs of the ASLan++
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language, thus enabling the application of our method to more complex secu-
rity protocols, as well as at giving a formal proof of the correctness of such a
translation. We also aim to extend the method with the possibility of expressing
protocol goals as LTL properties (like in AVANTSSAR) as we would like to use
Craig interpolation not only to prune the search space but also to check which
of the possible reachable states can or can not lead to the intended goal.
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Abstract. Security of outsourced databases is an important problem
of current practical interest. In this paper we address the problem of
authenticated query processing in outsourced databases. We describe
the syntax of a generic scheme for authenticated query processing called
RDAS, and provide security definitions for RDAS in line with concrete
provable security. Then, we propose a new scheme called RDAS1 which
enables a client to ensure both correctness and completeness of the query
results obtained from a server. Our solution involves use of bitmap indices
and message authentication codes in a novel manner. We prove that
RDAS1 is secure relative to our security definition. Finally, we discuss a
concrete improvement over RDAS1 (which we call RDAS2) and provide
performance data for both RDAS1 and RDAS2 on a real data base.

Keywords: Database security, query authentication, bitmap index,
MACs.

1 Introduction

Cloud computing holds the promise of revolutionizing the manner in which en-
terprises manage, distribute, and share information. The data owner (client) can
out-source almost all its information processing tasks to a “cloud”. The cloud
can be seen as a collection of servers (we shall sometimes refer to it as the server)
which caters the data storage, processing and maintenance needs of the client.
Needless to say this new concept of computing has already brought significant
savings in terms of costs for the data owner.

Among others, an important service provided by a cloud is Database as a
Service (DAS). In this service the client delegates the duty of storage and main-
tenance of his/her data to a third party (an un-trusted server). This model has
gained lot of popularity in the recent times. The DAS model allows the client
to perform operations like create, modify and retrieve from databases in a re-
mote location [6]. These operations are performed by the server on behalf of the
client. However, delegating the duty of storage and maintenance of data to a
third party brings in some new security challenges.
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The two main security goals of cryptography are privacy and authentication.
These security issues are relevant to the outsourced data also. The client who
keeps the data with an untrusted server has two main concerns. The first one
being that the data may be sensitive and the client may not want to reveal the
data to the server and the second one is the data whose storage and maintenance
has been delegated to the server would be used by the client. The typical usage
of the data would be that the client should be able to query the database and the
answers to the client’s queries would be provided by the server. It is natural for
the client to be concerned about a malicious server who does not provide correct
answers to the client queries. In this work we are interested in this problem. We
aim to devise a scheme in which the client would be able to verify whether the
server is responding correctly to its queries.

We consider the scenario where a client delegates a relational data base to
an un-trusted server. When the client queries its outsourced data, it expects
in return a set of records (query reply) satisfying the query’s predicates. As
the server is not trusted, so it must be capable of proving the correctness of
its responses. We describe the intricacies of the problem with the help of an
example. Consider the relational database of employees data shown in Table 1.

Table 1. Relation R1 (This relation would serve as a running example)

EmpId Name Gender Level

TRW Tom M L2

MST Mary F L1

JOH John M L2

LCT Lucy F L1

ASY Anne F L1

RZT Rosy F L2

We consider that this relation has been delegated by a client to a server, and
the client poses the following query

SELECT * FROM R1 WHERE Gender = ’M’ OR Level = ’L2’.

The correct response to this query is the set Res consisting of three tuples

Res = {(TRW, Tom, M, L2), (JOH, John, M, L2), (RZT, Rosy, F, L2)}.

In answering the query the server can act maliciously in various ways. In the
context of authentication we are concerned with two properties of the response
namely correctness and completeness, denote two different malicious activities
of the server. We explain these notions with an example below:

1. Incorrect result: The server responds with three tuples, but changes the
tuple (TRW, Tom, M, L2), to (TRW, Tom, F, L2). Moreover, it can be the
case that the server responds with Res∪{(BRW, Bob, M, L2), i.e., it responds
with an extra tuple which is not a part of the original relation.
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2. Incomplete result: The server may not respond with the complete result,
i.e., it can delete some valid results from the response, i.e., instead of res-
ponding with Res it responds with Res− {(TRW, Tom, M, L2)}.

The problem of correctness can be easily handled in the symmetric setting
by adding a message authentication code to each tuple. A secure message au-
thentication code is difficult to forge, and thus this property would not allow
the server to add fake entries in its response. The completeness problem is more
difficult and its solution is achieved through more involved schemes.

The problem of query completeness has been largely addressed by some inter-
esting use of authenticated data structures. The basic idea involved is to store the
information already present in the relation in a different form using some special
data structures. This redundancy along with some special structural properties
of the used data structures help in verifying completeness.

A large part of the literature uses tree based authentication structures like the
Merkeley hash tree [8] or its variants. Some notable works in this direction are
reported in [3, 5, 7–9, 13, 14, 19]. These techniques involve using a special data
structure along with some cryptographic authentication mechanism like hash
functions and/or signatures schemes. The tree based structures yield reasonable
communication and verification costs. But, in general they require huge storage
at server side, moreover the query completeness problem is largely addressed
with respect to range queries and such queries may not be relevant in certain
scenarios, say in case of databases with discrete attributes which do not have
any natural metric relationship among them.

Signature schemes have also been used in a novel manner for solving the pro-
blem. One line of research has focussed on aggregated signatures [10–12, 15, 16].
Signature aggregation helps in reducing the communication cost to some extent
and in some cases can function with constant extra communication overhead. A
related line of research uses chain signatures. If one uses chain signatures as in
[11], the use of specialized data structures may no longer be required.

Our Contributions: Though there have been considerable amount of work
on authenticated query processing on relational data bases, but it has been ac-
knowledged (for example in [20]) that the problem of query authentication largely
remains open. An unified cryptographic treatment of the problem is missing in
the literature. In most existing schemes cryptographic objects have been used in
an ad-hoc manner, and the security guarantees that the existing schemes pro-
vide are not very clear. In this work we initiate a formal cryptographic study
of the problem of query authentication in a distinct direction. We propose a
new scheme which does not use any specialized data structure to address the
completeness problem. Our solution involves usage of bitmap indices for this
purpose. Bitmap indices have gained lot of popularity in the current days for
their use in accelerated query processing [18], and many commercially available
databases like Oracle, IBM DB2, Sybase IQ now implement some form of bitmap
index scheme in addition to the more traditional B-tree based schemes. Thus, it
may be easy to incorporate a bitmap based scheme in a modern database with-
out significant extra cost. To our knowledge, bitmaps have not been used till
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date for a security goal. In addition to bitmap indices we use a secure message
authentication code (MAC) as the only cryptographic object. We show that by
the use of these simple objects one can design a query authentication scheme
which allows verification of both correctness and completeness of query results.

In concrete terms in this paper we describe a generic scheme which we call as
relational database authentication scheme (RDAS) which can provide the func-
tionality of authenticated query processing in static databases. We define the
security goals of RDAS in line with the tradition of concrete provable security.
Then we propose a RDAS called RDAS1. RDAS1 is designed using message au-
thentication codes and bitmap indices in a novel manner. RDAS1 is capable of
authenticated query processing of simple select queries and select queries invol-
ving disjunctions of equality conditions. We point out various directions in which
RDAS1 can be modified to incorporate other types of queries. In particular we
propose a modification called RDAS2 which is capable of authenticating a larger
class of queries. Finally we provide some experimental data on performance of
RDAS1 and RDAS2.

2 Preliminaries and Notations

Relations: By R(A) we would denote a relation over a set of attributes A. If
A = {a1, a2, · · · an}, we shall sometimes write R(a1, a2, · · · , an) instead of R(A).
We will assume that each attribute has a set of permitted values, i.e., the domain
of the attribute. Given an attribute a, Dom(a) would represent its domain. We
are mainly concerned with attributes whose domains are finite, note that for a
static database each attribute always has a finite domain. By cardinality of an
attribute we shall mean the cardinality of the domain of the attribute. We will
denote the cardinality of an attribute a by Card(a) = |Dom(a)|.

A tuple t in a relation is a function that associates with each attribute a value
in its domain. Specifically if A = {a1, a2, · · ·an} and R(A) be a relation then the
jth tuple of relation R(A) would be denoted by tRj and for ai ∈ A by tRj [ai] we

shall denote the value of attribute ai in the jth tuple in R. For B ⊆ A, tRj [B]

will denote the set of values of the attributes in B in the jth tuple. We shall
sometimes omit the subscripts and superscripts from tRj and denote the tuple
by t if the concerned relation is clear from the context and the tuple number is
irrelevant.

Binary Strings: The set of all binary strings would be denoted by {0, 1}∗, and
the set of n bit strings by {0, 1}n. For X1, X2 ∈ {0, 1}∗, by X1||X2 we shall mean
the concatenation of X1 and X2; and |X1| will denote the length of X1 in bits.
By biti(X) we will denote the ith bit of X . We shall always consider that the
domains of all attributes in the relations are subsets of {0, 1}∗, this would allow
us to apply transformations and functions on the values of the tuples without
describing explicit encoding schemes.

Bitmaps: Consider a relation R(a1, . . . , am) with nT many rows. Consider that
for each attribute ai, Dom(ai) = {vi1, vi2, . . . viλi

}, thus Card(ai) = λi for 1 ≤
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i ≤ m. We define the bitmap of an attribute ai corresponding to its value vij in

the relation R as BitMapR(ai, v
i
j) = X , where X is a binary string, such that

|X | = nT and for 1 ≤ k ≤ nT,

bitk(X) =

{
1 if tRk [ai] = vij
0 otherwise.

Consider the relation R1 on the attributes {EmpID, Name, Gender, Level} as
shown in Table 1. Here we have Dom(Gender) = {M, F} and Dom(Level) =
{L1, L2}. Hence we can compute the following bitmaps:

BitMapR1(Gender,F) = 010111 , BitMapR1(Gender,M) = 101000

BitMapR1(Level, L1) = 010110 , BitMapR1(Level, L2) = 101001

Message Authentication Codes: Message authentication codes provide au-
thentication in the symmetric key setting. It is assumed that the sender and the
receiver share a common secret key K. Given a message x, the sender uses K
to generate a footprint of the message. This footprint (commonly called a tag)
is the message authentication code (MAC) for the message x. The sender trans-
mits the pair (x; tag) to the receiver. The receiver uses K to verify that (x, tag)
is a properly generated message-tag pair. Verification is generally performed by
regenerating the tag on the message x and comparing the generated tag with
the one received. We shall call the algorithm for generating the tag as a MAC.
Assuming that the size of the tag is τ bits, we see the tag generation scheme as
a function MAC : K ×M → {0, 1}τ , where K andM are the key and message
spaces respectively. In most cases we shall writeMACK(x) instead ofMAC(K,x).

3 Relational Database Authentication Scheme (RDAS):
Definitions and Basic Notions

A relational database authentication scheme (RDAS) consists of a tuple of algo-
rithms (K,F , Φ, Ψ,V), which are described in details in the following paragraphs.

K is the key generation algorithm and it selects one (or more) keys from
a pre-specified key space and outputs them.

F is called the authentication transform, which takes in a set of rela-
tions R and a set of keys and outputs another set of relations R′ along
with some additional data (Ms,Mc). If the set of keys is K, we shall denote
this operation as (R′,Mc,Ms) ← FK(R). A client who wants to store the
set of relations R in an un-trusted server, transforms R to R′ using the
authentication transform F and a set of keys. The transform F produces
some additional data other than the set of relations R′, the additional data
consists of two distinct parts Ms and Mc. The set of relations R′ along with
Ms are stored in the server and the keys and the data Mc are retained in
the client. The key generation algorithm and the authentication transform
are executed in the client side.
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We call Φ as the query translator, it is a transformation which takes in a
query for the relations in R and converts it into a query for relations in R′.
For ease of discussion we shall refer a query for R to be a R-query and a
query for R′ to be a R′-query. Thus, given a R-query q, Φ(q) would be a R′-
query. Thus by use of the transform Φ, the client would be able to translate
queries meant for R to queries which can be executed on the transformed
relations in R′.

Ψ is the response procedure. To execute a query q onR, the client converts
the query to Φ(q) and sends it to the server. The server executes the function
Ψ , which takes in the query Φ(q) and uses R′ and Ms. The output of Ψ is ρ,
which we call as the response of the server. The server returns it to the client.

The verification procedure is a keyed transform VK which runs in the
client. It takes as input the query q, a response ρ of the server and Mc and
outputs either an answer ans for the query q or outputs a special symbol ⊥
which signifies reject.

3.1 Correctness and Security

If we fix the set of relationsR, then a R-query q when executed in R would have
a fixed answer say ans(R, q). Our goal is to transform R to R′ using a RDAS in
such a way that if the query Φ(q) is sent to the server, then the answer ans should
be recoverable from the server response ρ through the procedure V , if the server
follows the protocol correctly. On the other hand, if the server is malicious, i.e.,
it deviates from the protocol and sends a response ρ′ distinct from the correct
response ρ then the procedure V should reject the response by outputting ⊥. In
other words, if the answer to a R-query is ans, then after running the protocol,
V will either produce ans or ⊥, it would not produce an answer ans′ distinct
from ans.

In the security model, we allow the adversary to choose the primary set of
relations R. Given this choice of R, we compute (R′,Mc,Ms) ← FK(R), for a
randomly selected set of keys K which is unknown to the adversary. We give R′

and Ms to the adversary. The adversary chooses a R-query q and the challenger
provides the adversary with Φ(q), finally the adversary outputs a response ρ,
and we say that the adversary is successful if VK(ρ, q,Mc) /∈ {⊥, ans(R, q)}.
Definition 1. Let SuccA be the event that a specific adversary A is successful
in the sense as described above. We say that a RDAS is (ε, t)-secure if for any
adversary A which runs for time at most t, Pr[SuccA] ≤ ε.

4 RDAS1: A Generic Scheme for Select Queries Involving
Arbitrary Disjunctions

We discuss a basic scheme for a secure RDAS which works only if the queries
made are single attribute select queries or select queries involving disjunctions
of an arbitrary number of equality conditions. We call this scheme as RDAS1.
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We describe the scheme assuming that the set of initial relations R is a sin-
gleton set consisting of a single relation R(B), where B = {b1, b2, . . . , b|B|} is the
set of attributes, and consider A = {a1, . . . , am} ⊆ B to be a set of attributes on
which queries are allowed, we shall call A the set of allowed attributes. It is pos-
sible that B = A. The procedure F converts R into two relations Rα and Rβ , i.e,
R′ = {Rα, Rβ} and Ms is empty and Mc = nT, where nT is the number of tuples
in R. The only cryptographic object used by RDAS1 is a message authentication
code MAC : K×{0, 1}∗ → {0, 1}τ , where K is the key space. In what follows, we
shall describe the procedures involved in RDAS1 considering a generic relation
R(B), where the set of allowed attributes is A ⊆ B. Also we shall throughout
consider the relation R1 in Table 1 as a concrete example, and for simplicity, for
R1 we shall consider the set of allowed attributes to be {Gender, level}.
RDAS1.K: The key space for RDAS1 is the same as the key space of the associated
message authentication code MAC. The key generation algorithm selects a key
K uniformly at random from K.
RDAS1.F : F produces two relations Rα and Rβ by the action of the key. The
relation Rα is defined on the set of attributes B ∪{Nonce, Tag}, i.e., Rα has two
more attributes than in R. If R contains nT many tuples then Rα also contain
the same number of tuples. The procedure for populating the tuples of Rα is
depicted in Figure 1. What this procedure does is compute a MAC for each
row. The relation Rβ contains the attributes {Name, SearchKey, RowNo, Tag1},
irrespective of the attributes in relation R. Where Dom(Name) = {a1, . . . , am},
i.e., the allowed attributes in R. And, Dom(SearchKey) = Dom(a1)∪Dom(a1)∪
· · · ∪Dom(am). Let Ω = ∪mi=1 ({ai} × Dom(ai)), note that the elements of Ω are
ordered pairs of the form (x, y) where x ∈ Dom(Name) and y ∈ Dom(SearchKey),
and |Ω| =

∑m
i=1 Card(ai) = N . Let L be a list of the elements in Ω in an arbitrary

order. If (x, y) be the i-th element in L, then we shall denote x and y by L1i
and L2i respectively, where 1 ≤ i ≤ N . The way the relation Rβ is populated
is also shown in Figure 1. This procedure allows the client to store all possible
pairs L1i ,L2i along with the MAC calculated over this pair concatenated with the
respective bitmap and RowNo. Note that the bitmap is not explicitly stored in
the relation Rβ . The transform F is executed in the client side, and the resulting
relations Rα and Rβ are stored in the server.

For a concrete example, if RDAS1.F has as input the relation R1 (see Table
1) and the set of allowed attributes is {Gender, level}, then it would produce
as output the relations R1α and R1β as shown in Table 2. The relation R1α is
almost the same as that ofR1, except that it has two additional attributes, Nonce
and Tag. The attribute Nonce just contains the row numbers and is thus unique
for each row. The attribute Tag is the message authentication code computed
for a message which is produced by concatenating all the values of the attributes
in that tuple.

The relation R1β contains the attributes {Name, SearchKey, RowNo, Tag1},
where in this case, Dom(Name) = {Gender, Level}, Dom(SearchKey) = {M,F}∪
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Creating Rα

1. for j = 1 to nT
2. for i = 1 to |B|
3. tRα

j [bi] ← tRj [bi];

4. end for

5. tRα
j [Nonce] ← j;

6. H ← tRj [b1]|| . . . ||tRj [bm]||j;
7. tRα

j [Tag] ← MACK(H);

8. end for

Creating Rβ

1. for j = 1 to N

2. t
Rβ
j [Name] ← L1

j ;

3. t
Rβ
j [SearchKey] ← L2

j ;

4. t
Rβ
j [RowNo] ← nT +j;

5. L ← L1
j ||L2

j ||BitMapR(L1
j ,L2

j)||(nT + j);

6. t
Rβ
j [Tag1] ← MACK(L);

7. end for

Fig. 1. Creating Rα and Rβ

{L1, L2}. The tuples in R1β are populated according to the procedure as shown
in Figure 1, and the specific relation R1β is shown in Table 2.
RDAS1.Φ: The transform Φ, transforms a query meant for the original relation
R to a set of queries which are meant to be executed on the relations Rα and
Rβ which are stored in the server side. As mentioned, the allowed queries for
RDAS1 are of the following form:

Q: SELECT * FROM R WHERE a1 = v1 OR a2 = v2 OR ...... OR al = vl

Table 2. Relations R1α and R1β

Relation R1α

EmpId Name Gender Level Nonce Tag

TRW Tom M L2 1 Y1

MST Mary F L1 2 Y2

JOH John M L2 3 Y3

LCT Lucy F L1 4 Y4

ASY Anne F L1 5 Y5

RZT Rosy F L2 6 Y6

Relation R1β

Name SearchKey RowNo Tag1

Gender F 7 Y ′
7

Gender M 8 Y ′
8

Level L1 9 Y ′
9

Level L2 10 Y10
′

The allowed set of queries are thus select queries on arbitrary numbers of
disjunctions on different or repeated attributes 1, which includes select queries
on a single attribute of the form SELECT * FROM R WHERE ai = v. Given as
input a valid query q, Φ(q) outputs two queries one for the relation Rα (which
we call qα) and the other for Rβ (which we call qβ). For the specific query Q,
Φ(Q) will output the following queries:

Qα: SELECT * FROM Rα WHERE a1 = v1 OR a2 = v2 OR ...... OR al = vl
Qβ: SELECT * FROM Rβ WHERE (Name = a1 AND SearchKey = v2) OR ...... OR

( Name = al AND SearchKey = vl)

In the concrete example, consider the following query Q1 on the relation R1

Q1: SELECT * FROM R1 WHERE Gender = ’M’ OR Level= ’L2’

1 By a query of disjunction on repeated attributes we mean a query like: SELECT *

FROM R WHERE a1 = v1 OR a1 = v2 OR a2 = v3. Here the attribute a1 is repeated
twice.
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Applying the transformation Φ(Q1), the output queries Q1α and Q1β would be
the following:

Q1α: SELECT * FROM R1α WHERE Gender = ’M’ OR Level = ’L2’

Q1β: SELECT * FROM R1β WHERE (Name = ’Gender’ AND Searchkey =’M’) OR

(Name = ’Level’ AND Searchkey =’L2’)

The reason for the specific structure of the qβ queries would be clear from the
description of the verification process and the associated example.

RDAS1.Ψ : As discussed, Ψ is the transform executed in the server to generate
the response for a set of queries produced by Φ. In RDAS1 the response of
the server is constructed just by running the queries specified by Φ on Rα and
Rβ . We denote the response by S = (Sα, Sβ) where Sα and Sβ corresponds to
responses of qα and qβ respectively. Thus, for the example, the server executes
the queries Q1α and Q1β on R1α and R1β respectively and thus returns the
response S1 = (S1α, S1β) which is shown in Table 3.

Table 3. Left side: Answer S1α, Right side: Answer S1β

Relation S1α

EmpId Name Gender Level Nonce Tag

TRW Tom M L2 1 Y1

JOH John M L2 3 Y3

RZT Rosy F L2 6 Y6

Relation S1β

Name SearchKey RowNo Tag1

Gender M 8 Y ′
8

Level L2 10 Y10
′

RDAS1.V : The verification procedure receives as input the response S = (Sα, Sβ)
from the server, the original query and the keys. The response of the server
consists of two parts. We denote these two parts as two sets Sα and Sβ which
are responses to the queries qα and qβ respectively. Thus, Sα and Sβ contains
tuples from the relations Rα and Rβ respectively.

The transformed queries qα and qβ are also disjunctions of conditions, for
a qα query the conditions are of the form ai = vi, where ai is an attribute
and vi its value, and for a qβ query the conditions are of the form Name =
v AND SearchKey = w. Thus, for the description below, we consider that Cα

1

OR Cα
2 OR . . . Cα

l is a α query where each Cα
i is an equality condition and Cβ

1

OR Cβ
2 OR . . . Cβ

l is a β query where each Cβ
i is a conjunction of two equality

conditions. Note that the number of conditions in qα and qβ would always be the
same. Let SaT be a predicate which takes as input a tuple t and a condition C
(which can also be a query q) and outputs a 1 if the tuple t satisfies the condition
C, otherwise outputs a zero. With these notations defined, we are ready to
describe the verification algorithm. The verification algorithm consists of three
procedures: α-Verify, makeBitMap and β-Verify. The procedures are shown in
Figure 2, and they are applied sequentially in the same order as stated above.

The verification procedure checks for both the correctness and the complete-
ness of the server response against the original query q. Note that the server
response consists of two distinct parts Sα and Sβ , the Sα part corresponds to
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α-Verify
1. for all tuples t ∈ Sα

2. if SaT(t, qα) = 0, return ⊥
3. ta ← MACK(t[b1]|| . . . ||t[b|B|]||t[Nonce]);
4. if ta �= t[Tag] , return ⊥;
5. end for

β-Verify
17. for i ← 1 to l
18. T [i] ← 0;
19. end for
20. for i ← 1 to l
21. for all tuples t ∈ Sβ

22. if SaT(Cβ
i , t) = 1

23. T [i] ← T [i] + 1;
24. LL ← t[Name]||t[SearchKey]||Xi||t[RowNo];
25. if MACK(LL) �= t[Tag1] return ⊥;
26. endif
27. end for
28. end for
29. for i ← 1 to l
30. if T [i] �= 1 return ⊥;
31. end for
32. return

∏
(b1,b2,··· ,b|B|) Sα;

makeBitMap
6. for i ← 1 to l

7. Xi ← 0nT;
8. end for
9. for all tuples t ∈ Sα

10. for i ← 1 to l
11. if SaT(t, Ci)
12. j ← t[Nonce];
13. bitj(Xi) ← 1;
14. end if
15. end for
16. end for

Fig. 2. The procedures involved in the verification process

the real result of the original query q and the Sβ part assists the verification
process to verify the completeness of the result in Sα. In the part α-Verify, the
verification procedure checks for the correctness of the tuples returned by the
server. As in the transformed relation Rα a message authentication code is asso-
ciated with each tuple of the original relation, hence the α-Verify part of the
verification procedure checks whether the contents of the tuples in Sα are not
modified. If any of the the tuples in Sα are modified then the computed message
authentication code on the tuple will not match the attribute Tag. If the com-
puted value of tag does not match with the attribute Tag for any tuple then the
verification process rejects by returning ⊥. Moreover in line 2 it checks whether
each tuple in Sα do satisfy the specified query. If the verification process does not
terminate in the α-Verify phase then it means that the tuples in Sα are all valid
tuples of the relation Rα and they all satisfy the specified query qα. The other
two parts of the verification process checks the completeness of the response.

Corresponding to each condition Name = v AND SearchKey = w in qβ the
procedure makeBitMap constructs the corresponding bitmap BitMapRα

(v, w) us-
ing the server response Sα. Note that if the server response Sα is correct then
makeBitMap would be able to construct the bitmaps corresponding to each con-
dition in qβ correctly. This is possible due to the specific type of the allowed
queries. Recall that an allowed query is formed only by the disjunctions of
equality conditions. In the procedure corresponding to the l conditions in qβ ,
l bitmaps are constructed which are named X1, . . . , Xl (See the example later
for more explanation).
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In the procedure β-Verify the response Sβ is verified using the bitmaps
X1, . . . , Xl constructed before. The procedure β-Verify first verifies whether Sβ

contains tuples corresponding to each condition in qβ , this is done using the
counter T [i], where i runs over the conditions in qβ . Notice, that for every con-

dition Cβ
i the server must return only one tuple in Sβ. The other parts of the

procedure involves in verifying the tags of the tuples against the tag’s of the
computed bitmaps.

To make the exposition clearer let us consider the same example we have so
far considered, i.e., the relation R1 the queries Q1α, Q1β and the corresponding
server responses of S1α and S1β (which are shown in Table 3). Given these
responses the procedure α-Verify will not terminate, as all the tuples in S1α do
satisfy the conditions in Q1α and as they are correct responses in the sense that
they are just copies of the tuples present in the relation Rα, hence the corres-
ponding message authentication codes will match. Given the responses in S1α,
one can compute the bitmaps BitMapRα

(Gender,M) and BitMapRα
(Level, L2).

To see this, see the response S1α in Table 3, where it says that the tuples
satisfying the condition Gender=M OR Level=L2 are the tuples with the nonce
values 1, 3 and 6. Now, as the verification procedure has as input the whole
of response S1α, hence it can predict correctly that the rows with the nonce
value 1 and 3 satisfies the condition Gender=M and all the tuples in S1α (i.e.,
with nonce values 1, 3, 6) satisfies the condition Level=L2. Thus, knowing that
the total number of tuples in Rα to be 6, and assuming that server response is
complete then the bitmap can be computed as BitMapRα

(Gender,M) = 101000.
Note that the 1st and 3rd bits of this bitmap are only one, as it corresponds to
the response in S1α. Similarly one can compute BitMapRα

(Level, L2) = 101001.
This is precisely what the procedure makeBitMaps would do for the example that
we consider. The computation of the individual bitmaps BitMapRα

(Gender,M)
and BitMapRα

(Level, L2) are possible from S1α as the Q1α query is a disjunc-
tion of equality conditions, if in the contrary the query was a conjunction of
conditions then there would be no way to compute the individual bitmaps in a
straightforward way, this explains the reason for the query restriction that we
impose.

Once these bitmaps are computed by using the procedure β-Verify one can
verify the correctness of the response S1β. As one can concatenate corresponding
the bitmaps computed by the procedure makeBitMaps with the other attributes
of the tuples in Sβ and compute the tag using the message authentication code
and thus verify if the computed tag matches the attribute Tag1.

The procedure β-Verify basically verifies the correctness of the response Sβ ,
this verification is done by using the bitmaps constructed using the response Sα.
The correctness of the response Sβ implies the completeness of the response Sα.

4.1 Security of RDAS1

We can distinguish two possibilities for breaking RDAS1: infringe the correct-
ness or violate the completeness of the response for a fixed query. To break the
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correctness the opponent must make changes in one or more tuples of Sα and
still pass the verification process. This implies that the adversary must forge
the respective MACs. On the other hand, to violate the completeness, the ad-
versary must change the respective bitmaps in Sβ which also implies forging the
respective MACs. Now, we introduce this notion in a formal way.

Theorem 1. Consider an arbitrary adversary A attacking RDAS1 in the sense
of definition 1. Let A choose a relation R with nT tuples and the relation be
such that the transformed relation Rβ contains n′ tuples. Then there exist an
adversary B attacking the message authentication code MAC such that

Pr[SuccA] ≤ Pr[B forges ].

Also, B asks at most nT+ n′ queries to its oracle and runs for time tA + (nT+
n′)(c+ tMAC), where tA is the running time of A, tMAC is the time for one MAC
computation and c is a constant.

For space limitations we skip the proof, it would be presented in the full version,
which would be published in the IACR eprint archive.

4.2 Costs and Overheads

Storage Cost: Given a relation R(B) with nT tuples, let size(ti[b]) denote the
size of the attribute b in the tuple t. Then the total size of R (which we also
denote by size(R)) would be given by

size(R) =
nT∑
i=1

∑
b∈B

size(ti[b]).

If this relation R is converted into (Rα, Rβ) with RDAS1.F , then we would
have,

size(Rα) = size(R) +

nT∑
i=1

(size(ti[Nonce]) + size(ti[Tag])),

if we assume a tag of constant length of τ bits then we would have

size(Rα) ≤ size(R) + nT(lg nT+ τ).

Again considering the set of allowed attributes of R as A = {a1, a2, . . . , am},
and N =

∑m
i=1 Card(ai), we will have

size(Rβ) =
N∑
i=1

(size(ti[Name]) + ti[SearchKey] + ti[RowNo] + size(ti[Tag1])).

If we consider sName and ssk the maximum size of the values of the attributes
Name and SearchKey, then we would have

size(Rβ) ≤ N(sName + ssk + lg(nT+N) + τ).
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The total cost of storage at the server side would be size(Rα) + size(Rβ), and
at the client side would be lg(nT) as in the client we need to store the number
of tuples in the original relation.

Communication Cost: Consider the query SELECT * FROM Rα WHERE a1 =
v1 OR a2 = v2 OR ...... OR al = vl, let the number of tuples satisfying the
query be num. Let siz be the size of the response in a normal scenario without
authentication. Then the maximum size of the server response in case of RDAS1
would be

sizRD1 = siz+ num× (lg nT+ τ) + l × (sName + ssk + lg(nT +N) + τ), (1)

where the first two terms corresponds to the Sα response and the remaining
term counts for the Sβ response.

5 Selects Involving Arbitrary Boolean Connectives

Here we propose an extension of RDAS1 which can support queries of the form

Q: SELECT * FROM R WHERE (a1 = v1) Δ1 (a2 = v2) Δ2 ...... Δl−1

(al = vl),

where Δis are arbitrary Boolean connectives. An easy solution to this case would
be to change RDAS1 to a new protocol RDAS2 along the following lines:

1. The relationRβ produced by RDAS2.F would contain explicit bitmaps corres-
ponding to the attributes and the values. Specifically, the attributes present
in Rβ should be {Name, SearchKey, RowNo, bitmap, tag1}. Thus, for creating
the relation Rβ we need to add a line t

Rβ

j [bitmap] ← BitMapR(L1j ,L2j) after
line 5 in the procedure Creating Rβ in Fig. 1.

2. The query translation procedure and the response procedure for RDAS2 re-
mains same as that of RDAS1.

3. The response procedure also remains the same, i.e., the server just answers
the qα and qβ queries, but as the Rβ relation now explicitly contains the
bitmaps, hence the bitmaps would also be a part of the query.

4. For the verification procedure in RDAS2 it is not required to create the
bitmaps any more, the client verifies the Sα response by the procedure α-
Verify in Fig. 2, then it verifies the tags of the individual bitmaps returned
in Sβ and finally computes the result bitmap using the returned bitmap and
checks if the result bitmap matches with the result returned.

We now state the storage and communication costs for RDAS2 following the
notations in Section 4.2. The size of Rα in case of RDAS2 would be the same as
in RDAS1, the size of Rβ would be

size(Rβ) ≤ N(sName + ssk + lg(nT+N) + τ + nT).
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The size of a server response in case of RDAS2 would be

sizRD2 = sizRD1 + l× nT (2)

where sizRD1 is the size of the response of RDAS1, as given in Eq. (1). In case
of RDAS2, though we state that the bitmaps are to be explicitly stored in the
relation Rβ , but as most commercial data bases uses bitmaps indices for accele-
rating query processing, hence this may not amount to extra storage in some
systems. Moreover bitmaps can be compressed, there has been substantial work
on suitable encoding of bitmaps such that their sizes can be reduced and the
Boolean operations be applied on the compressed bitmaps [1, 2]. Applying proper
encoding of the bitmaps can drastically reduce both storage and communication
costs. Details about this would appear in the full version of the paper.

6 Experimental Results

In this section we discuss some experimental results on the performance of
RDAS1 and RDAS2. Both RDAS1 and RDAS2 can be implemented with any
secure MAC, we chose PMAC instantiated with an AES with 128 bit key (we
use the description in [17]). For implementation of AES we use the new Intel
dedicated instructions for it.

All results were obtained by testing the implementation in a four-core i5-
2400 Intel processor (3.1GHz) machine, with a Ubuntu 12.04.02 LTS operating
system. We used PostgreSQL 9.1.9 for our database and used the gcc 4.7.3
compiler.

We used Census-Income data set [4] to test performance of our schemes. This
data contains weighted census data extracted from the 1994 and 1995 current
population surveys conducted by the U.S. Census Bureau. The number of in-
stances in the data set is 199523. The data contains 42 demographic and em-
ployment related variables, the sum of the cardinalities of all the attributes is
103419, and the total size of the dataset size is 99.1 MB.

The experiments were performed using the set of queries presented in Table 4
(a). Table 4 (a) shows the characteristics of the queries in terms of the number
of restrictions and the size of the query response, all of them are disjunctions
of equality conditions. The last column shows the percentage of the response
size in terms of the whole database size. Note that the number of restrictions
corresponds to the number of tuples which would be included in a correct and
complete Sβ response and the response size would be same as the number of
tuples in the Sα result. In Table 4 (b) we report the time required for executing
the set of queries in Table 4 (a). We report times for normal execution (i.e.
without any authentication) and RDAS1 and RDAS2. All reported times are the
average of 250 executions of the same query. The response sizes for the queries
can be easily computed using equations (1) and (2). For concrete numerical
values see the full version.
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Table 4. Performance Information

(a) Summary of the different queries used for performance testing

Query Id Number of Response Size Database
Restrictions (tuples) Percentage

Q1 10 20115 10
Q2 20 35452 18
Q3 30 92791 46
Q4 40 106065 53
Q5 50 198869 99

(b) Execution times for OR queries. All times are in milliseconds.
RDAS1 RDAS2

Query Id Normal time Avg Extra Avg Extra
time Overhead(%) time Overhead(%)

Q1 680.93 829.33 21.79 827.06 21.46
Q2 1223.09 1652.09 47.10 1516.33 35.01
Q3 2784.97 4076.28 46.36 3604.09 29.41
Q4 3192.06 4582.93 43.58 4004.43 25.45
Q5 6130.07 10781.05 75.87 9222.51 50.45

7 Conclusion

We presented RDAS a generic framework for authenticated query processing and
provided the syntax and security definition of a RDAS. We also provided two
concrete constructions RDAS1 and RDAS2 which uses bitmap indices and mes-
sage authentication codes in a novel way. There are other ways in which RDAS1
and RDAS2 can be improved, for example communication costs can be drasti-
cally reduced using aggregate message authentication codes. These possibilities
would be discussed in the full version of the paper.
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Abstract. We study trust and context as factors influencing how people
choose wireless network names. Our approach imagines the mindset of a
hypothetical attacker whose goal is to ensnare unsuspecting victims into
accessing dishonest WiFi access points. For this purpose, we conducted
an online survey. We used two separate forms. The first form asked a
random group of participants to rate a list of wireless names according
to their preferences (some real and others purposely made-up) and after-
wards with implied trust in mind. The second form was designed to assess
the effect of context and it asked a different set of respondents to rate
the same list of wireless names in relation to four different contexts. Our
results provide some evidence confirming the idea that trust and context
can be exploited by an attacker by purposely, or strategically, naming
WiFi access points with reference to trust or within certain contexts. We
suggest, in certain cases, possible defence strategies.

1 Introduction

Even “secure” systems can turn out to be vulnerable when attackers target not
the system and its security mechanisms but the people interacting with it. In
such situations, security is not a purely technical property but rather a socio-
technical quality stemming from factors such as people’s behaviours with regard
to technology and the underline cognitive and psychological factors.

Can we protect systems whose weaknesses lay in the behaviours and minds
of users? Likely we can, but not without better understanding how the “user
component” works. A few general behavioural and cognitive principles have been
identified (e.g., see [1–7]), but socio-technical security is mostly newly evolving
research.

While security experts are just starting to explore this new field, hackers al-
ready master the art. They usually know the “user component” more deeply
than do average security engineers. They also have an advantage: finding one
vulnerability is easier than protecting the whole system, which requires finding
and fixing all vulnerabilities. However, this duality offers us an interesting per-
spective: we can take the intruder’s viewpoint, plan and assess socio-technical
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attacks, then change hats and take the security engineering side, this time trying
to patch the discovered vulnerabilities.

To illustrate this, we imagine the mind-set of an attacker who intends to set-
up a fake WiFi access point and who speculates on the best strategy to name
it to “phish” people. A good strategy could be to choose names that relate to
trust and/or context.

Trust is a catalyst factor in many indirect/remote interactions as the ones
daily happening over the Internet (e.g., [8, 9]). By addressing this element, we
are interested in understanding whether people think spontaneously of trust
when choosing names or whether instead they need to be hinted before the idea
of trust triggers in their mind. If trust is feeble in people’s minds, an attacker
could easily deviate people’s trust onto something that can be controlled, but if
it is strong, the attacker could still plan to gain people’s trust, as it is usually
done, by impersonating the object of trust (cf. Section 4).

Context, at least in this paper, is the physical or the social space where actions
and decisions occur (e.g., in a laboratory, at work, at home). By addressing context
we are interested in understanding whether this factor has an effect on people’s
choices of names. If that is true, an attacker can be more effective by contextual-
ising his/her attack or by fooling users to be in a context favourable to him/her.
However, this brings new ideas on how to contain these context-exploiting attacks,
for example by securing the access to the context (cf. Section 4).

In summary, the aim of this paper is to present a study that investigates
the effect that trust and context have on users when choosing wireless network
names. Our study relates to decisions that do not require complex probabilities,
balancing risks, or evaluating security with respect to goals: in such complex
scenarios, user choices are ruled by principles of mental economics [3,4], out-of-
scope here.

1.1 Use-Case Scenario

Our hypothetical use-case scenario consists of a set of wireless network names
(SSIDs), various locations, and a user. The user is expected to scan and choose
an SSID from a list of names that his/her device detects to get Internet access.
This can happen in four different well known locations: the university, a shopping
mall (a specific one), the city centre, and a hospital (a specific one).

On the other hand, our scenario imagines an attacker whose intent is to de-
ploy a dishonest WiFi base station. This station’s name will appear in the list
of available SSIDs that the user can browse from its device. The attacker seeks
to maximize the number of victims, so s/he looks for alluring names that inspire
security, convenience, or trustworthiness with names such as ‘secured hotspot’,
or takes advantage of the location to inspire legitimacy with names such as
‘wifi unilu’. Table 1 shows a comprehensive view of the 12 SSIDs used in this
study, including those existing and those made up. The SSIDs have been care-
fully compiled: they may or may not exist in the region where the study was
conducted, evoke security or freeness, or be location-specific.
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Table 1. Existing/nonexistent wireless names and their grouping in relation to secu-
rity and context. Security: (G1-existing; G2-nonexistent; G3-nonexistent and related
to security; G4-nonexistent and not related to security). Context: (L1-existing and ex-
pected in the context; L2-existing and not expected in the context; L3-nonexistent and
expected in the context; L4-nonexistent and not expected in the context).

Research Questions. We intend to answer two research questions about prefer-
ences in wireless network names:
(RQ1): Does thinking about trust affect participants’ preferences? (RQ2): Does
context affect participants’ preferences?

2 The Survey

For reasons of feasibility and ethics we opted for a survey rather than an experi-
mental setup, the latter being e.g., the setup of a“malicious” access point airing
different SSIDs. Our survey asks respondents to rate a list of SSIDs according
to their preferences while excluding technical aspects such as signal strength or
protected access. We also question them about their sense of trust or in relation
to specific contexts. Our survey relies on an online questionnaire rather than a
paper-pencil version that would have required a large logistical effort to field and
to encode, while not offering the same level of convenience to the respondent.
The questionnaire was structured into four parts: (1) the socio-demographics
part that surveys respondents about their age, gender, education, IT skills and
comfort using IT; (2) the “general preferences” part that lists 12 SSIDs the re-
spondents are asked to rate with regard to their general preferences based on a 5
point Likert scale (i.e., 1-Not at all preferred, 2-Not very preferred, 3-Neutral, 4-
Preferred, 5-Most preferred), respectively; (3) the “trust” part lists the same 12
SSIDs and asks respondents to rate them with special regard to trust when con-
necting/avoiding them (i.e., 1-Not at all trusted, 2-Not very trusted, 3-Neutral,
4-Trusted, 5-Highly trusted); (4) the “context” part consists of 4 specific and
familiar locations, each of these locations listing the same 12 SSIDs, asking re-
spondents to rate them regarding specific contexts when connecting/avoiding
them (same Likert scale as for the general preferences).
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Table 2. Sociodemographics for the population of the survey for conditions 1 and 2

Demographics Condition 1 Condition 2 Total
(n=59) (n=40) (n=99)

Female 36% 58% 45%
Male 64% 42% 55%
Age (average) 27% 25% 26%
High School 19% 28% 22%
Bachelor Degree 49% 50% 49%
Master Degree 20% 7% 15%
PhD 10% 13% 11%
Very comfortable using IT 69% 73% 70%
Somewhat comfortable using IT 27% 25% 26%
Very good IT skills 34% 23% 29%
Good IT skills 37% 60% 46%
Average IT skills 25% 15% 21%

The instructions provided to the respondents have been translated from En-
glish to German and French in order to accommodate the multilingual population
of Luxembourg and surrounding areas. The respondents were randomly associ-
ated with one of two conditions. Condition 1 is designed to assess the effect of
trust by administering the following questionnaire parts to each assigned respon-
dent: socio-demographic→ general preference → trust. Condition 2 is designed
to assess the effect of context with respondents answering the following parts:
socio-demographic → general preference → context. We recruited participants
by sending an invitation via email to students and staff from the University of
Luxembourg.

Data were collected within a MySql database and exported to a CSV file for-
mat. Statistical analyses were done using the R statistical analysis software [10].
The collected data were analysed using basic descriptive statistics, followed by
specific analysis of variance tests (t-tests [11] and Wilcoxon rank [12] tests) in
order to assess the significant differences between general preferences and the
trust condition (cf. condition 1, RQ1) and between general preferences and the
context condition (cf. condition 2, RQ2). In order to apply t-tests on data de-
rived from Likert scales, we systematically verified its normal distribution and
also employed the Wilcoxon signed-rank test to further support t-test results.
We also included open questions (analysed manually) that allowed respondents
to provide the rationale for their ratings.

3 Results

A total of 235 participants took part in our study; however our analysis focuses
on the 99 completed cases (136 cases have not been fully completed and thus
have not been considered for analysis). As shown in Table 2 our sample is rather
balanced with regard to gender. On average our respondents are rather young
(age 26), mostly highly educated (over 75% have a bachelor degree or higher),
very IT literate and highly skilled (75%).
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Fig. 1. General preferences vs. trust. in condition 1 for each SSID.

Next, we present the results obtained for conditions 1 and 2. Whenever pos-
sible, we proceed by first describing general tendencies as visualized through
graphical representations, followed by more specific analyses whose results are
presented as tables. Differences between repeated measures have systemati-
cally been computed as follows: measure 2 − measure 1. Negative differences
suggest than on average measure 1 > measure 2 and positive values suggest
measure 2 > measure 1. More precisely, a negative value indicates a decrease
in trust/preferences and conversely a positive value suggests an increase in
trust/preference. The statistical tests inform us on the significance of these
differences.

3.1 Trust

Fig. 1 displays general preference and trust results side-by-side for all 12 SSIDs
in condition 1. In general we find a tendency towards higher preference ratings
(except for eduroam) when invoking trust. This is illustrated by a systematic
change in the extremes of the Likert scores, shown in Fig. 1 (cf. RQ1), change
that happens regardless of the name’s properties (existing, open, secure, etc.).
A large proportion of the respondents report a neutral preference for each of the
wireless network names.

Table 3.(a) shows the significant results for the whole sample, indicating that
on average the shift from general preferences to trust was towards a more dis-
cerning preference (higher positive values).
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Table 3. Statistical significance for the differences between: (a) general preferences
and trust; (b) general preferences and trust but for groups G1-G4

Diff.

(trust pref.)

Whole sample 0.38∗∗�

Male 0.32∗�

≤ 24 years old 0.49∗∗�

> 24 years old -

≤ Bachelor Degree 0.40∗�

> Bachelor Degree -

≤ Good IT skills 0.50∗∗�

Diff. (trust pref. Gx)

G1 G2 G3 G4

Whole sample 0.32∗∗∗��� 0.45∗ 0.47∗ 0.44∗

Males 0.30∗∗��� - - -

≤ 24 years old 0.40∗∗�� 0.59∗ 0.70∗ 0.53∗

> 24 years old 0.23∗ - - -

≤ Bachelor Degree 0.31∗∗�� 0.49∗ - 0.47∗

> Bachelor Degree 0.34∗�� - - -

≤ Good IT skills 0.40∗∗�� 0.59∗ 0.62∗ 0.58∗

(a) (b)

Legend: For all tables superscripts have the following meaning: t-test result: ∗p < 0.05;
∗∗p < 0.01; ∗∗∗p < 0.001. Wilcoxon result: �p < 0.05; ��p < 0.01; ���p < 0.001.

A similar pattern is shown for the other socio-demographic sub-groups. We
also studied more specifically what subgroups of our sample might be particu-
larly affected by this effect. Test results indicate this is true for male partici-
pants, for those who are aged 24 years or less, for those who have successfully
finished a bachelor degree or less, and for those who consider themselves not
very IT literate. Conversely, this means that participants who are not part of
these subgroups tend to be more cautious with their ratings in the condition
of trust-awareness; our results suggest that age, general education and IT skills
contribute to shaping these attitudes.

In addition to the preceding person-centric analysis, we analysed the data
more closely under the perspective of wireless network names, allowing us e.g.,
to better understand whether the formerly described effects apply to all SSIDs
or to subsets only. To this end, we grouped wireless network names with regard
to our objectives of including them in our study.

Fig. 2 presents the results between general preferences and trust for the four
groups G1-G4 (cf. Table 1). Table 3.(b) shows the t-test results for the difference
in ratings between general preferences and trust, for each of the 4 groups.

The results suggest a strong and systematic effect of trust for G1, for the
entire sample, except those participants who describe themselves to be very IT
literate. Regarding fake SSIDs (G2), there is still an effect noticeable both for
the entire sample and more specifically for subgroups of lower age, lower educa-
tion and lower IT literacy. This pattern is almost identical for G3 (fake names
related to security) and G4 (fake names not related to security). The effects
demonstrated for G2, G3 and G4 require further attention as they especially
indicate potentially unsafe user behaviour. It should be noted that participants
who think themselves very IT literate do not demonstrate any effect of trust
awareness and it might well be that these participants are aware of trust issues
already when considering SSIDs.

Table 4 shows the results of the analysis of the open questions. The two
most common reasons for participants’ preferences are the fact that they use the
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Fig. 2. General preferences vs. trust for groups G1-G4

Table 4. Most common reasons related to general preferences (G) and trust (T) for all
choices, choices that change to nonexistent names (CPTUN), or to nonexistent names
related to security (CPTSN), and that do not change from general preferences to trust

All choices CPTUN CPTSN No change

(n =53) (n =11) (n =10) (n =18)

G T G T G T G T

Do not use other networks 30 6 4 − 3 − 7 2
Do not know other networks 22 26 2 1 4 1 5 1
Security 13 3 3 1 - - 2 2
Easy Access 8 - - - - - 2 -
Trust 3 10 - 3 - 1 - 1

networks or they know them, not necessarily because they consider them trusted
or secured.

3.2 Context

Fig. 3 displays the SSID preference ratings for only 4 of the 12 names that
show some change throughout the contexts (i.e., University, City Center, Shop-
ping Mall and Hospital) as compared to the general and non-context dependent
situation, which is labeled “generic” in the figure.

Table 5 shows the significant results about the effect that context awareness
has on respondent’s names preference ratings.

In contrast to the findings for condition 1, significant results in the context
condition indicate a decrease in preference ratings when respondents are made
aware of specific contexts. This applies to the University context where the effect
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Fig. 3. Selection made for eduroam, Hotel le Place d’Armes, secure wifi BelleEtoile
and free-wifi BelleEtoile within the four contexts by all participants of condition 2

is demonstrated for the entire sample of respondents and, only for specific sample
groups in the shopping mall and hospital context. The shopping mall indeed
seems to demonstrate an effect specifically for female respondents and for those
who are more educated. This is also true for the hospital context, the results
indicate an effect for respondents aged more than 24 years old. These effects
indicate that these respondents may be more aware when choosing a name for
those three contexts.

Similar to our analysis for condition 1, we completed our analysis for condition
2 by a specific name grouping, illustrated in Table 1.

Table 5. Statistical significance for the differences between general preferences and the
contexts (in this case, there is no statistical significance for the context “city center”)

Difference (Context preference-generic preference)

University Shopping Mall Hospital

Whole sample -0.15∗� - -

Females - -0.23∗� -0.33∗�

> 24 years old - - -0.27∗�

> bachelor degree - -0.32∗ -0.37∗�
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Fig. 4 compares between general preferences and the four groups (L1-L4)
for all the contexts. Participants rate higher the SSIDs for L1 - existing and are
expected within the university and the city center while in the other two contexts
(e.g., shopping mall and the hospital) participants rate higher the names for L2
- existing but are not expected in that context. The figure also shows a tendency
for participants to rate higher nonexistent wireless network names but which
may be expected in the context (L3) (e.g., for the university, shopping mall and
hospital contexts).

Fig. 4. General preferences in the 4 groups (L1-L4) for all the contexts

Table 6 provides an overview of the effects that the University context has
on user’s preferences. Group L1 of “existing names and expected in the con-
text”, are all affected by the university context in the sense that these names are
rated higher, respondents thus being more cautious when context-aware. In con-
trast, group L2 of “existing names but not expected in the context”, have been
rated lower when awareness about the context was included, except for male
respondents. The “nonexistent and not expected names in the context” (L4)
have systematically been rated lower. Finally, the “nonexistent and expected”
names (L3) show a weaker effect on the entire sample and higher effects for sub-
groups of respondents younger than 24 years, with less than a bachelor degree,
or proficient with IT.

Table 7.(a) provides an overview of the effects that the shopping mall con-
text has on user’s preferences. This context seems to be associated with a less
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Table 6. Statistical significance for the differences between general preferences and
the context of the University

Differences
(L* − generic )

L1 L2 L3 L4

Whole sample 1.00∗∗∗��� -0.40∗∗∗��� -0.10� -0.47∗∗∗���

Males 0.86∗∗∗��� - - -0.48∗∗���

Females 1.10∗∗∗��� -0.50∗∗∗��� - -0.46∗∗∗���

≤ 24 years old 0.99∗∗∗��� -0.37∗∗�� -0.22� -0.43∗∗∗���

> 24 years old 1.03∗∗∗��� -0.47∗∗�� - -0.55∗∗��

≤ Bachelor Degree 1.01∗∗∗��� -0.35∗∗�� -0.18� -0.40∗∗∗���

> Bachelor Degree 0.95∗∗� -0.60∗∗� - -0.71∗�

≤ Good IT skills 1.02∗∗∗��� -1.41∗∗∗��� - -0.46∗∗∗���

> Good IT skills 0.94∗∗∗�� -0.39∗� -0.22∗∗∗� -0.50∗�

Table 7. Statistical significance for the differences between general preferences and
the context for: (a) Shopping Mall, and (b) the Hospital

Differences
(L* − generic )
L3 L4

Whole sample 0.29∗ -0.36∗∗���

Male 0.43∗� -0.48∗∗∗���

Female

≤ 24 years old 0.43∗∗� -0.32∗�

> 24 years old - -0.44∗∗��

≤ Bachelor Degree 0.38∗∗� -0.30∗��

> Bachelor Degree - -0.56∗∗�

≤ Good IT skills 0.40∗∗� -0.43∗∗���

Differences
(L* − generic )

L1 L3 L4

Whole sample - -0.19� -0.28∗�

Males 0.69∗ - -

Females -0.49∗∗�� - -0.44∗∗∗���

≤ 24 years old - - -0.22�

> 24 years old - - -0.40∗∗��

≤ Bachelor Degree - - -0.22�

> Bachelor Degree - - -0.49∗∗�

≤ Good IT skills - - -0.32∗��

(a) (b)

pronounced effect on user response patterns as there is no significant difference
for groups L1 and L2. However, there is a series of effects indicating a rating
increase in subgroup L3 and a general decrease in ratings for L4.

Table 7(b) provides an overview of the effects that the hospital context has on
user’s preferences. This context is associated with few significant effects. Results
for L1 indicate positive ratings for males while the opposite for female respon-
dents. There is also a decrease in ratings for the whole respondent sample in L3.
And finally, consistent with results in Table 7(a), L4 names are systematically
rated lower, except for male respondents.

Table 8 shows the results for the open questions relating to context. Again,
the most common reasons relate to the use and knowledge of the network names,
and that they provide easy access. To note that outside the University context,
the most common reason states clearly that the place where the participants
are, can greatly influence their choices.
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Table 8. Most common reasons for general preferences and each context

General
pref.

University City
Centre

Shopping
Mall

Hospital

Do not use other networks 34 11 7 3 2
Do not know other networks 15 8 7 - -
Easy Access 9 7 5 2 3
Security 5 1 3 3 1
Place where I am - - 9 10 2

4 Security Discussion

In our scenario the attacker pondered the best strategy for naming his malicious
SSID to “hook” the most people to choose it when accessing the Internet. The
results of our survey show three main elements that could make our attacker
more successful.

Trust. Let us look at Fig. 1. It compares the preferences before and after for
the entire sample. Let us focus on the two highest ratings, “very preferred” and
“somewhat preferred”: when taken together they indicate a positive preference.

For all network names, with the puzzling exception of “eduroam’’ (commented
in the next paragraph) the preference of a network has increased after people
have been asked to think about trust. This seems to indicate that an attacker
can gain people’s trust by suggesting trust in the name, at least if he uses names
similar to the ones we use in our study. Fig. 2 shows, in fact, that the increment in
preference is almost the same regardless whether the network name exists or not.
We therefore conclude that an attacker would be more effective by suggesting
or including the word “trust” in the network name itself. If this hypothesis were
true, names that hint “trust” should rate better than those suggesting “security”
or “freeness”; proving or disproving this claim is left as future work.

We comment now the small drop in trust regarding ‘eduroam’. From the
analysis of the open answers it emerges that people said to prefer ‘eduroam’
because they know the network (= have been told to use it); however they
said to trust ‘eduroam’ only indirectly (or better comparatively), that is they
do not know whether to trust the other networks. Therefore there is reason
to believe that people chose ‘eduroam’ by habit, which is a known principle of
mental economics. It would be interesting to test whether people would still use
‘eduroam’ (by habit) in contexts outside the University (i.e., the Shopping Mall),
where this network has no reason to exist. This would be an attack to implement
with little effort.

Context. The discussion about context is less straightforward. Fig. 3 shows that
people prefer a network that communicates a context-specific meaning. For ex-
ample, the made-up ‘free wifi BelleEtoile’ rated higher in the shopping mall con-
text than in general (Belle Etoile is an existing shopping mall, where there is
no existing SSID reminding that name). This can appear obvious, but Fig. 4,
which shows the results for groups gives more useful insights. In the context
“Shopping Mall” the increment is positive for all the made-up networks that re-
fer to it (e.g., cf. Table 7.(a) first row, first column); but in context “University”
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this does not happen. Here, made-up names referring to the context (group L3,
which includes ‘wifi unilu’ for example) rated less on average (cf. Table 6 first
row, third column)1.

Our sample, mostly students and employees of the university, know better
what network is available at the university. They do not expect networks to
appear without notice. Thus, the strategy of contextualizing names has less
impact at the university, at least for the possible victims who regularly frequent
the university, as our population. However, it may work for guests or visitors,
who may not be so aware of what access point exists.

In fact, in contexts like the shopping mall, the same strategy of contextualizing
made-up names works nicely: those names out-rate the existing ones. An attacker
targeting public places can thus increase odds by including the context in the
name of a dishonest base station. Conferences, for example, are sites where such
an attack could work very well.

What could be a recommendation to prevent such kinds of attacks? One
suggestion, which could be tested for efficacy, would be to advertise the names
of legitimate networks, for example by deploying stickers informing visitors about
the legitimate access points. (An attacker can do the same, but this requires him
to work and expose himself more). Another defence consists in avoiding to leave
unused names which are related to the context. For example, a hotel should
re-name SSID with the hotel’s name. Such simple action is usually disregarded:
it is common to see WiFi with the name of the router (e.g., ‘linksys01’) or with
that of the network provider (e.g., ‘Numericable 6A85’).

5 Conclusion and Future Work

In this paper we tested a few hypothesis about how people are biased to choose
WiFi access point names when we offer them a pool of names among which
there are names of real WiFi networks, names that remind security and trust
and names that relate with the current location (context).

Our result shows that, in familiar contexts, adding security or freeness in
the names does not bias user’s preferences; however, in unfamiliar contexts the
choice of even expert people is biased towards names reminding the context.
These results devise sever socio-technical attacks that can be easily launched by
interfering with user’s knowledge of the context. To contain those attacks we
have suggested a few simple socio-technical defences. Testing whether these are
effective in preventing people from falling victims of attacks was not in the scope
of this paper, but needs to be proved and will be done as future work.

The study carried on in this paper has some limitations. We did not have a
larger and more diversified population, as we had permission to broadcast our
survey only within the university. The small sample size did not allow for more

1 We got a similar despite weaker result for the context “Hospital” but with a dif-
ferent explanation. The contextualized name ‘maroquinerie Kirchberg’ is ambiguous
because Kirchberg is also the name of a large zone of the city where the hospital and
many other offices stand, while Maroquinerie is out-of-context.
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complex multivariate statistical analyses and we had less participants for condi-
tion 2 of the survey, as they had to fill more information. Also, not many partic-
ipants filled the open questions. In addition to the experiment we plan to do, we
would like to improve our survey and include more effective ways to character-
ize the participants (e.g., student - area of study, not student - area of work or
research) so that we can identify specific characteristics that may help us better
understand their different behaviours. We think it would also be useful to analyse
in more detail each wireless network name separately and verify its statistical sig-
nificance. It may be that one or two names have more meaning than others and
can in themselves be used to improve or mitigate socio-technical attacks.

We would have liked to set up attacks with real WiFi access points in real
places; however launching such actions and harvesting the data for the analysis
requires an authorization from an ethical committee and a compliance with our
legal framework, assurances that were not ready for this paper. We plan it as
future work.

Acknowledgments. We thank E. François for helping with the on-line ques-
tionnaire and K. Weinerth and S. Doublet for the translations. This research is
supported by FNR Luxembourg, project I2R-APS-PFN-11STAS.
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Abstract. This paper presents a formal framework for run-time enforcement
mechanisms, or monitors, based on probabilistic input/output automata [3,4],
which allows for the modeling of complex and interactive systems. We asso-
ciate with each trace of a monitored system (i.e., a monitor interposed between
a system and an environment) a probability and a real number that represents
the cost that the actions appearing on the trace incur on the monitored system.
This allows us to calculate the probabilistic (expected) cost of the monitor and
the monitored system, which we use to classify monitors, not only in the typical
sense, e.g., as sound and transparent [17], but also at a more fine-grained level,
e.g., as cost-optimal or cost-efficient. We show how a cost-optimal monitor can
be built using information about cost and the probabilistic future behavior of the
system and the environment, showing how deeper knowledge of a system can
lead to construction of more efficient security mechanisms.

1 Introduction

A common approach to enforcing security policies on untrusted software is run-time
monitoring. Run-time monitors, e.g., firewalls and intrusion detection systems, observe
the execution of untrusted applications or systems, e.g., web browsers and operating
systems, and ensure that their behavior adheres to a security policy.

Given the ubiquity of run-time monitors and the negative impact they have on the
overall security of the system if they fail to operate correctly, it is important to have
a good understanding of their behavior and strong guarantees about their correctness.
Such guarantees can be achieved through the use of formal reasoning.

Schneider introduced security automata [22], an automata-based framework to for-
mally model and reason about run-time enforcement of security policies. Several ex-
tensions have been proposed to investigate different definitions of and requirements for
enforcement, such as soundness, transparency, and effectiveness (e.g., [17]). A common
observation is that once requirements for enforcement are set more than one implemen-
tation of a monitor might be able to fulfill them.

Two examples of common run-time enforcement mechanisms are transport layer
proxies and TCP scrubbers [18]. Both of these convert ambiguous TCP flows to un-
ambiguous ones, thereby preventing attacks that seek to avoid detection by network
intrusion detection systems (NIDS). Transport layer proxies interpose between a client
and a server and create two connections: one between the client and the proxy, and one

R. Accorsi and S. Ranise (Eds.): STM 2013, LNCS 8203, pp. 144–159, 2013.
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between the proxy and the server. TCP scrubbers leave the bulk of the TCP processing
to the end points: they maintain the current state of the connection and a copy of packets
sent by the external host but not acknowledged by the internal receiver. Fig. 1 (adapted
from [18]) depicts the differences between the two mechanisms in a specific scenario.

Fig. 1. TCP transport layer proxies and scrubbers. The circled portions
represent the amount of time that data is buffered.

Although both
mechanisms correctly
enforce the same
high-level “no am-
biguity” policy, the
proxy requires twice
the amount of buffer-
ing as the scrubber,
which suggests that
the proxy is more
costly (in terms of
computational re-
sources).

Recent work has started looking at cost as a metric to classify and compare such
monitors. Drabik et al. introduced a framework that calculated the overall cost of en-
forcement based on costs assigned to the enforcement actions performed by the mon-
itor [10]; this framework can be used to calculate and compare the cost of different
monitors’ implementations. This framework provides means to reason about cost-aware
enforcement, but its enforcement model does not capture interactions between the tar-
get and its environment, including the monitor; recent work has shown that capturing
such interactions can be valuable [19]. In addition, in practice the cost of running an
application may depend on the ordering of its actions, which may in turn depend on the
scheduling strategy. Finally, one might also wish to ensure that a monitor enforces a cost
policy, which defines which costs are acceptable; practical cost policies can depend on
a probabilistic model of the system’s behavior, e.g., take into account the likelihood of
particular events. For example, a security policy that describes how to protect a sys-
tem against different attacks might depend on the probability that these attacks, e.g., a
DDOS attack or insider attack, will occur against that particular system.

The main contribution of this paper is a formal framework that enables us to (1)
model monitors that interact with probabilistic targets and environments (i.e., targets
and environments whose behavior we can characterize probabilistically), (2) check
whether such monitors enforce a given security policy, and (3) calculate and compare
their cost of enforcement. More precisely:

1. Our framework is based on probabilistic I/O automata [3,4]. This allows us to rea-
son about partially ordered events in distributed and concurrent systems, and the
probabilities of events and sequences of events.

2. We extend probabilistic I/O automata with abstract schedulers to allow fair com-
parison of systems where a policy is enforced on a target by different monitors.

3. We define cost security policies and cost enforcement, richer notions of (boolean)
security policies and enforcement [22]. Cost security policies assign a cost to each
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trace, allowing richer classification of traces than just as bad or good. We also show
how to encode boolean security policies as cost security policies.

4. Finally, we show how to use our framework to compare monitors’ implementations
and we identify the sufficient conditions for constructing cost-optimal monitors.

2 Background

We introduce our notation in §2.1 and then briefly review probabilistic I/O automata
(PIOA) [3,4] in §2.2; more details can be found in our technical report [20] or stan-
dard PIOA references, e.g., [3,4]. In §2.3 we extend PIOA by introducing the notion of
abstract schedulers, which we use in the cost comparison of monitors in §5. Finally, in
§2.4, we show how to use PIOA to model practical scenarios through a running example
that we will use in the rest of the paper to illustrate the main ideas of our framework.

2.1 Preliminaries

A σ−field over a set X is a set F ⊆ 2X that contains the empty set and is closed
under complement and countable union. A pair (X,F) where F is a σ−field over X ,
is called a measurable space. A measure on a measurable space (X,F) is a function
μ : F → [0,∞] that is countably additive: for each countable family {Xi}i of pairwise
disjoint elements of F , μ(∪iXi) = Σiμ(Xi).

A probability measure on (X,F) is a measure on (X,F) such that μ(X) = 1. A
sub-probability measure on (X,F) is a measure on (X,F) such that μ(X) ≤ 1. We
use Disc(X) and SubDisc(X) to denote, respectively, the set of discrete probability
measures and discrete sub-probability measures on X . If μ is a probability measure
then use supp(μ) to denote the set of elements that have non-zero measure.We let δ(x)
denote the discrete probability measure that assigns probability 1 to {x}.

A signed measure on (X,F) is a function ν : F → [−∞,∞] such that: (1) ν(∅) = 0,
(2) ν assumes at most one of the values ±∞, and (3) for each countable family {Xi}i
of pairwise disjoint elements of F , ν(∪iXi) = Σiμ(Xi) with the sum converging
absolutely if ν(∪iXi) is finite.

Given two discrete measures μ1, μ2 we denote by μ1×μ2 the product measure, such
that μ1 × μ2(x, y) = μ1(x) · μ2(y) (i.e., component-wise multiplication).

A function f : X → Y is said to be measurable from (X,FX) → (Y,FY ) if the
inverse image of each element of FY is an element of FX . Given measurable f from
(X,FX)→ (Y,FY ) and a measure μ on (X,FX), the function f(μ) defined on FY by
f(μ)(C) = μ(f−1(C)) for each C ∈ Y is a measure on (Y,FY ) and is called the image
measure of μ under f . If FX = 2X , FY = 2Y , and μ is a sub-probability measure,
then the image measure f(μ) is a sub-probability satisfying f(μ)(Y ) = μ(X).

2.2 Probabilistic I/O Automata

An action signature S is a triple of three disjoint sets of actions: input, output, and inter-
nal actions (denoted as input(S), output(S), and internal(S)). The external actions
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extern(S)=input(S) ∪ output(S) model the interaction of the automaton with the en-
vironment. Given a signature S we write acts(S) for the set of all actions contained in
the signature, i.e., acts(S) = input(S) ∪ output(S) ∪ internal(S).

A probabilistic I/O automaton (PIOA)P is a tuple (sig(P ),Q(P ), q̄P ,R(P )), where:
(1) sig(P ) is an action signature; (2) Q(P ) is a (possibly infinite) set of states; (3) q̄P
is a start state, with q̄P ∈ Q(P ); and (4) R(P ) ⊆ Q(P ) × acts(P ) × Disc(Q(P )) is
a transition relation, where Disc(Q(P )) is the set of discrete probability measures on
Q(P ).

Given a PIOA P , we write acts(P ) for acts(sig(P )). We assume that P satisfies
the following conditions: (i) Input enabling: For every state q ∈ Q(P ) and input action
α ∈ input(P ), α is enabled1 in q; and (ii) Transition determinism: For every state
q ∈ Q(P ) and action α ∈ acts(P ), there is at most one μ ∈ Disc(Q(P )) such that
(q, α, μ) ∈ R(P ). If there exists exactly one such μ, it is denoted by μq,α, and we write
tranq,α for the transition (q, α, μq,α).

A non-probabilistic execution e of P is either a finite sequence, q0, a1, q1, a2,
. . . , ar , qr, or an infinite sequence q0, a1, q1, a2, . . . , ar, qr, . . . of alternating states
and actions such that: (1) q0 = q̄P , and (2) for every non-final i, there is a transition
(qi, ai+1, μ) ∈ R(P ) with qi+1 ∈ supp(μ).

We write fstate(e) for q0, and, if e is finite, we write lstate(e) for the last state of e.
The trace of an execution e, written trace(e), is the restriction of e to the set of external
actions of P . We say that t is a trace of P if there is an execution e of P such that
trace(e) = t . We use execs(P ) and traces(P ) (resp., execs∗(P ) and traces∗(P )) to
denote the set of all (resp., all finite) executions and traces of an PIO automaton P .

The symbol λ denotes the empty sequence. We write e1; e2 for the concatenation of
two executions the first of which has finite length and lstate(e1) = fstate(e2). When
σ1 is a finite prefix of σ2, we write σ1 � σ2, and, if a strict finite prefix, σ1 ≺ σ2.

An automaton that models a complex system can be constructed by composing au-
tomata that model the system’s components. When composing automata Pi, where
i ∈ I and I is finite, their signatures are called compatible if their output actions are dis-
joint and the internal actions of each automaton are disjoint with all actions of the other
automata. When the signatures are compatible we say that the corresponding automata
are compatible too. The composition P =

∏
i∈I Pi of a set of compatible automata

{Pi : i ∈ I} is defined as:

1. sig(P ) =
∏

i∈I sig(Pi) =
(
output(P ) = ∪i∈Ioutput(Pi), internal(P ) =

∪i∈I internal(Pi), input(P ) = ∪i∈I input(Pi)− ∪j∈Ioutput(Pj)
)

;

2. Q(P ) =
∏

i∈I Q(Pi);
3. q̄P =

∏
i∈I q̄Pi ;

4. R(P ) is equal to the set of triples (q, a,
∏

i∈I μi) such that:
(a) a is enabled in some qi ∈ q , i ∈ I and
(b) for all i ∈ I if a ∈ acts(Pi) then (qi, a, μi) ∈ R(Pi), otherwise μi = δ(qi).

Nondeterministic choices in P are resolved using a scheduler. A scheduler for P is
a function σ : execs∗(P ) → SubDisc(R(P )) s.t., if (q, a, μ) ∈ supp(σ(e)) then q =

1 If a PIOA P has a transition (q, α, μ) ∈ R(P ) then we say that action α is enabled in state q.
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lstate(e). Thus, σ decides (probabilistically) which transition (if any) to take after each
finite execution e. Since this decision is a discrete sub-probability measure, it may be
the case that σ chooses to halt after e with non-zero probability: 1− σ(e)(R(P )) > 0.

A scheduler σ together with a finite execution e generates a measure εσ,e on the
σ−field FP generated by cones of executions, where the cone Ce′ of a finite execution
e ′ is the set of executions that have e ′ as prefix. The construction of the σ−field is
standard [3,4]. The measure of a cone εσ,e(Ce′) is defined recursively as:

1. 0, if e ′ �� e and e �� e ′;
2. 1, if e ′ � e;
3. εσ,e(Ce′′ )μσ(e′′)(a, q), if e ′ is of the form e ′′ a q, e � e ′′. Here, μσ(e′′)(a, q)

is defined to be σ(e ′′)(tranlstate(e′′),a)μlstate(e′′),a(q), that is, the probability that
σ(e ′′) chooses a transition labeled by a and that the new state is q.

Given a probability measure ε on FP , we define the trace distribution of ε, denoted
tdist(ε) to be the image measure of ε under trace, i.e., for each cone of traces Ct,
trace(ε)(Ct) = ε(trace−1(Ct)). We denote by tdists(P ) the set of trace distributions of
(probabilistic executions of) P .

2.3 Abstract Schedulers

In this section we introduce abstract schedulers, a novel extension of PIOA and one
of the contributions of this paper. Abstract schedulers are used in the cost compari-
son of monitors (§5). Given a signature S, an abstract scheduler τ for S is a function
τ : (extern(S))∗ → SubDisc(extern(S)). τ decides (probabilistically) which action
appears after each finite trace2 t . Note that an abstract scheduler τ assigns probabilities
to all possible (finite) traces over the given signature.

An abstract scheduler τ together with a finite trace t generate a measure ζτ,t on the
σ−field FPT generated by cones of traces, where the cone Ct′ of a finite trace t ′ is the
set of traces that have t ′ as prefix. The measure of a cone ζτ,t (Ct′) is defined recursively
as:

1. 0, if t ′ �� t and t �� t ′;
2. 1, if t ′ � t ;
3. ζτ,t(Ct′′ )τ(t

′′)({a}), if t ′ is of the form t ′′; a, t � t ′′.

Standard measure theoretic arguments ensure that ζτ,t is well defined and a proba-
bility measure.

Refining abstract schedulers. Abstract schedulers give us (sub-)probabilities for all
possible traces over a given signature. However, a given PIOA P might exhibit only
a subset of all those possible traces. Thus, we would like to have a way to refine an
abstract scheduler τ to a scheduler σ that corresponds to the particular PIOA P and is
“similar” to τ w.r.t. assigning probabilities. This similarity can be made more precise

2 Note that the term “trace” is overloaded: it refers to either the result of applying the function
trace to an execution e or to a sequence of external actions. It will be clear from the context to
which of the two cases we refer each time.
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as follows. First, if an abstract scheduler τ assigns a zero probability to a trace t , then
this means that t cannot happen (e.g., the system stops due to overheating). Thus, even
if t is a trace that P can exhibit, we would like σ to assign it a zero probability. Second,
assume we have a trace t that can be extended with actions a, b, or c, and an abstract
scheduler τ that assigns a non-zero probability to all traces t ;X , with X ∈ {a, b, c}
and τ(t)(X) = 1, i.e., τ does not allow for the system to stop after t . If t ; a is a trace
that P can exhibit, we would like σ to assign it the same probability as τ . However,
if P cannot exhibit that trace, σ should assign it a zero probability. But then σ would
be a sub-probability measure, i.e., it would allow for P to halt, whereas τ does not. To
solve this problem, we proportionally re-distribute the probabilities that τ assigns to the
traces that P can exhibit. These two cases are formalized as follows.

Given an abstract scheduler τ over a signature S, and a PIOA P with sig(P ) =
S, we define the refinement function refn(τ, P ) = τ ′, where τ ′ : (extern(S))∗ →
SubDisc(extern(S)), i.e., a function that maps an abstract scheduler and a PIOA to
another abstract scheduler, as follows:
Let t = t ′; a ∈ (extern(S))∗ in

– if t �∈ traces(P ) or τ(t ′)({a}) = 0, then τ ′(t ′)({a}) = 0;

– otherwise, τ ′(t ′)({a}) = τ(t′)({a})(
τ(t′)(A)

)
+
(
1−τ(t′)(extern(S))

) ,

where A = {x ∈ extern(S) | t ′;x ∈ traces(P )}.

Given an abstract scheduler τ and a PIOA P , standard measure theoretic arguments
ensure that if τ together with a finite trace t generate a probability measure ζτ,t on the
σ−field FPT generated by cones of traces, so does the abstract scheduler refn(τ, P ),
i.e., it generates a probability measure ζ′refn(τ,P ),t on the σ−field FPT .

We now formalize the relationship between schedulers and abstract schedulers. Given
an abstract scheduler τ over a signature S, and a PIOA P with sig(P ) = S, a scheduler
σ is derivable from τ iff σ is a scheduler for P such that for all executions e ∈ execs(P )
the trace distributions of εσ,e are equal to the probability measures of trace(e) assigned
by the refinement of τ on P , i.e., for all executions e, e ′′ ∈ execs(P ), tdist(εσ,e)(Ce′′)
= ζ′refn(τ,P ),trace(e)(Ctrace(e′′)).

2.4 Running Example Modeled Using PIOA

To illustrate how our framework can be used to model enforcement scenarios we will
consider a running example of a file server S, illustrated in Fig. 2a.

Clients (C1 through Cn in the figure) can request to open or close a particular file.
The server responds to the requests by returning a file descriptor or an acknowledgment
that the file was closed successfully. Given a security policy P stating that at most one
client at a time can access a particular file, a monitor is interposed between the clients
and the server to enforce P (Fig. 2b). The monitor has the ability to deny access to a
file requested by a client.

We now show how to model the running example using PIOA. Each client Ci re-
quests to open a file x through an open i(x) output action. Once the client receives a
file descriptor through an fd i(x) input action, it requests to close the file through an
closei(x) action. When it receives an acknowledgment that the file was closed, it stops
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(a) Clients and server (b) Clients and monitored server

Fig. 2. Diagrams of interposing a monitor between clients and server

requesting access to the file. If, however, the client is denied access to the file, it prob-
abilistically chooses between requesting the file again and permanently discontinuing
requesting the file.

Fig. 3. Client PIOA state transition
diagram

A state diagram of Ci is shown in Fig. 3.3 The el-
lipse represents the communication interface of the
automaton and the circles the automaton’s states.
Inputs are depicted as arrows entering the automa-
ton, and we only show the effect of the action, i.e.,
the automaton’s end state. Each output action is de-
picted with two arrows: (1) a straight arrows be-
tween states, to depict the precondition and effect
on states; and (2) a dashed arrow to show that action
becomes visible outside the automaton. The server
S implements a stack of size one: it replies with a
file descriptor or an acknowledgment of closing a file for the latest request. This means
that if a scheduler allows two requests to arrive before the server is given a chance to
reply, then the first request is ignored and the last request is served.

To further illustrate some of the capabilities of our framework we introduce two
example types of monitor:

– MDENY always denies access to a file that is already open;
– MPROB uses probabilistic information about future requests to make decisions.

More precisely, a client i is always granted a request to open a file that is available.
Otherwise, if the file is unavailable, i.e., a client j has already opened it, the monitor
checks whether (1) after force-closing the file for j, j will ask to re-open the file
with probability less than 0.5; and (2) after denying access to i, i will re-ask with
probability greater than 0.5. If both hold, the monitor gives access to i; otherwise it
denies access.

3 Pseudocode and additional state diagrams for clients and the server can be found in our tech-
nical report [20].
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Signature: Input: openi(x),closei(x),
fdMi

(x), ackMi
(x),

where x is a filename
Output: openMi

(x), closeMi
(x),

fdi(x), acki(x), denyi(x),
where x is a filename

States: p: list (of triples) of requests
from clients to monitor

q: list (of triples) of responses
from monitor to clients

r: list (of pairs) of active
connections

Start States: p = q = r = nil
Transitions: openi(x)

Effect: p := p@[〈op, i, x〉]
closei(x)

Effect: p := p@[〈cl, i, x〉]
fdMi

(x)
Effect: q := q@[〈fd ,Mi, x〉]

ackMi
(x)

Effect: q := q@[〈ack ,Mi, x〉]
openMi

(x)
Precondition: p = 〈op, i, x〉 :: p′

∧ � ∃〈x, j〉 ∈ r, j �= i
Effect: p := p′

r := r@[〈x, i〉]
closeMi

(x)
Precondition: p = 〈cl, i, x〉 :: p′

Effect: p := p′

r := r\[〈x, i〉]
fdi(x)

Precondition: q = 〈fd,Mi, x〉 :: q′

Effect: q := q′

acki(x)
Precondition: q = 〈ack,Mi, x〉 :: q′

Effect: q := q′

denyi(x)
Precondition: p = 〈op, i, x〉 :: p′

∧∃〈x, j〉 ∈ r, j �= i
Effect: p := p′

Fig. 4. MDENY PIOA definition

The pseudocode4 for MDENY is depicted in Fig. 4. The pseudocode for MPROB is
similar and can be found in our technical report [20], along with additional details about
the structure of the monitors.

Let us now consider the composed system Π = C1×. . .×Cn×M×S. The states of
the composed system will be n+ 2− tuples of the form qΠ = 〈qC1 , . . . , qCn , qM , qS〉.
An example execution for MDENY is: eMDENY = qΠ0 open1(x) qΠ1 openM1

(x) qΠ2

fdM1
(x) qΠ3 fd1(x) qΠ4 open2(x) qΠ5 deny2(x) qΠ6 open2(x) qΠ7 deny2(x) qΠ8 .

The trace of eMDENY is: tMDENY = trace(eMDENY ) = open1(x) openM1
(x) fdM1

(x)
fd1(x) open2(x) deny2(x) open2(x) deny2(x).

In tMDENY client C1 asks to open file x and is given access, after which client C2

asks to open the same file and is denied access by the monitor.
Let us consider the scheduler σ that schedules transitions based on the following

high-level pattern:
(
[C1, . . . , Cn]; M∗; S; M∗

)∞
. This pattern says that σ chooses

equiprobably one of the clients to execute some transition, and then, deterministically,
the monitor gets a chance to execute as many actions as it needs, then the server re-
sponds with one transition, and finally the monitor gets again the chance to do as much
work as it needs. This pattern repeats finitely or infinitely many times.

Let us assume that σ chooses each client to take a turn with probability P (Ci) =
1
n .

Then the probability of eMDENY is given by the measure εσ,q̄ on the cone of exe-
cutions that have eMDENY as prefix, i.e., εσ,q̄(CeMDENY

). It is easy to calculate that
εσ,q̄(CeMDENY

) = 0.1
n2 . Similarly, we can calculate the probabilities of tMDENY (more

details can be found in our technical report [20]).

4 We use the precondition pseudocode style that is typical in I/O automata papers (e.g., [3,4]).
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3 Probabilistic Cost of Automata

In this section we develop the framework to reason about the cost of an automaton P.
A cost function assigns a real number to every trace over a signature S, i.e., every

possible sequence of external actions of S. More formally, a cost function is a signed
measure cost on the σ−field FPT generated by cones of traces, i.e., cost : FPT →
[−∞,∞], where PT are the traces of an automaton P with signature S that generates
all possible traces of its signature. Remember that a cone Ct of a finite trace t is the
set of traces that have t as prefix. Thus, there is a one-to-one correspondence between
traces and the cones they infer. Although traces are the subject of our analysis, cones
are their (sound) mathematical representation.

We calculate the expected cost of a trace, called probabilistic cost, by multiplying
the probability of the trace with its cost. More formally, given a scheduler σ and a cost
function cost, the probabilistic cost of a cone of a trace Ct is defined as pcostσ(Ct ) =(
εσ,q̄(trace

−1)(Ct )
)
cost(Ct ).

Probabilistic costs of traces can be used to assign expected costs to automata: the
probabilistic (i.e., expected) cost of an automaton is the set of probabilistic costs of its
traces. However, it is often useful for the cost to be a single value, rather than a set. For
example, we might want to build a monitor that does not allow a system to overheat,
i.e., it never goes above a threshold temperature. In this case the cost of an automaton
(e.g., the composition of the monitor automaton with the system automaton) could be
the maximal cost of all traces. Similarly, we might want to build a monitor that “cools
down” a system, i.e., lowers a system’s temperature below a threshold, infinitely often.
Here we could assign the cost of an automaton to be the minimal cost that appears
infinitely often in its (infinite) set of traces, and check whether that value is smaller than
the threshold. It is clear that it can be beneficial to abstract the function that maps sets
of probabilistic costs of traces to single numbers. We formalize this as follows.

Given a scheduler σ and a cost function cost, the probabilistic cost of a PIOA P is
defined as pcostFσ(P ) = Ft∈traces(P )(pcostσ(Ct )). Note that the definition is parametric
in the function F. As an example, consider the infinite set v = {v0, v1, . . .}, where
each vi is the probabilistic cost of some trace of P (ranging over a finite set of possible
costs); then, F could be (following definitions of Chatterjee et al. [6]): (1) Sup(v) =
sup{vn | n ≥ 0}, or (2) LimInf(v) = liminf n→∞vn = limn→∞inf{vi | i ≥ n}. Sup
chooses the maximal number that appears in v (e.g., the maximal temperature that a
system can reach). LimInf chooses the minimal number that appears infinitely often in
v (e.g., the temperature that the system goes down to infinitely often).

If costσ(Ct ) ≥ 0 for some trace t , then we call cost(Ct ) the value of t . If cost(Ct ) ≤
0, then the absolute value of costσ(Ct ) is the cost of t . We define similarly the proba-
bilistic value and cost of a trace t and a PIOA P .

Note that cost carries value/cost information. For example, if we were to assign
values to actions r1 and r2, e.g., 2 and 5 respectively, then cost can assign different
values to their interleavings that might not clearly relate to the values of the actions,
e.g., cost(r1; r2) = 0 and cost(r2; r1) = 20.

In our technical report we show how one can define the cost of a system given cost
functions for its components [20]: such an approach can be used to embed the frame-
work of Drabik et al. [10] in ours, showing that our framework is at least as expressive.
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4 Cost Security Policy Enforcement

In this section we define security policies and what it means for a monitor to enforce a
security policy on a system.

Cost security policies. A monitorM is a PIOA. A monitor mediates the communication
between system components Si which are also PIOA. Thus, the the output actions of
each Si are inputs to the monitor, and the monitor has corresponding outputs that it
forwards to the other components. More formally, given an index set I and a set of
components {Si}, i ∈ I , we assume that acts(Si) ∩ acts(Sj) = ∅, for all i, j ∈ I ,
i �= j. Our goal is to model and reason about the external behavior of the monitored
system. Thus, we also assume that internal(Si) = ∅, for all i ∈ I . Since the system
components Si are compatible, we will refer to their composition Πi∈ISi as system S.
A monitored system is the PIOA that results from composing M with S.5

The cost function defined in §3 describes the impact of a monitor on a system. A
cost function is not necessarily bound to a specific security policy, which allows for the
analysis of the same monitor against different policies. In practice, a monitor’s purpose
is to ensure that some policy is respected by the monitored system. In the running
example, the monitor’s role is to ensure that a file is not simultaneously open by two
clients. Furthermore, since each deny action comes with a cost, it is desirable for the
cost of monitoring to be limited. This motivates the need to define a cost security policy.

Given a (monitored) system P , a cost security policy over sig(P ) is a cost function,
i.e., a signed measure Pol on the σ−field FPT generated by cones of traces that range
over sig(P ), i.e., Pol : FPT → [−∞,∞]. When we talk about the signature, actions,
etc. of Pol, we refer to the signature, actions, etc. of P . Cost security policies associate
a cost with each trace. For instance, if a trace t corresponds to a particular enforcement
interaction between a monitor and a client, then Pol(Ct ) = 10 could describe that such
enforcement (i.e., t ) is allowed only if its cost is less than 10. Our definition of policies
extends that of security properties [22]: security properties are predicates, i.e., binary
functions, on sets of traces, whereas we focus on policies that are functions whose range
is the real numbers (as opposed to {0, 1}). We leave the investigation of enforcement
for securities policies defined as sets of sets of traces (e.g., [22,8,19]) for future work.

Given a cost security policy Pol and a scheduler σ the probabilistic cost security
policy pPolσ under σ is defined as pPolσ(Ct ) =

(
εσ,q̄(trace

−1)(Ct )
)
Pol(Ct ).

Cost security policy enforcement. Given a scheduler σ, a cost function cost, a policy
Pol, a monitor M , and a system S (compatible with M ), we say that M n−enforces≤
(resp., n−enforces≥) Pol on S under σ and cost if and only if the probabilistic cost of
the monitored system differs by at most n from the probabilistic cost that the policy
assigns to the traces of the monitored system, i.e.,:(

pcostFσ(M × S)
)
−

(
Ft∈traces(M×S)pPolσ(Ct )

)
≤ n (resp.,≥ n), i.e.,(

Ft∈traces(M×S)pcostσ(Ct )
)
−

(
Ft∈traces(M×S)pPolσ(Ct )

)
≤ n (resp., ≥ n).

5 By assumption, M and S are compatible. In scenarios where this is not the case, one can use
renaming to make the automata compatible [19,3,4].
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We say that a monitor M enforces≤ (resp., enforces≥) a security policy P on a
system S under a scheduler σ and a cost function cost if and only if M 0−enforces≤
(resp., 0−enforces≥) P on S under σ.

The definition of enforcement says that a monitor M enforces a policy Pol on a
system S if the probabilistic cost of the monitored system under some scheduler σ and
cost function cost is less (resp. greater) than or equal to the cost that the policy assigns
to the behaviors that the monitored system can exhibit. We define enforcement using
two comparison operators because different scenarios might assign different semantics
to the meaning of enforcement: One might use a monitor to maximize the value of
a monitored system with respect to some base value, e.g., in our running example, we
may want to give access to as many unique clients as possible since the server is making
extra money by delivering advertisements to them; thus, the monitor has motive to give
priority to every new request for accessing a file. In other cases, one might use a monitor
to minimize the cost of the monitored system with respect to some allowed cost, e.g., we
might want to minimize the state that the monitor and the server keep to provide access
to files, in which case caching might be cost-prohibitive. Without loss of generality in
this paper we focus on ≤; similar results hold for ≥.

Enforcement is defined with respect to a global function F. F transforms the costs of
all traces of a monitored system to a single value. As described in §3, this value could
represent the maximum value of all traces, their average, sum, etc. Thus, F can model
situations where an individual trace might have cost that is cost-prohibited by the policy
(e.g., overheating temporarily), but the monitored system as a whole is still within the
acceptable range (i.e., before and after the overheating the system cools down enough).

In the previous instantiation of our running example, there might exist some trace
t where cost(t) > Pol(t) > −∞, typically when a client keeps asking for a file that
is denied. Although this would intuitively mean that the cost security policy is not re-
spected for that particular trace, it might be the case that M enforces Pol, as long as Pol
is globally respected, which could happen, e.g., if the probability of t is small enough.
This illustrates a strength of our framework: we can allow for some local deviations, as
long as they do not impact the global properties, i.e., overall expected behavior, of the
system. If we wish to constrain each traces, we can define local enforcement, which re-
quires that the cost of each trace of the monitored system is below (or above) a certain
threshold, as opposed to enforcement which requires that the value of some function
computed over all traces of the monitored system is below (or above) a certain thresh-
old. Note that local enforcement can be expressed through a function F that universally
quantifies the cost difference from the threshold over all traces of the monitored system.
Local enforcement could be useful, for example, to ensure that a system never overheats
even momentarily, whereas enforcement would be useful if we want to have probabilis-
tic guarantees of the system; e.g., we accept a 0.001% probability that the system will
become unavailable due to overheating.

A question a security designer might have to face is whether it is possible, given a
boolean security policy that describes what should not happen and a cost policy that
describes the maximal/minimal allowed cost, to build a monitor that satisfies both. This
problem can help illuminate a common cost/security tradeoff: the more secure a mech-
anism is, the more costly it usually is.
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There is a close relationship between boolean security policies (e.g., [22]) and cost
security policies: given a boolean security policy there exists a cost security policy
such that if the cost security policy is n−enforceable then the boolean security policy is
enforceable as well (and vice versa). Specifically, given a boolean security policy P , we
write PolP for the function such that pPolP (Ct ) = 0 if P (t) holds, and−∞ otherwise.
Given a predicate P , if we instantiate function F with the function that returns the
least element of a set and function cost with the function that maps every (trace) cone
to 0, and if M 0−enforces≤ PolP , then any trace belongs to P . In other words, our
framework is a generalization of the traditional enforcement model.

In the other direction, since cost security policies are more expressive than boolean
security policies, we need to pick a bound that will serve as a threshold to classify traces
as acceptable or not. Given a probabilistic cost security policy pPol, a cost function cost,
a scheduler σ and a bound n ∈ R, we say that a trace t satisfies Polcost,n,σ, and write
Polcost,n,σ(t) if and only if pPol(Ct ) ≥ pcostσ(Ct )− n.

Expressing cost security policies as boolean security policies allows one to embed in
our framework a notion of sound enforcement [17]: a monitor is a sound enforcer for
a system S and security policy P if the behavior of the monitored system obeys P . As
described above, one encodesP in our framework as PolP , which returns−∞ if a trace
violates P and 0 otherwise. Sound enforcement can be expressed as 0−enforcement≤
using a global function FP that assigns −∞ to the cost of the automaton composi-
tion that represents the monitored system if some trace has cost −∞, and 0 otherwise.
Specifically, if a monitor soundly enforces P on a system, all its traces will belong to
P and PolP will map them all to 0, which when applied to FP , will result in a global
cost of 0. If the monitor is not sound, then the global cost will be−∞. Thus, a monitor
soundly enforces a boolean security policy P if and only if the monitor 0−enforces≤
the cost security policy PolP under FP and cost( ) = 0.

A notion of transparency is often used to define practically useful policy enforce-
ment (e.g., [17]). Due to space constraints, we discuss this in our technical report [20].

5 Cost Comparison

Given a system S, a function F, a scheduler σ and a monitor M , pcostFσ(M) and
pcostFσ(M×S) are values in [−∞,∞], and as such provide a way to compare monitors.

To meaningfully compare monitors, we need to fix the variables on which the cost
of a monitor depends, i.e., functions F and cost, and the scheduler σ. Difficulties arise
when trying to fix a scheduler for two different monitors (and thus monitored systems),
even if they are defined over the same signature. States of the monitors, and thus their
executions, will be syntactically different and we cannot directly define a single sched-
uler for both. Moreover, since schedulers assign probabilities to specific PIOA and their
transitions, one scheduler cannot be defined for two different monitors.

To overcome this difficulty we rely on the abstract schedulers introduced in §2.3.
Namely, to compare two monitored systems we use a single abstract scheduler which
we then refine into schedulers for each monitored system.6

6 An abstract scheduler τ also provides a meaningful way to compare monitors with different
signatures: calculate the union S of the signatures of the two monitors and (1) use a τ with
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Abstract schedulers allow us to “fairly” compare two monitors, but additional con-
straints are needed to eliminate impractical corner cases. To this end we introduce fair
abstract schedulers. An abstract scheduler τ over the signature of a class of monitored
targetsM× S is fair (w.r.t. comparing monitors) if and only if (1) the monitors get a
chance to respond to targets’ actions infinitely often (i.e., the monitors are not starved),
and (2) for every trace t of a monitored target, every extension t′ of t by a monitor’s
actions, i.e., t′ = t; a with a ∈ extern(M), is assigned the same probability by τ .

Constraint (1) ensures that a fair abstract scheduler will not starve the monitor, i.e.,
the monitor will always eventually be given a chance to enforce the policy. Constraint
(2) ensures that the abstract scheduler is not biased towards a specific monitoring strat-
egy. For example, an unfair scheduler could assign zero probability to arbitrary monitor-
ing actions (e.g., the scheduler “stops” insertion monitors [16]) and non-zero probability
to monitors that output “valid” target actions verbatim (i.e., the scheduler allows sup-
pression monitors [16]). Such a scheduler would be unlikely to be helpful in perform-
ing a realistic comparison of the costs of enforcement of an insertion and a suppression
monitor. There might be scenarios where such schedulers are appropriate7, but in this
paper we pursue only the equiprobable scenario.

Given a system S, a function F, a function pcost, two monitors M1 and M2 with
sig(M1) = sig(M2), an abstract scheduler τ over sig(M1×S), and two schedulers σ1

(for M1×S) and σ2 (for M2×S) derivable from τ , we say that M2 is less costly than a
monitor M1 and write M2 ≤M1, if and only if pcostFσ2

(M2×S) ≤ pcostFσ1
(M1×S).

Note that in the particular case where pcostFσ corresponds to the expected cost of all the
traces in M ×S, the ordering relation≤ roughly corresponds to the notion of “globally
more-efficient” of [10]. A monitor M is cost optimal for a system S if and only if for
all monitors M ′ with sig(M) = sig(M ′), M ≤M ′.

The next theorem formalizes the intuition that a monitor that exploits knowledge
about the scheduler and the cost function should be more cost efficient than monitors
that do not. The theorem shows that such knowledge can be exploited to build a cost
optimal monitor. Note that in the theorem the cost function and scheduler are universally
quantified, i.e., the monitor is cost optimal for any abstract scheduler and cost function.

Theorem 1. Given an abstract scheduler τ and a function F that is monotone8 and
continuous (i.e., it preserves limits), there is a cost-optimal monitor that optimizes its
transitions based on a scheduler σ (derived from τ ) and cost function cost9.

Thm. 1 provides a generic description of the conditions sufficient for constructing a
cost-optimal monitor. In the constructive proof of Thm. 1 we build a monitor that keeps

signature S, and (2) extend each monitor’s signature to S. This is useful when comparing
monitors of different capabilities, e.g., a truncation and an insertion monitor [16], where the
insertion monitor might exhibit additional actions, e.g., logging.

7 This is a similar situation with having various definitions for fairness [15].
8 Given two sets of real numbers X,Y ∈ 2R we write X � Y if and only ∀x ∈ X : ∃y ∈
Y : x ≤ y. We write x � y for {x} � {y}, i.e., x � y ⇔ x ≤ y. We say that a function
f : 2R → R that is monotone if and only if it is monotone under the ordering �, i.e., if X � Y
then f(X) � f(Y ).

9 Proofs can be found in our technical report [20].
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at its state the past execution, and at each state the next transition taken by the monitor
minimizes the expected cost of the trace using σ and cost in its calculation.

Running example. Typically, when a monitor modifies the behavior of the system some
cost is incurred (e.g., the usability of the system decreases, computational resources are
consumed). For instance, in the running example, one way monitors can modify the
behavior of the system is by denying an access to a client. If we assume that each deny
action incurs a cost of 1, then we can define a function costD that associates with each
trace the cost n, where n is the number of denies that appear in the trace.

Moreover, let us assume that (1) F is Sup, and (2) the abstract scheduler τ fol-

lows the pattern
(
[C1, . . . , Cn]; M∗; S; M∗

)∞
as described in §2.4. Assuming we

have two clients C1 and C2, our monitored system is Π = C1 × C2 × M × S. If
M is MDENY , then we refine τ to the scheduler σMDENY ; dually, the scheduler for
MPROB will be σMPROB . The probabilistic cost of the monitored system with MDENY

is supt∈traces(ΠMDENY
) (pcostσMDENY

(Ct )), and similarly for MPROB .
We first observe that with such a cost function, the maximal (i.e., best) reachable

cost is 0, meaning that no deny action is returned. It follows that the cost-optimal mon-
itor never denies any action, and, clearly, this monitor does not generally respect the
requirement that at most one client at a time should have access to a particular file.

Second, we observe that if we assume that C1 and C2 ask for a file after a denied
request with probability p1 and p2 respectively, with p1 < p2, then C1 is less likely to
ask again for a file which has been denied. In this case, it is better to deny an access to
C1 rather than to C2, in order to limit the number of deny actions. Hence, with such a
system, we have MPROB ≤MDENY .

Finally, observe that the last result is sound only under the assumption that schedulers
σMDENY and σMPROB are compatible with τ . If that was not the case, then σMDENY could
starve C2 (or σMPROB could starve C1). This would give MDENY an unfair advantage
over MPROB , and we would have as a result that MDENY ≤ MPROB . Such unfair
comparisons are ruled out by requiring schedulers to be compatible.

6 Related Work

The first model of run-time monitors, security automata, was based on Büchi Au-
tomata [22]. Security automata observe individual executions of an untrusted appli-
cation and halt the application if the execution is about to become invalid. Since then,
several similar models have extended or refined the class of enforceable policies based
on the enforcement and computational powers of monitors (e.g., [12,14,11]).

Recent work has revised these models or adopted alternate ones to more conveniently
reason about applications, the interaction between applications and monitors, and en-
forcement in distributed systems. This includes Martinelli and Matteucci’s model of
run-time monitors based on CCS [21], Gay et al.’s service automata based on CSP
for enforcing security requirements in distributed systems [13], Basin et al.’s language,
based on CSP and Object-Z (OZ), for specifying security automata [1], and Mallios et
al.’s I/O automata-based model for reasoning about incomplete mediation and knowl-
edge the monitor might have about the target [19]. Although these models are richer and
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orthogonal revisions to security automata and related computational and operational
extensions, they maintain the same view of (enforceable) security policies: binary pred-
icates over sets of executions. In this paper we take a richer view assigning costs and
probabilities to traces and define cost-security policies and cost-enforcement, which, as
shown in §4, is a strict extension of binary-based security policies and enforcement.

Drábik et al. introduce the notion of calculating the cost of an enforcement mecha-
nism [10], based on a relatively simple enforcement model that does not include in-
put/output actions or a detailed calculation of the execution probabilities. To some
extent, the notion of cost security policy defines a threshold characterizing the maxi-
mal/minimal cost reachable, while taking the probability of reaching this threshold into
account. Such a notion of threshold is also used by Cheng et al., where accesses are
associated with a level of risk, and decisions are made according to some predefined
risk thresholds, without detailing how such policies can be enforced at runtime [7]. In
the context of runtime enforcement, Bielova and Massacci propose to apply a distance
metrics to capture the similarity between traces [2], and we could consider the cost
required to obtain one trace from another as a distance metrics.

An important aspect of this work is to consider that a property might not be lo-
cally respected, i.e., for a particular execution, as long as the property holds globally.
This possibility is also considered by Drabik et al., who quantify the tradeoff correct-
ness/transparency for non-safety boolean properties [9]. Caravagna et al. introduce the
notion of lazy controllers, which use a probabilistic modeling of the system in order to
minimize the number of times when a system must be controlled, without considering
input/output interactions between the target and the environment as we do [5].

7 Conclusion

We have introduced a formal framework based on probabilistic I/O automata to model
and reason about interactive run-time monitors. In our framework we can formally rea-
son about probabilistic knowledge monitors have about their environment and combine
it with cost information to minimize the overall cost of the monitored system. We have
used this framework to (1) calculate expected costs of monitors (§3), (2) define cost se-
curity policies and cost enforcement, richer notions of traditional definitions of security
policies and enforcement [22] (§4), and (3) order monitors according to their expected
cost and show how to build an optimal one (§5).
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Zannone, N. (eds.) ESSoS 2011. LNCS, vol. 6542, pp. 73–86. Springer, Heidelberg (2011)



Probabilistic Cost Enforcement of Security Policies 159

3. Canetti, R., Cheung, L., Kaynar, D., Liskov, M., Lynch, N., Pereira, O., Segala, R.: Task-
structured probabilistic I/O automata. Technical Report MIT-CSAIL-TR-2006-060 (2006)

4. Canetti, R., Cheung, L., Kaynar, D., Liskov, M., Lynch, N., Pereira, O., Segala, R.: Task-
structured probabilistic i/o automata. In: Proceedings of 8th International Workshop on Dis-
crete Event Systems, pp. 207–214 (2006)

5. Caravagna, G., Costa, G., Pardini, G.: Lazy security controllers. In: Jøsang, A., Samarati, P.,
Petrocchi, M. (eds.) STM 2012. LNCS, vol. 7783, pp. 33–48. Springer, Heidelberg (2013)

6. Chatterjee, K., Doyen, L., Henzinger, T.A.: Quantitative languages. In: Kaminski, M., Mar-
tini, S. (eds.) CSL 2008. LNCS, vol. 5213, pp. 385–400. Springer, Heidelberg (2008)

7. Cheng, P.-C., Rohatgi, P., Keser, C., Karger, P.A., Wagner, G.M., Reninger, A.S.: Fuzzy
multi-level security: An experiment on quantified risk-adaptive access control. In: Proceed-
ings of the 2007 IEEE Symposium on Security and Privacy, pp. 222–230 (2007)

8. Clarkson, M.R., Schneider, F.B.: Hyperproperties. J. Comput. Secur. 18(6), 1157–1210
(2010)
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Abstract Credential-based and policy-based access control, also called
trust management, is an elegant solution for access control in open de-
centralised systems. Existing solutions support very expressive policy
languages, but suffer from usability and privacy issues. We present a
light extension of Datalog-based trust management that supports both
legacy authentication mechanisms and anonymous credentials. We mo-
tivate our design decisions and demonstrate the effectiveness of our lan-
guage through a prototype implementation.

1 Introduction

One of the fundamental assumptions of access control for traditional, central-
ised systems, is that authorisation must be preceded by identity authentication
[1,2]. This assumes a closed world, in which all legitimate users of the system are
known. It is often said that these assumptions do not hold in open, decentralised
IT systems such as the Internet, where strangers may legitimately access re-
sources from a service [3]. Credential-based and policy-based access control, also
called trust management, is an elegant solution for access control in such sys-
tems [4,5]. In this approach, authorisation is based on public-key credentials that
prove possession of properties such as age, nationality, or group membership. Au-
thority over these properties may be delegated to third parties, and the precise
requirements and conditions for access, as well as the information conveyed by
the credentials themselves, are expressed in a high-level machine-readable policy
language.

The most serious concern of trust management is its lack of privacy man-
agement.1 If anything, trust management, with its emphasis on combining trust
information from multiple identity providers, is arguably more privacy invasive
than existing authentication mechanisms, such as passwords and identity certi-
ficates. In traditional trust management, credentials are atomic objects, and one
cannot choose what to disclose during a transaction. As a result, users will often
disclose more information than strictly necessary.

Mostly independently of trust management, the cryptographic community
challenged the traditional approach of identity-based authorisation preceded by

1 This weakness is shared by the more general concept of public-key infrastructures [6],
of which trust management is an instance.
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authentication, through the concept of anonymous credentials [7,8]. Their mo-
tivation lay in the need to minimise the leakage of personal information when
using public-key certificates. Anonymous credentials allow for efficient proofs of
credential ownership, i.e., of rights or certified attributes. This is achieved in a
way that avoids disclosure of unnecessary information, such as attributes which
are irrelevant to the access request. Moreover, the use of anonymous credentials
is untraceable — a proof of credential ownership is unlinkable (except possibly
via its disclosed attributes) to the issuing transaction trace, or to other proof
traces of credential ownership. The integration of authorisation with authentic-
ation also affects secure session-key establishment. Traditional PKI-based key
exchange and password-based key exchange [9] generate matching keys for valid
identity certificates or matching passwords respectively — they abort or pro-
duce non-matching keys otherwise. Recently, this has been extended to much
more expressive access-control policies [10,11], however, without considering a
high-level policy language.

There is a striking complementarity between trust management and anonym-
ous credentials. While trust management is hindered by privacy concerns, a
weakness of anonymous credentials is their barebone cryptography, and the
integration challenge this poses [12,13]. Somewhat independently, researchers
from both the trust-management and trust-negotiation communities, and the
cryptography community, designed two policy language proposals, ATNL [14]
and CARL [15], aiming to overcome these weaknesses. We revisit these two ap-
proaches, and focus on a small feature subset; we support anonymous clients,
which is a core feature of CARL, but only mentioned as a possible extension
in ATNL. We implicitly rely on HTTPS and the web browser’s certificate man-
agement as the main client-side policy. Unlike ATNL we do not support trust
negotiation, but we do support a weak form of policy hiding [16]. More precisely,
we provide annotations which can be used to hide constants in the service’s policy
(e.g., passwords).

Contributions. We specify a policy language (§3.1) for specifying the service-
side access control policy as well as the policy’s disclosure requirements relating
to the user’s credentials. The language is a light extension of Datalog (§3.1).
It also provides an abstraction for credentials that encompasses both digitally
signed credentials as well as unsigned data items. Using Datalog is advantageous
because it is well-studied and has a well-understood semantics, and by staying
close to Datalog our language is more interoperable and extensible with other
policy language research. Our extension supports both anonymous scenarios,
as well as scenarios in which an identifier for the user is revealed and linked to
prior sessions of the user. Similarly we support both scenarios with cryptographic
credentials and legacy scenarios in which users authenticate purely through their
knowledge of secret constants in the service’s policy (e.g., passwords).

In addition to the language, we specify a service-side mechanism (§3.1), based
on logical abduction [17], for extracting credential requirements. Abduction is
a well-understood form of logical inference. Intuitively, it involves finding hypo-
theses which, taken together, can lead to a specific conclusion being deduced.
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In our setting, abduction refers to the process of finding which combinations of
credentials suffice to satisfy the access control policy for a specific request.

We implemented a prototype which includes both service and client compon-
ents. The service-side component includes an API intended to assist in devel-
oping and maintaining web applications, by programmatically generating web
interfaces from the service’s policy. The client component consists of a browser
plug-in which manages credentials, and interacts with the service, under the
user’s supervision.

Our prototype also implements a protocol (§3.2) based on logic resolution,
zero-knowledge proofs, and secure two-party computation, for checking if a set
of credentials satisfy given credential requirements. The requirements may spe-
cify (signed or unsigned) service secrets (such as a password, or a stored credit
card number, or a memorable date). The protocol ensures that the information
leaked to either party (about the service’s requirement and the user’s attempt to
satisfy it) depends only on the policy and the available cryptographic mechan-
isms, and not on artifacts of the language and the protocol flow. Advanced cryp-
tography can restrict leakage to the absolute minimum required by the policy.
For backward-compatibility our protocol gracefully degrades to the strongest
mechanism supported by both the client and the server – in the worst-case, this
consists of simple web-form posts protected by server-authenticating HTTPS.

2 Background

Trust Management. We start by outlining some trust-management scenarios
and their formalisation in Datalog. We label scenarios to facilitate reference in
later sections.

Our first scenario, Discount, is based on an example used by Camenisch
et al. [15] in the description of their CARL system, encoded in our syntax as
follows:

can discount() :–
x .StudentID(. . . , [year ], . . .),
EducationBoard.UniversityID(x , . . .),
PittsbghTheater.DiscountCred(. . . , expDate),
expDate > today() .

In this scenario, an anonymous user qualifies for a discount if she is a student
at an EducationBoard-accredited university, and if they possess a (non-expired)
discount credential from PittsbghTheater. Our syntax is based on Datalog,
which is described in more detail in §3.1. Here we give a quick outline of its
presentation. We use typefaces to distinguish types of information. Constants
are shown in monospace, variables in italics, and predicate and function names
in sans. An atom consists of a predicate applied to terms (formed out of con-
stants and variables). Predicates shown in bold sans denote credentials. The
prefix parameter of credential predicates denotes the issuer of the credential, e.g.
PittsbghTheater. Any of an atom’s parameters may be decorated by square or
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angular brackets; these indicate the disclosure mode (§3.1) of that parameter—
for instance, square brackets around a parameter encode the requirement for the
user to reveal the parameter’s value to the service. Principals are identified with
their public keys (which is encoded as a constant). As a result, we write Alice

or Alice interchangeably. The satisfaction of the policy shown above would en-
tail the disclosure of the year value (from the user’s StudentID credential) to
the service. On the other hand, the service does not learn the precise value of
expDate—the service only learns that expDate is in the future.

The above scenario uses delegation or certificate chains. Current state of the
art anonymous credential systems do not support hiding public keys, and there-
fore do not allow users to hide their university in this scenario. Our language
is technology-neutral—as is that by Camenisch et al [15]. New cryptographic
schemes may hide more information, while legacy technologies, such as X.509,
are traceable and have to reveal all.

In scenario Booking, user Alice wishes to purchase flight tickets using
SmartAir’s web service. As seen from her side, after picking a flight she is led to
a web page showing her different options for payment, for identification at the
airport, for collecting air-miles using a frequent flier program, and for redeeming
discount vouchers. SmartAir’s policy includes:

id() :–
isId([idn ], [sur ], [dob], [nat ], [exp]),
exp − curTime() ≥ 6 months.

isId(idn , sur , dob, nat , exp) :–
x.ePassport(idn , sur , dob, nat , exp, biomData),
isEPassportIssuer(x).

isId(idn , sur , dob, nat , exp) :–
x.passport(idn , sur , dob, nat , exp).

The access request id() succeeds if the user is identifiable to the system. A user is
identifiable if she can present a passport, of which there are two kinds. The first
is an ePassport credential. Such a credential needs to be signed by a suitable
issuer (to whom authority is delegated). The above policy does not require the
disclosure of biometric data (biomData) from ePassport when the user makes
the access request id().

Alternatively, the user could present a passport credential, which is self-
asserted—that is, the user instantiates x herself. Self-asserting is comparable to
the currently pervasive method, where people type information into web forms,
and provide no other proof of ownership (in addition to presenting the passport
at the gate, in this setting). We use this device to make our system backward-
compatible, by allowing website designers to continue to support, or offer a
transition from, unauthenticated form-based input. If the rules of the policy can
be satisfied by self-asserted credentials, then the input to these credentials can
be drawn from a form that is generated from the policy itself. A service can
benefit from our system even if most of their clients do not install the plug-in, as
the same mechanism for synchronising the policy with the user-interface can be
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used. Once the form is posted to the service it will check if the policy is satisfied
by the user’s input, and grant access accordingly.

In scenario Manage we assume that Alice has successfully booked a flight
from SmartAir in the past, and now wishes to manage her flight (e.g., specify
her dietary requirements). The relevant portion of SmartAir’s policy is shown
next.

manageFlights(email ) :–
storedIdNum(email , idn),
isId(〈idn〉, sur , dob, nat , exp).

The angular brackets surrounding idn stipulate a service secret. This snippet
expresses that if a user possesses some identification credential which is linked
to an email address (supplied by the user when purchasing a flight) and if that
user knows the credential’s idn , then she may manage that flight. In the case of
passport this credential would be self-asserted.

Anonymous Credentials. The privacy-friendly extension of trust management
relies on anonymous credentials, also called private-key certificates, minimum
disclosure tokens or minimum disclosure credentials [18,19]. Conceptually an
anonymous credential is a zero-knowledge proof of knowledge (and thus posses-
sion) of a conventional cryptographic credential, i.e. of a public-key certificate.
Efficient instantiations of anonymous credentials make use of zero-knowledge
proofs of knowledge (ZKPK) of discrete logarithm relations [20,21] and dedic-
ated protocols for proving knowledge of signatures [22].

For instance, using the notation of Camenisch et al [23] for Discount,
let σ1, σ2, σ3 denote the signatures by PittsbghU, EducationBoard and
PittsbghTheater certifying the relevant credential attributes. Let Vrf denote
the predicate corresponding to the verification algorithm, which given a public
key, a signature, and a list of messages, verifies the validity of these signatures.
In cryptographic notation we write

Kσ1, σ2, σ3, . . . , expDate.

Vrf(PittsbghU, σ1, (StudentID, . . . , 2012, . . . )) ∧
Vrf(EducationBoard, σ2, (UniversityID, PittsbghU, . . . )) ∧
Vrf(PittsbghTheater, σ3, (DiscountCred, . . . , expDate)) ∧
expDate > today()

for the proof goal related to student and discount credentials. Multiple proofs
by the same user are unlinkable, as the signatures themselves are hidden by
the ZKPK. Note also the inclusion of the predicate names, StudentID and
DiscountCred, among the messages for distinguishing different types of cre-
dentials by the same issuer. Moreover, only these labels, the issuer public keys,
and the student’s matriculation year (2012) are explicitly revealed to the service
(since the other parameters are bound by the K-quantifier).

Strictly speaking, revealing σ2 would not affect traceability much if PittsbghU
is already revealed. Novel cryptographic techniques [24], however, allow hiding
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the intermediary public keys in certification chains, albeit at some performance
costs.

3 A2Z

We describe our policy language with a focus on strong cryptographic privacy
protection. We call our system A2Z both for its backward compatibility and
for its prototype which combines attribute-based credentials (ABC) with secure
two-party computation (2PC) and zero-knowledge proofs of knowledge (ZKPK).
Architecture. Our system’s architecture is sketched in Fig. 1, and the flow
between components is described next.
1. The user submits an access request to the service, typically via her web
browser.
2. The web application itself is policy-neutral, except for a mapping from the
request to one or more corresponding query predicates. This mapping is used
to invoke the A2Z backend, which runs abductive queries against the service’s
local access policy. Both the query predicates and the policy are written in
Datalog. Intuitively, the result of an abductive query is a formula that describes
the minimal sets of missing credentials that would make the query true if the
credentials were added to the policy.
3. The credential requirements, i.e., the abductive answers, are employed in two
related tasks. First, they are enriched with presentational guidance provided by
website developers to build a service specific user interface stub. Second, they
are serialised to XML and sent back to the user’s browser. For legacy clients
without the plug-in, the answers are filtered for self-asserted credentials and the
interface is already fully functional; thus steps 4-7 are skipped.
4. The A2Z browser plug-in recognises the incoming credential requirements,
deserialises them, and runs them as deductive queries against the user’s set of
credentials. User credentials are Datalog assertions that may be unsigned, self-
signed, or signed by third parties. The answer of a deductive query is a (possibly
empty) set of Datalog proof trees. The root (or the conclusion) of each proof
tree is the original query (i.e., a credential requirement), and the leaves are user
credentials. Resolution [25] is the sole rule in this proof calculus.
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5. At this point, the client knows whether the user’s credentials can in principle
satisfy the credential requirements. The whole transaction fails if at least one
requirement cannot be met. Otherwise, the client shows the user the information
which will be disclosed to the service. This includes the client’s guesses for the
service’s secrets. A credential requirement may be satisfied by different sets of
credentials, and the service may restrict the number of allowed guesses, e.g., for
passwords, so the user is given the choice to select which set they wish to use.
6. A cryptographic ZKPK is computed by the client and sent to the service. The
ZKPK proves to the service that the client possesses credentials that satisfy the
credential requirements, without revealing any further information.

If the credential requirement contains shared secrets, a two-party computation
(2PC) could be carried out to establish if the deductive answers selected by the
client match the ones expected by the service. The protocol ensures that the
client’s guess is not leaked to the service, and the service only learns whether
the match succeeds. The ZKPK guarantees that the guesses made by the user
in the 2PC are consistent with her credentials.
7. The service verifies the integrity of the client’s ZKPK and the outcome of the
2PC and checks it against the original credential requirements.
8. If all satisfaction checks succeed, the service grants the user access to the
requested resource. The information revealed by the ZKPK may also be used for
further processing.

3.1 Computing Credential Requirements

We now elaborate Steps 1 – 3 from Fig. 1.

Datalog. We use Datalog [26] as a common language for expressing both the
policy of a service, as well as user credentials.

A Datalog atom, ranged over by P , has the form p(−→e ), where p is a predicate
name and the parameters −→e are a sequence of variables x and constants C
matching the arity and type of p. We fix a subset of predicate names called
constraint predicate names ; an atom constructed from such a predicate name
is a constraint. We also fix a unary relation � on ground (i.e., variable-free)
constraints [27], e.g. � 1 < 2.

A Datalog clause γ is either a non-constraint atom, or a rule of the form
P :–P1 ∧ . . . ∧ Pn, for some n ≥ 1, where P1, . . . , Pn are atoms, and P is a non-
constraint atom. The atom P is called the head, and the conjunction of atoms
P1 ∧ . . . ∧ Pn is called the body of the clause. The turnstile “:–” can be read as
“if”. A Datalog program Π is a finite set of clauses.

Definition 1. A program Π entails a ground atom P (we write Π � P ) if either
P ∈ Π, or P is a constraint and � P holds, or there exists a ground instance
P0 :– P1 ∧ . . . ∧ Pn of some rule γ ∈ Π, such that P = P0 and Π � Pi, for all
i ∈ {1, . . . , n}.

A query is a formula ϕ over atoms, possibly involving conjunction (∧), disjunc-
tion (∨), and existential quantification (∃). Variables occurring in a query are
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free if they are not bound by an existential quantifier. A query is closed if it does
not contain any free variables. We extend the entailment relation to queries in
the standard way. For instance, the query ∃x. a(x, [y], z1, 〈z2〉) is satisfied by any
instance of credential a where the third and fourth parameters are the constants
z1 and z2 respectively. Operationally, the first parameter is kept private by the
client, and the second parameter is revealed to the service.

Definition 2. The answers ansΠ(ϕ) of a (possibly non-closed) query ϕ, with
respect to program Π, is a set of variable substitutions θ such that Π � ϕθ. Fur-
thermore, whenever Π � ϕθ′ for some substitution θ′, there exists θ ∈ ansΠ(ϕ)
such that ϕθ = ϕθ′.

Definition 3. The abductive answers abdΠ(ϕ) of a closed query ϕ with respect
to a program Π is a set of closed formulas ρ of the form ∃−→x . P1 ∧ . . . ∧Pn such
that the following hold:

1. Π ∪ {P1, . . . , Pn}θ � ϕ, for all substitutions θ that ground −→x .

2. If Π ∪ −→P � ϕ for some finite set of ground atoms
−→
P , then there exists

a formula ∃−→x . P1 ∧ . . . ∧ Pn in abdΠ(ϕ), and a substitution θ such that

{P1, . . . , Pn}θ ⊆
−→
P .

For both ans and abd, there are algorithms [28] that compute theminimal answer
sets, i.e., only the most general substitutions for ans, and the smallest formulas
for abd.

Policies and Credentials.We fix a subset of predicate names, called credential
predicate names. To distinguish them from ordinary predicate names for the
purpose of this paper, we write credential predicate names in bold. All credential
predicate names have an arity of at least 1, and the first parameter identifies the
issuer. Intuitively, this is the principal (identified by a public key) who vouches
for an atomic statement. We write e.p(−→e ) as syntactic sugar for p(e,−→e ).

A policy rule is a Datalog clause, and a policy is a Datalog program. A cre-
dential is a Datalog clause involving only credential predicate names. The issuer
of the credential is the issuer of its head, and is required to be ground. On the
abstract level of the policy language, there is no distinction between policy rules
and credentials, other than the restriction on predicate names occurring in cre-
dentials. On the implementation level, though, credentials are signed with the
issuer’s private key, and can be verified with the issuer’s public key. Policy rules,
on the other hand, need not be signed, even if their heads involve credential
predicates.

An access request to a service is expressed as a ground atom P (cf. Step 1,
Fig. 1).

Definition 4. Let Π be a service’s policy. Its credential requirements
credReqΠ(P ) for access request P is defined as {ρ ∈ abdΠ(P ) | ρ only in-
volves credential predicates and constraints }. A set Γ of credentials satisfies
credReqΠ(P ), iff there exists ρ ∈ credReqΠ(P ) such that Γ � ρ.
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Intuitively, the credential requirements specify which combinations of credentials
a user needs to possess in order for the access request to be granted. More
precisely, it specifies the credential sets that, if added to Π , would be sufficient
for proving P (cf. Step 2, Fig. 1). This is formalised by the following proposition.

Proposition 1. Let Π be a policy, Γ a set of credentials, and P an access
request. Γ satisfies credReqΠ(P ) iff Π ∪ Γ � P .

Disclosure Modes. Our policies specify not just the credentials required for
access, but also the disclosure requirements for the credentials’ parameters. This
is expressed by means of tags placed on the parameters of atoms which occur in
credential requirements. These tags are called disclosure modes, of which there
are three:

1. An unadorned parameter e denotes no service-side disclosure requirements
for this parameter. If e is a constant, it is transmitted to the user in plaintext.
If it is a variable, the user may hide the actual value of this parameter using
a zero-knowledge proof.

2. If x is a variable, then [x] denotes a parameter that must be revealed, i.e., the
user is required to disclose the corresponding constant value in the credential.

3. If C is a constant, then 〈C〉 denotes a parameter that is a service secret, i.e.,
a value (such as a passcode or a stored credit card number) that the service
does not wish to disclose to the user unless the user can guess the value.

Recall that the credential requirements are computed dynamically from the
policy for a specific access request. The disclosure modes within the creden-
tial requirements are computed from the policy during the same process. To
ease integration with existing Datalog processing tools, we encode the dis-
closure modes as extra predicate parameters. Every “normal” predicate para-
meter, apart from the issuer, is associated with a disclosure mode parameter
in the same predicate. The disclosure mode parameter can take the values
reveal and secret, or it can be a variable—this encodes a “don’t care” dis-
closure mode, which in practice means that the user can keep the corresponding
value private. For instance, the adorned atom S.p(〈123〉, 4, x, [y]) is encoded as
S.p(123, secret, 4, dm1, x, dm2, y, reveal). This encoding allows the disclosure
modes to be propagated automatically during the abduction process.

We also slightly modify the specification of credReq such that for all ρ ∈
credReqΠ(P ), reveal-variables [x] in ρ are not existentially quantified; i.e., they
remain free in ρ. Furthermore, secret parameters 〈C〉 in ρ are implemented as
fresh, mutually distinct, variables. As a result, when the user’s client application
receives ρ, it knows which variables are secret parameters, but it cannot infer
the original secret value. As we shall see later, ρ will be used by the client as
a Datalog query, so the answers of ρ will provide ground instantiations of all
reveal and secret parameters.
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Example 1. Consider the following policy fragment of PittsbghTheater, adap-
ted from Discount:

free entry() :– PittsbghU.StudentID(name, [course], . . .),
PittsbghTheater.Receipt(name, 〈code〉, date, . . .),
Winning(code),
today()− date ≤ days(7) .

Winning(1234).

This policy captures a scheme run by PittsbghTheater to allow a PittsbghU

student to attend a show for free if (i) that student has already attended a
show at PittsbghTheater during the last week (and possesses a receipt for it),
(ii) the receipt is linked to the student’s ID credential via the student’s name,
(iii) the student’s receipt contains a specific (winning) code value (which the
service does not want to reveal to the client), and (iv) the student is willing to
reveal their degree programme to the service. The credential requirements for
the access request free entry() is the singleton set containing the formula

∃ date, name. PittsbghU.StudentID(name, [course], . . .) ∧
PittsbghTheater.Receipt(name, 〈1234〉, date, . . .) ∧
today()− date ≤ days(7)

In the credential requirements sent to the client, ‘1234’ is blanked out.

Sending Credential Requirements to the Client. In the simplest case,
upon receiving the user’s access request P , the service computes credReqΠ(P )
and sends it to the client (Step 3, Fig. 1), which then computes the credential
sets that satisfy the credential requirements, and presents them to the user to
choose from.

In scenarios where credReqΠ(P ) is large, or if there are many ways for satis-
fying each ρ using the user’s credentials, then the interactive credential picking
process (Step 6, Fig. 1) will be unwieldy since various combinations of credentials
will be displayed to the user.

Example 2. Let credReqΠ(P ) be the set {ρ1, ρ2}, where ρ1 := ∃x. a(x, [y])∧b([z])
and ρ2 := ∃x. b(x) ∧ b([y]) ∧ x �= y. Recall that multiple requirements ρ ∈
credReqΠ(P ) are interpreted as a big disjunction—in this example, the user can
derive P using their credentials Γ iff Γ � ρ1 ∨ ρ2.

Now let Γ be the following collection

{a(1, 2), a(2, 3), b(1), b(2), b(3), b(4)}

Then the user will have to pick among 14 choices: 2× 4 for ρ1, and
(
4
2

)
for ρ2.

To make the selection less unwieldy, we can ask the user to “preselect” which ρ ∈
credReqΠ(P ) they aim to satisfy. To support this, the service could dynamically
generate a web form from credReqΠ(P ) that displays the disjunction of different
requirements ρ in a human-readable format, and lets the user pick exactly one ρ
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to satisfy. In our implementation, credential atoms in the policy are annotated
with meta-information (such as descriptive strings) that is carried along during
the abduction process. In this way, the code that produces the web form can be
kept completely policy-agnostic. Fig. 2(a) shows an example screenshot of such
a form.

3.2 Satisfaction Check and Credential Picker

We now elaborate Steps 4 – 5 in Fig. 1. In addition to the credential requirements,
a service may also push additional credentials to the user. Such credentials are
usually used for delegation of authority by the service. Let Γ be the set consisting
of the user’s credentials in union with the pushed policy rules from the service.

For each ρ ∈ credReqΠ(P ), the client computes an answer set Θρ = ansΓ (ρ)
(Step 4, Fig. 1). (User credentials do not contain disclosure modes, and the
computation of ans ignores the disclosure modes in ρ.) Note that every θ ∈ Θρ

is a substitution that grounds precisely the reveal and secret variables in ρ.
(Unadorned variables are implicitly ∃-bound since they are kept private to the
client.)

Example 3. Continuing from Example 1, imagine that Alice, a student, turns up
at the theatre with the following credentials:

cr1 = PittsbghU.StudentID(Alice, CS, . . .).
cr2 = PittsbghTheater.Receipt(Alice, 9876, 12/12, . . .).
cr3 = PittsbghTheater.Receipt(Alice, 1234, 13/12, . . .).

Assuming that the date-interval constraint is satisfied, then following the local
satisfaction check we find that the singleton credential requirement seen earlier
can be satisfied in two ways:

{(code �→ 9876, course �→ CS), (code �→ 1234, course �→ CS)}

Now the user is asked to pick an answer θ from
⋃

ρ Θρ to disclose to the ser-
vice (Step 6, Fig. 1). The challenge here is to provide a user-friendly interface
that graphically represents the disclosure concisely and yet informatively. One
option would be to display each combination of ρ and θ (where ρ ∈ credReqΠ(P )
and θ ∈ Θρ) as a row of cards. Each card corresponds to an atom in ρ, contain-
ing fields with friendly descriptors of the issuer, the predicate name, and the
other parameters of the atom (with variables instantiated by θ). Visual cues
(e.g. colours or typographic markup) could be used to distinguish hidden (i.e.,
existentially quantified) values from revealed parameters and service secrets.

For each such row of cards, the representation can be switched to an advanced
view, which additionally displays all credentials involved in proving ρθ, and again
uses markup to show precisely what is, and what is not, disclosed to the service.
This is useful because, as we shall see below, not only ρθ is disclosed to the
service, but, depending on the employed technology, so will the issuers and the
basic structure of the credentials involved.
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The user can then pick one answer and consent to disclosure. Continuing from
Example 3, Alice’s choice of credentials must include cr1 (from which ‘course =
CS’ is disclosed to the service), and additionally either cr2, or cr3. Only the latter
will lead to a successful match for code.

3.3 Verification of User Credentials

We now turn to Steps 6 – 8 in Fig. 1. The user needs to convince the service
that her guesses in θ were correct and that she possesses credentials that let her
derive ρθ, where ρ ∈ credReqΠ(P ). If the user were unconcerned about privacy,
the client could just send a subset of the user’s credentials Γ ′ ⊆ Γ , such that
Γ ′ � ρθ, to the service, together with the proof conclusion ρθ itself.

However, this solution would disclosemore credential information to the service
than necessary. To see how to minimise the amount of information disclosed, first
consider the set Γ ′ ⊆ Γ of credentials involved in proving ρθ, i.e., Γ ′ � ρθ. Note
that we can uniformly and injectively rename constants and predicate names−→e in

Γ ′ to fresh variables
−→
f .2 This renaming is restricted to constants and predicate

names which do not occur in ρθ. This produces an “obfuscated” set of Datalog

clauses Γ K= Γ ′[
−→
f /−→e ]. Since the renaming is injective, Γ K� ρθ holds.

Now the client sends descriptions of Γ K, ρ and θ to the service, together with a
ZKPK that Γ Kis an obfuscation of valid credentials that the user possesses. More
precisely, the proof states that there exist constants and predicate names −→e , such
that the user possesses signed credentials for Γ K[−→e /−→f ]. In order to be able to
construct a zero-knowledge proof of knowledge (ZKPK) of such statements, we
also require that the renaming leaves all issuer constants occurring in Γ ′ intact.

When issuing cryptographic credentials, issuers serialise the Datalog clauses
in Γ to tuples,3 to encode them using anonymous credential techniques [22,24].
Users can then use standard ZKPK techniques to produce a proof [29,30]. The
service then proceeds to check that the following conditions hold:

1. ρ ∈ credReqΠ(P ). (Ensuring that the user’s proof conclusion corresponds to
a credential requirement.)

2. For all reveal-variables [x] in ρ, θ(x) is a constant. (Ensuring that reveal
parameters are indeed revealed.)

3. For all secret-variables 〈C〉 in ρ, θ(〈C〉) = C. (Ensuring that the service
secrets are matched by the user.)

4. Γ K� ρθ (Ensuring that the obfuscated credentials are sufficient for proving
the conclusion.)

5. The zero-knowledge proof is valid and indeed proves that the user possesses
credentials that can be renamed to Γ K.

If all these checks succeed, the service is convinced that the user possesses valid
credentials that satisfy the credential requirements (including the disclosure re-

2 Recall that in the credential signatures, predicate names are encoded as constants.
3 For instance, A.p(x) :– B.q(x, 3), C.r(x) could be encoded as a tuple (p, A, x,−, q, B, x,
3,−, r, C, x) signed by A, which can also be easily decoded back into a Datalog clause.
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(a) Form synthesised auto-
matically from the underlying
policy, using the presentational
guidance written into the web
application.

(b) Mocked-up credential picker for
scenario Manage. The fields are col-
oured depending on their disclosure
mode. In this case only the Course and
ID Number are revealed, and the mark-
up indicates that the latter is a service
secret (described in §3.1).

Fig. 2. User interface

quirements). The service does not learn anything more about the user’s creden-
tials apart from what is leaked by Γ K– essentially, the number of rules, the
length of the rule bodies and the arities of the predicates (and even these could
be hidden by padding), the issuer public keys, and the constraints between vari-
ables, constants and predicate names. To protect the clients, she can match her
guesses against the server’s secrets using a secure two-party computation pro-
tocol (2PC), such as the protocol by Kissner et al. [31]. Instead of revealing θ
in the clear she can verifiably encrypt its values [32] such that they are only
revealed in case of a match.

4 Related Work

Several policy languages for enabling the use of zero-knowledge proofs and
anonymous credentials have been proposed. One of the most closely-related
languages to our own, is the card-based access-control requirements language
(CARL) [15]. This also inspired the work by Ardagna et al. [12], who extended
existing open technologies (rather than produce a new language as in CARL).
Also based on CARL is the work by Camenisch et al [33] on the ABC4Trust
project, who give a sweeping description of a comprehensive language frame-
work. Other related work includes that by Ardagna et al [34], who employ a
sophisticated system of weighting attribute values by their sensitivity.
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Another closely related work is the attribute-based trust negotiation language
(ATNL) [14] for automated trust negotiation (ATN) between parties unfamiliar
with one another. ATNL is based on the RT family of languages, which are
based on Datalog. ATNL’s more fine-grained regard of credential information
helps mitigate avoidable failures in ATN. That is, instead of entire credentials,
only attributes, or proofs (of attributes, or of credentials) need be revealed during
negotiation. Other protocols, employed by ATNL and described by Frikken at
al [16], allow more hiding of policy information than our system, but this comes
at an increased complexity cost. Instead of using abductive inference, Lee et
al [35] describe a method which casts the problem as pattern-matching.

Both CARL and ATNL support advanced cryptographic features which we
currently do not. ATNL specifies a much more sophisticated protocol than ours—
we rely on the human user to decide whether to submit credentials to the service.
We contend that our approach offers an appealing mix of privacy features and
pragmatism. For instance, our approach focuses on browser-based usage and
makes it clearer how to support legacy authentication and authorisation meth-
ods, by providing the means to extract Web content (e.g., forms) from access
policies. We argued that this allows services to support traditional, as well as
more privacy-aware end-user technologies, within the same framework.

5 Conclusion

Datalog-based languages are simple to understand and use, and this makes them
appealing. We have made a small extension to Datalog to interpret annotations
related to disclosure; these annotations restrict the disclosure of information from
the server to the client, and vice versa. We also found it useful to use the access
policy as the basis of the user interface; this also ensures that the UI is consist-
ent with the policy. Furthermore, should the client not have the browser plug-in
installed, the system degrades gracefully: the server could produce a form-based
interface for the user to fill out (simulating self-asserted credentials), instead of
relying on the plug-in to carry out the cryptographic protocols. Should the user
have the plug-in, the authentication and authorisation steps are fully-automated,
and the user will be informed (prior to disclosure) about which information is
being protected. The actual cryptographic protocols used in implementations of
the architecture can vary, and the degree of disclosure of data will vary accord-
ingly. In future work we would like to experiment with different cryptographic
technologies in addition to the basic support implemented in our prototype. This
includes tighter integration with secure session establishment and server authen-
tication. We would also like to experiment with improving the usability of the
prototype, including at the server end, and look for ways to improve integration
with existing technologies, and facilitate deployment.

Acknowledgements. We thank Jason MacKay, Zhenqin Chuo, George
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viewers for their comments.
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Abstract. Protection of today’s interconnected and complex informa-
tion infrastructures is of high priority. Traditionally, protection means
robustness: preventively identify the threats to business processes and
propose countermeasures within the context of a risk analysis. This,
however, only covers known risks having punctual effects upon the IT
infrastructure. In contrast, the notion of resilience, as a refinement of
trustworthiness, is getting attention both in academia and within orga-
nizations as a denominator to move beyond survival and even prosper
in the face of adverse conditions. This paper reports on ongoing work
towards the development of PREDEC, a detective framework to realize
resilience in the context of business processes. Specifically, it firstly moti-
vates the need for operational resilience and corresponding tool support
at the level of processes. Secondly, it sketches the operation and building
blocks of PREDEC, which currently employs process mining techniques
to analyze process event logs to assess systems’ resilience. Finally, it de-
scribes the intended evaluation steps to be undertaken once PREDEC is
completely implemented.

Keywords: Operational Resilience, Automated Detection, Process In-
telligence, Resilient BPM.

1 Introduction

The intensive use of densely interconnected and complex IT-systems incurs risks
with increasingly severe disruptive effects. Today, most decision makers, either
public administrators or private organizations, have come to understand that
protection of information systems is of high priority. But the expanding land-
scape of emerging risks illustrates the borderless and unpredictable nature of
risk and uncovers the limits of traditional risk management practices and the-
ories in the face of highly interconnected systems: new emerging risks or new
surprises lack a priori indication of occurrence, they exhibit the potential to
“cascade” through time and space at different speeds and their relation between
origin, evolution and final consequence are frequently ill-understood [14,25]. But
just because some systems are complex does not mean they are unmanageable
or impossible to govern. However, managing them requires different methods
and rests on other assumptions than classical risk and security management.
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Where we had come to expect predictability and consistency, we now must ac-
cept the necessity of dealing with the consequences of uncertainty [30].

Against this background, the notion of resilience is getting attention as a
denominator to move beyond survival and even prosper in the face of chal-
lenging conditions [25,29]. Resilience is an emergent property associated with
an organization’s capacity to continue its mission despite disruption through
mindfulness [41], resourceful agility and recoverability, e.g., [15,25]. Therefore,
resilience is a combination of technical design features, such as fault-tolerance
and dependability [9], with organizational features such as mindfulness, training
and decentralized decision making [8,41].

Today, enterprise systems and information infrastructures increasingly build
upon processes. Generally speaking, processes are structured specifications of
personnel and business data usage that run (at least) semi-automated in a busi-
ness process management (BPM) system. Examples of systems building upon
processes can be found in very different domains and range from, e.g., orga-
nizations’ supply chains, banking backbone infrastructure to parts of critical
infrastructure such as smart grids or nuclear power plants. The advantage of
process-orientation is the decoupling of infrastructure and organizational work-
flows as a means to enhance enterprises’ overall performance and effectiveness.

The current state of the art at the intersection of business processes man-
agement and resilience approaches the high-level design of resilient information
systems [8], the satisfiability of workflows [11,39], change propagation [18] and
incident response [23]. However, there are no approaches and technical frame-
works that put processes in a “resilience loop” which also encompasses adaption.

In this paper, we report on ongoing work towards PREDEC, a detective frame-
work to assert the resilience of business process-based information technology
infrastructures. According to the BPM lifecycle, the analysis of processes can
happen at design time (a priori), at runtime and offline (a posteriori) [2] (com-
pare Figure 2). While the first two timepoints allow for preventive mechanisms
to avoid violations, a posteriori methods based on the analysis of event logs are
detective. Casting them into the context of resilience, preventive methods are
in place to allow for robustness (resistance against incidents) whereas detective
approaches serve as an input for business process redesign and, if in large scale,
re-engineering. However, extensive literature review in the field of risk-aware
BPM reveals that current approaches focus on the design-time phase, while con-
cepts and artifacts with focus on runtime and offline analysis are rare [26,36].
The ultimate goal of PREDEC is to enable organizations to automatically iden-
tify and assess the interdependence of assets and processes. In order to extract
the interdependencies we employ process mining techniques developed by [2,37].
Additionally, we employ techniques as developed by, e.g., [38] to elicit socio-
metric data from event logs in order to build social networks of the subjects
involved in process executions. In that, we aim at augmenting the assessment of
interdependence of assets and processes with a social network perspective.
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Paper structure. The next section describes our research context and design. We
highlight the increasing attention paid to resilience management as a comple-
mentary approach to process-oriented security and risk management in detail.
In that, we provide a brief overview of existing work on resilience in IS research
with an emphasis on resilient BPM. By screening prior research, we show that
there is a lack of research on (semi-automatic) BPM resilience tools. In Section
3, we present our approach to automated business process resilience detection
based on event log data. We introduce the components of our approach and the
requirements they have to meet in order to allow for elicitation of structures
from event logs and resilience detection on these structures. In Section 4, we
discuss our findings and provide an overview on our ongoing and future work.
Finally, we summarize our work in Section 5.

2 Research Context and Design

Although resilience is widely recognized in related disciplines such as Computer
Science [42], Contingencies and Crisis Management [12], or Safety Engineering
[25], there is an apparent incongruity between the level of interest paid by busi-
ness managers and the attention that organizational and IS scholars have given
to resilience. Today, only a limited number of IS resilience research exists [32].
This research gap is surprising, since resilience is often said to be a combination
of social or organizational and technical qualities and therefore a research topic
well suited for IS research. Hence, we provide a brief overview of existing work
on resilience in IS research in order to derive key concepts as a foundation to
gather requirements for our proposed resilience detection framework.

Based on a literature review, we developed a resilience management cycle [32]
(depicted in Figure 1) for automated support for resilient BPM according to the
well-established BPM lifecycle. The cycle contains four phases adapted primar-
ily from [8] and [15], beginning with (i) Detection in order to identify failures,
potential weaknesses and exceptional process executions. (ii) The purpose of Di-
agnosis and Evaluation is to collect and assess vulnerabilities, and consequently
to determine a set of intervention types. (iii) The next stage covers Treatment
and Recovery, including the actual selection and implementation of supportive
actions and automatic corrections. (iv) Finally, the phase of Escalation and Insti-
tutionalization guarantees enrichment or revision of the current knowledge base,
and aims to establish and facilitate an organization-wide resilience culture.

In accordance with the resilient management cycle, it is natural to focus on
the detection stage first. Hence, in order to detect operational resilience, we aim
to automatically identify failures (cause a loss of acceptable service [31]), excep-
tional process executions [25], and potential weaknesses (such as interdependen-
cies and bottlenecks [43,41]) by means of forensic techniques. Before we describe
the PREDEC framework and its modules, we first review current research and
identify several research gaps to formulate our research agenda.
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Fig. 1. The Resilience Management Cycle

2.1 Status Quo and Shortcomings

The majority of recent work on IS resilience and related research remains on a
pure conceptual level. For example, a recent literature review on IS resilience has
been carried out by [32], proposing an IS research agenda on resilience and re-
silience management. Through a comprehensive collection and evaluation of rel-
evant literature, the authors identified and consolidated a myriad of limitations
and research gaps: Resilience is rarely acknowledged in theoretical discussions of
IS domains, which results in a lack of understanding of antecedents, principles
and outcomes of IS resilience. The current state of art is dominated by con-
ceptual or anecdotal contributions. This results not only in a lack of empirical
work to validate IS resilience, but also in the lack of systematic resilience re-
quirements for either IS design or methodological approaches. Moreover, current
attempts to operationalize IS resilience are still on a very immature stage and
impede both empirical evaluation of current research work as well as the actual
implementation and validation of techniques and IS artifacts to make resilience
operational. Finally, the paper discusses the integration of resilience and BPM
[32]: Although the management of risks in BPM has been well recognized in the
past few years, the link between resilience and BPM is largely neglected so far,
leading to an absence of frameworks and approaches.

Interestingly, current literature reviews on so-called risk-aware BPM by [26]
or [36] show, that the vast majority of contributions concentrate on design-time
risk-management in BPM systems, while approaches at run-time and the ex-
ploitation of process-related log files a posteriori are largely neglected. But as
highlighted in the previous section, resilience focuses on run-time and a pos-
tiori analytics in order to manage consequences of risks, as also illustrated in
Figure 2.
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Fig. 2. The Resilience Management Cycle

Recent frameworks for resilient BPM such as [8] tend to state very abstract
implementation suggestions. For example, [8] and [15] provide a set of funda-
mental requirements for supporting resilient BPM. While these works capture
basic requirements for resilient IS design, they lack empirical validation, concrete
implementation guidelines, as well as artifacts to support the implementation of
resilience in IS. Thus, concrete measures are mostly missing, leading to ineffi-
cient or even misleading resilience strategies. Effective and cost-efficient tools
that could be used for the (semi-)automated detection of BPM resilience are
missing. Furthermore, existing methods provide decision makers with limited
intuitive support-tools at high personnel costs and, thus, fail to assist them in
enhancing and maintaining resilience of BPM.

2.2 Research Questions and Objectives

We pursue to address these essential, yet open, issues by providing a new ap-
proach to supporting decision makers in automatically detecting the occurrence
of hazards, and therefore addressing the sensitivity and resilience of information
infrastructures.

RQ1: Requirements for Detection of Resilience Measures in Event Log
Data: What are fundamental requirements for resilient BPM? How can
they be translated into measures in order to provide decision makers with
a resilience detection service based on analysis of event logs?

RQ2: Assessing Suitability of Process Mining Techniques for Resilience
Detection: How can event logs be used to detect hazards’ occurrence
and resilience levels of business processes and associated resources and
activities?
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RQ3: (Semi-) Automated Resilience Detection: What and how much log-
data has to be depicted for resilience detection and how must the data be
displayed to decision makers in order to support them in making better
decisions according to their corporate requirements?

In order to answer these research questions we attempt to make the follow-
ing contributions. We aim at: (i) Combining and systematizing the related but
still disconnected fields of IS resilience and process-orientation. The develop-
ment of a BPM resilience cycle corresponds with the BPM lifecycle and enables
and proposes how to build and enhance resilient BPM. (ii) Providing event log
specifications to enable process-centric resilience detection. The requirements
and measures developed serve as basis for eliciting and subsequently assessing
structural characteristics of information infrastructures. (iii) Making a major
step beyond the state of the art by introducing a methodology that allows for
a (semi-)automated conformance check based on resilient BPM principles. (iv)
Providing decision makers with a comprehensive methodology for analyzing and
diagnosing the resilience of information infrastructures and thereby generating
meaningful insights and evidences in an intuitive and economic manner. These
contributions serve as groundwork for supporting subsequent steps of the re-
silience management cycle, such as escalation and institutionalization. (v) Ren-
dering the tedious work of manually combing the knowledge from best practice
guidelines with the actual infrastructure obsolete. (vi) Enabling the objective
detection of vulnerabilities on executed processes instead of intended process
models. (vii) Setting the ground for subsequent phases on the BPM resilience
cycle, such as diagnosis and evaluation, treatment and recovery, as well as esca-
lation and institutionalization.

3 Process Resilience Detection

In the following, we introduce PREDEC, a process-oriented framework for in-
formation infrastructure resilience. In Section 3.1 we introduce the PREDEC
framework and its components. In Section 3.2, we provide a detailed description
of PREDEC’s components and analyze the requirements of these components,
introduce process-oriented resilience measures and further elaborate PREDEC’s
underlying mechanisms.

3.1 The PREDEC Framework

The PREDEC framework constitutes a process-oriented and a posteriori approach
to determining information infrastructure resilience. As depicted in Figure 3, BPM
systems’ event logs build the fundament of process resilience detection with PRE-
DEC. On these event logs, elicitation techniques building upon, e.g., process min-
ing [6] or complex event processing [17] are applicable in order to elicit processes’
control and information flow data as well as sociometric data. These techniques
allow for elicitation of control flows, i.e., process models [37], data flows, i.e., the
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indirect flows of information between actors in a process [3] and sociometric data,
i.e., social structures of subjects performing processes’ activities [38]. Based on
resilience-oriented analysis of this information, insight can be gained into the re-
silience of an organization’s interdependent processes.

Fig. 3. Overview of the PreDec framework

In the following, we examine the PREDEC’s components and analyze the
requirements they must meet in order to effectively and precisely provide for
resilience detection.

3.2 Components and Requirements

In order to effectively and precisely provide for resilience detection, the compo-
nents of the PREDEC must meet the following requirements.

Event Logs. The requirements for event logs regard both their structure (i.e.
what to log), quality (i.e. how good to log) and their integrity (i.e. how to log).
The following addresses these requirements accordingly and indicates the cor-
responding mechanisms necessary to achieve a sufficient level of assurance for
PREDEC.

Fig. 4. Entry structure

Figure 4 depicts the minimal set of fields to be
logged per entry in order to provide a basis for elicita-
tion. Each event in the business process management
system corresponds to an activity of a business process
triggered during its run. Hence, the CaseID records
the business process run in which an Activity has
taken place. The timestamp captures the StartPoint
and the Endpoint of an activity. The organizational
perspective is captured by the Originator of the ac-
tivity (subject or role that triggers the event) and its
OrganizationalUnit. Finally, the data perspective
records the Input and the Output fields of the par-
ticular activity. Of course, for the latter, only the type of data serving as input
(or produced as output) is recorded; the actual fields are not recorded. Although
this information altogether amount to only a few fields, this is sufficient to feed
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powerful elicitation mechanisms based upon, e.g., process mining [6] or complex
event processing [17]. Hence, this provides a sufficient basis for PREDEC.

As for the quality, Aalst [37, Chap. 4.2] provides five maturity levels for event
logs, ranging from worst (Level 1) to best (Level 5). PREDEC requires logs
with at least Level 3, which encompass, e.g., tables in ERP systems, event logs
in CRM systems and transactions logs of DBM systems. This is because, at
this level, information can be correlated and organized in a way that allows
the compilation of logs exhibiting the structure in Fig. 4. Logs exhibiting a
higher maturity level are already recorded using this structure (Level 4) or are
grounded upon semantic annotations and ontologies explaining the meaning of
each activity in the enterprise context.

Turning to the integrity, to provide a reliable log basis for detection, the
events must faithfully record the activity of the system. In particular, it should
be impossible, say, for an attacker to hide its traces or manipulate the logs so that
false-positives (detection of resilience-relevant incidents that did not happen) and
false-negatives (overlooking resilience-relevant incidents) arise. To achieve this,
secure logging mechanisms [1] must be in place to provide (a) tamper evidence
and, in some situations, (b) confidentiality of event logs.

While the requirements for event logs regarding elicitation of control and
data flow are well examined, requirements for event logs regarding elicitation of
sociometric data have become subject to research only recently. In order to elicit
sociometric data, i.e., social network graphs, from event logs, these event logs
must reflect relations between subjects executing processes’ activities. As shown
by [38], elicitation of these relations from event logs structured as described above
is feasible. Hence, provided event logs meet the requirements stated above, they
provide a sufficient basis for elicitation of sociometric data for PREDEC.

Elicitation Techniques. The elicitation techniques envisaged for the realization
of the PREDEC framework build upon process mining [6,38]. In particular, when
using these techniques, there is a trade-off between the following quality crite-
ria [37, Chap. 5.1] (see [5] for details):

– Fitness: the elicited structures (e.g. process model or social network graph)
should allow for the behavior seen in the event log.

– Precision: the elicited structures should not allow for behavior completely
unrelated to what was seen in the event log.

– Generalization: the elicited structures should generalize the example behav-
ior seen in the event log.

– Simplicity: the elicited structures should be as simple as possible.

Technical approaches for the PREDEC framework must seek a balance between
good fitness and precision, thereby minimizing the number of false-positives and
false-negatives arising from measurement errors. A structure having good fitness
is able to replay most of the traces in the event log. Precision is related to
the notions of underfitting in data mining: a structure having poor precision is
underfitting (i.e. it allows for behavior that is very different from what is in the
log). Tackling this trade-off is one of the key challenges in process mining.
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Resilience Measures. Recent studies on resilience emphasize the integration of
organizational and technological views, as well the integration of related, but
usually disjointed activities of IS security, business continuity and IT opera-
tions [7,15]. According to the CMU-CERT Resilience Management Model [15],
an operational resilience requirement is defined as a constraint that an orga-
nization places on the productive capability of assets to ensure viability when
charged into business processes. These requirements provide the foundation for
how to enhance the resilience of assets and related processes. They embody or-
ganizational objectives, risk appetite and tolerance, critical success factors, and
operational constraints [15]. Moreover, [8] propose fundamental requirements for
resilient BPM: They support (i) various levels of severity, ranging from simple
failures of key resources to catastrophic accidents; (ii) the coexistence of stable
processes with unstable changes in the operating environment; (iii) the dynamic
construction and update of situation awareness; (iv) assistance for knowledge
representation and management, a fundamental drive to decision-making [20];
(v) flexible operations and unplanned tasks whenever necessary; (vi) the oppor-
tunity to experiment with and learn from the novel, innovative and challenging
situations that emerge from hazards; and finally (vii) the transition from emer-
gency to normal operations.

In line with the resilience management cycle introduced in Section 2, we focus
on the detection phase. The purpose of this phase is to collect, record, and dis-
tribute information about the operational resilience of BPM on a timely basis.
Effective resilience detection provides essential information about changes/devi-
ations [25,31], such as hazard occurrence and exceptional process executions, but
also potential weaknesses, such as high utilization at the margin of resources’ or
processes’ capacity. Data collection, logging, and measurement are at the heart of
resilience detection: they address the organization’s competencies for identifying,
collecting, logging, and disseminating information needed to ensure that oper-
ational resilience management processes are performed consistently and within
acceptable tolerances [15]. This requires an effective measurement and analysis
process that transforms operational resilience objectives and requirements into
visible measures. Measures need to express the gap between intended process-
goals and actual process-goals. Works on BPM re-engineering [10,24,43] and
risk-aware [10], and resilient BPM in particular [15], provide a solid basis for
measures for the attempted resilience detection framework. However, deriving
meaningful measures for resilience detection requires the alignment with organi-
zational goals and missions [15]. As these objectives need to be interpreted and
tailored for a specific organization, we use the well-established objective-driven
approach suggested by [7]. The rationale behind it is to assure that resilient
measures for extraction and detection have a direct link with operational goals
and therefore impact the resilience of diverse organizational missions.

Although we expect variations in appropriate measures due to the unique
characteristics of different organizations, we attempt to derive well-established
high-level resilience measures suggested by recent work. To date, we have col-
lected almost 50 candidates of resilience measures from the literature or expert
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interviews. Due to space limitations, we briefly describe a selection of resilience
measure examples capturing characteristics such as capacity, time, and interde-
pendence (depicted in Table 1). For example, capacity represents upper bounds
or thresholds on resources and processes for reliable function. It is well acknowl-
edged that a system’s resilience decreases when capacity is exceeded [12,25]. As
recoverability is imperative for resilience, we aim to integrate time-based mea-
sures such as response time (time span until reacting on customer query) [43],
or lay time (time, in which a process stagnates and no handling is possible).

Table 1. Examples of (BPM) Resilience Measures

Measure Definition Type Source
Bottlenecks An activity with lower capacity determines

process capacity
Capacity [43]

Staff Workload Utilization rate of employees involved in a
process (partial aspect of resource utiliza-
tion rate)

Capacity [24]

Throughput Number of transactions and requests which
could be processed simultaneously

Capacity [10]

Organizational
Interfaces

Interaction between internal departments Inter-
dependence

[10]

Response Time Time span until reacting on customer
query

Time [43]

Lay Time Time, in which a process stagnates and no
handling is possible

Time [24]

Based on log-data, generated from business process model executions, and the
resilience requirements derived from operational resilience objectives, resilience
measures are automatically generated. As input we use event-log data intro-
duced in the previous paragraph. With the help of the elicitation techniques
for business processes and associated resources different susceptibility values are
extracted and assigned, either quantitatively (e.g., transactions per hour, num-
ber of activities executed in parallel, total number of activities) or qualitative
(e.g., High, Medium, and Low). With this input data at hand for each resource,
a business process-wide resilience value is calculated. While similar approaches
such for instance business process importance determination [19] do not incor-
porate dynamic aspects such as duration of activities and recovery times. But
the integration of time-factors is said to be a crucial determinant of business
process resilience [15,28].

Analysis Techniques. Automatic calculation of resilience measures based on
event logs requires application of appropriate analysis techniques to be applied
on the structures elicited from the event logs.

Process mining provides a basis upon which control flow and data flow in-
formation can be gained from the log files. Specifically, processes can be recon-
structed using process discovery techniques. These techniques reconstruct the
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control flow, i.e. the structure of the process, possibly extracting time informa-
tion regarding the duration of tasks. Process discovery approaches usually build
a Petri net model of the process. These approaches can be classified as [5]:

– Abstraction-based algorithms. These algorithms construct a model based on
ordering relations (preceding/-succeeding) amongst process activities.

– Heuristic-based algorithms. In contrast to abstraction-based algorithms,
heuristic methods additionally consider the frequency of ordering relations.
This allows the discovery of models that describe the most common behavior
recorded in an event log.

– Search-based algorithms. Abstracting from local properties like ordering re-
lations, genetic algorithms mimic the process of evolution.

– Region-based algorithms. Based on a behavioral process specification (lan-
guage or state-space), the aim of this group of algorithms is to construct a
Petri net with corresponding behavior.

Further, commercial process mining suites (e.g. Disco) often make use of fuzzy
mining methods for the description of process behavior. Instead of focusing on
the detection of the process structure in the sense of OR or AND structures,
they only view activity transitions and their frequency within the process log.

The analysis of these structures, which is partly automated, can be used to
visualize, for example, bottlenecks and throughput.

Conformance checking can be used to detect deviations between the expected
process behavior and the actual behavior encoded in the event logs [4]. These
techniques carry on a trace-based analysis and can be used to determine, e.g.,
the time needed for each execution and the number of different executions.

The bulk of work on process mining focuses on analyzing the control flow of
the process. Recent works also deal with data flows or, more generally, resources
used in the process [5]. Data flows can be used to identify potential leaks or key
resources in the enterprise, as well as monitor their continuous consumption.
Similarly, staff workload and work transfer can be asserted by inspecting the
corresponding traces.

These techniques can be merged with techniques to analyze sociometric data.
Techniques to analyze sociometric data, i.e., social networks, build on the tech-
niques of social network analysis. Social network analysis refers to the collection
of methods, techniques and tools aiming at the analysis of social networks. These
are based on the methods and techniques of graph theory and have been subject
to research for decades, e.g., by [34,40]. The suitability of social network de-
tection and analysis in order to discover information flows within organizations
has been subject to extensive research. Discovery of social network by analysis
of e-mail interaction has been examined by, e.g., [22,33]. Diesner et al. examine
organizational crises from a social network analysis perspective based on anal-
ysis of communication flow via e-mail [16]. In [21], Fischbach et al. present an
approach to discover social networks from employees’ interactions by tracking
these interactions via wearable sensors. Van der Aalst and Song introduced an
approach to discover social networks from event logs [38].
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However, while the suitability of network analysis techniques for resilience
detection has been addressed, e.g., in the fields of social-ecological systems [27]
or computer networks [35], the implications of social structures with regard to
the resilience of business processes have not been considered by research yet.

In order to constitute suitable tools to support resilience detection in process-
centered information infrastructures, the techniques of social network analysis
have to be able to assess subjects’ positions within the social network with re-
spect to actual process executions and resilience measures. The social network
analysis techniques for resilience detection envisaged for the realization of PRE-
DEC build on centrality measures and measures based on co-workership and
event types, e.g., [38]. Calculation of resilience measures such as, e.g., capacity
measures or interdependence measures, such as Organizational Interfaces (cf.
Table 1), can be supported by social network analysis techniques. For exam-
ple, betweenness analyses of social networks can support detection of bottlenecks
while social network analysis metrics custom crafted for social networks elicited
from event logs, such as handover of work metrics [38], can support calculation
of interdependence measures. Hence, techniques of social network analysis are
well suited for enhancing resilience detection with PREDEC. Moreover, social
network analysis results can lucidly be visualized by tools like, e.g., [13], in order
to provide decision makers with intuitive insight into resilience measures.

4 Envisaged Evaluation and Ongoing Work

Mindfulness, an organization’s capability to perceive cues, interpret them, and
respond appropriately [14,28], is crucial to maintain and enhance resilient oper-
ation. Ongoing research aims at elaborating the conception and implementation
of intuitive user interfaces based on process mining techniques in order to eval-
uate the effectiveness of PREDEC in real business cases. Specifically, the current
efforts address the following.

Firstly, the design of an automated process resilience detector (PREDEC) as
an a posteriori checking module to complement and support established risk-
aware BPM architectures, such as those mentioned in [20]. In contrast to those
approaches with emphasis on design-time analysis to calculate operational risks
based on (either subjective or historical) threat probabilities (focus on the cause
of events) [36], the a posteriori resilience approach will focus on the business pro-
cesses’ interdependencies and potential to cascade, so-called ripple effect [28].
The detection service addresses further questions, such as: (i) Do the actual
process models correspond with the intended concepts?; (ii) Does the observed
system behavior meet requirements of the respective compliance or security stan-
dard?; and (iii) Can we derive further information about the dynamic system
behavior (e.g. recovery time, rate of degradation)? In order to extract the inter-
dependencies and dynamics, we will employ mining techniques for conformance
checking [4] as well as process discovery [6,5], which were well-tested in the
context of audits.

Secondly, an instantiation of PREDEC will allow us an evaluation in collabo-
ration with practitioners.
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As we highlighted in this paper, detecting process resilience effectively as-
sumes the existence of meaningful measures to capture organizational goals and
missions. For actual implementation and evaluation in practice, we need to cali-
brate our high-level set of measurements to fulfill specific requirements and goals
of different organizations. A further step for implementing and evaluating PRE-
DEC anticipates the inspection of the PREDEC requirements (such as expert
interviews), using heuristic evaluations according to guidlines and checklists, e.g.,
[15] and Cognitive Walkthroughs using typical task scenarios. The advanced ef-
forts on pre-testing should identify decision makers’ acceptance and applicability
of the proposed methodologies. To ensure that the PREDEC in fact meets the
needs of a broad range of companies, we will evaluate the research results at one
small-sized and one large-sized company in Germany.

5 Summary

The traditional understanding of trust amounts to building large information
systems that are robust, i.e., they avert failures by mitigating the corresponding
risk associated to the execution of business processes. This paper reported on
ongoing work towards a process-oriented framework for information infrastruc-
ture resilience. The key premise behind PREDEC framework is that in merging
robustness and resilience, one can provide for trustworthier information systems
that not only prevent incidents, but that, upon an incident, fault or attack, can
also bounce back to a stable state and even improve their design. In this set-
ting, we presented a resilience management cycle, introduced the main research
questions and schematically sketched the PREDEC and its building blocks.

Clearly, this is just initial work and there is a lot of work ahead. Besides
the realization of PREDEC and the ongoing work listed in the previous section,
in future we plan to consider the question of how resilience management can
be integrated into business process management. On the more technical side, we
intend to examine whether and the extent to which other approaches to handling
events – e.g. complex event processing and event prediction – provide a more
suitable basis for PREDEC.
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Abstract. In this paper we propose a new Petri net-based meta-model
for the specification of workflows. While existing approaches for work-
flow modeling typically address the consistency of process models, there
is no de-facto standard for models which also comprise security-related
aspects. Besides basic workflow properties such as executing subjects
and transition guards, the proposed IF-Net approach allows net parts
to be annotated with security levels in a way that information flow con-
trol mechanisms can be applied. By introducing distinguishable token
types, IF-Net allows the modeling of both, the control- and data-flow of
a workflow in an intuitive way. Altogether IF-Net allows the specifica-
tion of workflows in a detailed way and provides a basis for the formal
verification of security properties on these specifications.

1 Introduction

Over 70% of all business processes deployed today are automated and rely on
workflow management systems for their execution [10]. The mapping of business
processes into workflows (i.e. excecutable specifications of business processes)
and their automated execution allows their flexible adoption to business changes
and easier integration of external resources. Economic advantages arise due to
efficient information exchange between business partners, higher flexibility of
workflows and lower infrastructure cost [2].

However, the benefits of automated, flexible processes are accompanied by a
significant risk with respect to the adherence to security, privacy and regulatory
compliance requirements [21,20]. Organizations building upon process automa-
tion must ensure that these requirements are not violated, or that violations are
at least detected. This is particularly challenging for the confidentiality of data,
which is a security requirement of utmost relevance for companies’ operation,
e.g. in e-banking and telecommunications.

Current state of the art for modeling security properties for business processes
encompass formal languages for model-driven development, such as UMLsec [15],
and industrial specification languages equipped with annotations for the se-
cure realization of processes at the level of services and infrastructure, e.g.
SecureBPMN [7] and other extensions [31]. Further, while Petri net-based for-
malisms to reason about the consistency of business processes are well-accepted
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in the literature [25,26,3], there are no approaches that allow the comprehensive
modeling of processes for security reasoning.

This paper presents IF-Net, a Petri net-based formalism to modeling secu-
rity aspects of business processes. Specifically, IF-Net subsumes and extends the
previous proposals based upon Petri nets. It allows net parts to be annotated
with security levels in a way a subsequent information flow analysis can be ap-
plied. By introducing distinguishable token types, IF-Net allows modeling both
the control- and data-flow of a process in an expressive manner.

This paper provides the following contributions:

– It defines IF-Net, a novel meta-model for the formal specification of processes
considering both functional and non-functional aspects in form of security
requirements.

– It illustrates the usage of IF-Nets in case studies.
– It points to the realization of IF-Net. Currently, there is a

comprehensively tested Java-implementation of all concepts. It is available at
the open-source platformSourceforge (http://sourceforge.net/projects/
sepiaframework).

The ultimate goal in the development of IF-Net is to provide an expressive for-
malism and, correspondingly, automated tool support for the design-time iden-
tification of noncompliance with security, privacy and regulatory requirements.
This paper, focusing on confidentiality, addresses the detection of violations
caused by structural vulnerabilities in business processes, as well as dataflows
that violate the designated authorization policies.

Overall, IF-Net is merely a first step towards the achievement of this goal.
Ongoing work designs automated translations of literate BPMN specifications
into IF-Net models following the approach of Lohmann et al. [19] and uses the
probabilistic model-checking tool PRISM [18] to check IF-Net models. The fur-
ther version of this paper will describe this progress, as well as report on a case
study.

Paper structure. The rest of the paper is organized as follows: In section 2 we
give an overview of related work. Section 3 contains mathematical preliminaries
for the definition of IF-Nets in section 4. Section 5 presents use cases for the
proposed meta-model.

2 Related Work

Process calculi such as Communicating Sequential Processes (CSP), Calculus
of Communicating Systems (CCS) and Algebra of Communicating Processes
(ACP) are a common way in computer science in formally defining the be-
havior of net systems (processes), especially in terms of parallel composition
and communication. In the context of modeling and reasoning about work-
flows, π-calculus seemed to be a promising candidate, but its suitability is
controversial[23,27]. The main criticism is that while it is able to capture most
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of the relevant control flow aspects of a workflow, there are examples showing
that for some (relatively simple) constructs, it is not straightforward to provide
a correct π-calculus formula [28]. Generally, over the last year, we observed a
trend away from event-based techniques over to state-based techniques, such as
Petri nets [22], for modeling workflows. Petri nets allow formal specification, and
are capable of encoding a processes’ state explicitly [28].

While there are works generally showing how different aspects of workflows
(e.g. control flow and timing) can be modeled with Petri nets [3], one of the first
attempts of introducing a tailored Petri net dialect for the specification and anal-
ysis of business processes was the definition of the WF-net meta-model [25,30].
To ensure the definition of models that make sense from a business perspective,
it puts some restrictions on the shape of Petri nets. Considering the class of
safe Petri nets, it e.g. requires nets to be connected and to contain explicit start
and end places. To extend the scope of workflow related analysis based on Petri
nets, WF-nets have been extended by the WFD-net meta-model which addi-
tionally considers data elements (attributes) together with usage modes (read,
write, destroy) which are annotated to Petri net transitions [24]. The possibil-
ity of assigning guards to transitions in such high-level Petri nets [13] allows to
model preconditions on attribute values for activity execution. In comparison to
WF-net, WFD-net models can be used to detect data flow errors in workflow
models, such as missing data. However, high level Petri nets do not necessarily
produce the desired results for some special cases (advanced synchronization,
modeling cancellation patterns) [29]. The workflow language YAWL [12] tries
to solve these problems by introducing additional features e.g. for multiple in-
stances. These approaches solely focus on the consistency of process models and
do not take security-related properties into account.

Works applying Petri net theory for the specification of workflows together
with specific security properties and their subsequent analysis can be categorized
by the security property they consider. For the verification of mandatory access
control constraints, Jian et al. use a colored Petri net dialect to specify the secu-
rity model with the help of security classes and access constraints [14]. Rakkay
et al. showed that role based access control requirements can also be specified
and analyzed on basis of Colored Petri nets [11]. In addition to traditional access
control, Katt et al. proposed a method applying Colored Petri nets for Usage
Control policy specification [16]. Considering integrity requirements, Zhang et
al. propose a Petri net based approach to verify the Strict Integrity Policy pro-
posed by Biba [5]. Using a set of integrity levels, they analyze the coverability
graph of the Petri net to find policy violations. Atluri et al. use Petri nets to
model Chinese Wall security policies in workflows [4,32]. These policies relate to
confidentiality and integrity and tackle conflict of interest issues.

There are also applications in the area of information flow control, which
allows to reason about structural process vulnerabilities allowing (hidden) infor-
mation flow [8]. Seminal work in this direction includes the approach of Knorr for
the specification and verification of multilevel security requirements [17] and the
work of Frau et al. showing the capabilities of Structural Non-Interference [9].
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However, there is no common meta-model for the specification of workflows and
information flow properties. Accorsi and Lehmann considered Petri nets with
security labels, assigning confidentiality levels to transitions and data attributes
and clearances to subjects [1]. The method works on safe Petri nets with only
one token type. The consideration of data flows is rather complicated, as it has
to be implicitly encoded in the structure of the net, e.g. by introducing special
transitions modeling the execution of a transition with a specific data usage.

Further meta models which are not based on Petri nets exist. UMLsec is an
extension of UML that allows to express security relevant information within
UML diagrams [15]. It focuses on system specifications, not on workflows anal-
ysis. SecureBMPN is a design-time modeling approach and focuses on run-time
enforcement of security requirements for business process-driven systems [6]. It
is based on BPMN and does not provide a formal definition of the modeling
elements which is important for automated analysis.

With IF-Net we present a Petri net dialect which allows, in comparison with
other Petri net dialects, a more intuitive way of modeling data flow with the help
of colored tokens which stand for data attributes. Additionally IF-Net allows to
define business processes in a formal way, comprising the control flow (order of
activities) and data flow together with security related properties. Thereby it
provides a basis for powerful low-level security analysis in terms of information
flow control, which is capable of reasoning about security properties related to
the control- and data-flow of a business process. Providing a model which allows
to analyze this kind of properties with respect to workfows is the main purpose
of IF-Net. Similar to WF-net it defines soundness criteria to distinguish valid net
specifications (e.g. connectedness, liveness).

3 Preliminaries

This section provides mathematical preliminaries, and introduces Colored Work-
flow Nets, a Colored Petri net dialect tailored for workflow modeling which is
the basis of the proposed IF-Net meta-model.

3.1 Multiset

A multiset of set S is defined as a function SM : S → N0 which returns the
cardinality of each element in the multiset. The set of all multisets of S is denoted

by S+. For convenience we introduce the multiset notation m = [e
ke1
1 , · · · , eken

n ]
withm(ei) = kei , ∀i ∈ {1 · · ·n} and zero otherwise. The support of a multiset SM
is defined as: supp(SM ) = {s ∈ S| SM (s) > 0}. A relation ≤ is defined between
two multisets S ′ and S ′′ in the following way: S ′M ≤ S ′′M ⇔ ∀s∈SS ′(s) ≤ S ′′(s).

3.2 Colored Petri Net (CPN)

A CPN is a 7-tuple (P, T, F, I, O,C, C) and extends classical Petri nets by dis-
tinguishable token types. The type of a token is defined by its color, where C is
the set of possible token colors.
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P, T, F: P is the set of places, T is the set of transitions (and P ∩ T = ∅).
F ⊆ (P × T ) ∪ (T × P ) is called the flow relation.

I, O: The input and output functions are used to specify the number and kind
of tokens which hare consumed/produced when transitions fire. I is the input
function and defined as I : (P × T ) ∩ F → C+. O is the output function and
defined as O : (T × P ) ∩ F → C+. I and O have to fulfill the following two
conditions:

– ∀(t, p) ∈ (T × P ) ∩ F : O(t, p) �≡ 0
– ∀(p, t) ∈ (P × T ) ∩ F : I(p, t) �≡ 0

These conditions make sure that the Petri net does not contain ineffective re-
lations, i.e. connections between transitions and places which do not transport
any tokens. For convenience we introduce the following notation for the produced
and consumed token colors of transitions:

– Consumed tokens
Nc : T → P(C)
Nc(t) =

⋃
i∈•t(suppI(i, t))

Nc|Cc(t) = Nc(t) \ {black}

– Produced tokens
Np : T → P(C)
Np(t) =

⋃
o∈t•(suppO(t, o))

Np|Cc(t) = Np(t) \ {black}

C: C defines the color capacity of a place with C : P ×C → N0∪∞. The overall
capacity of a place p is defined as ζ(p) =

∑
c∈C C(p, c).

Marking: A marking M is defined as a function M : P → C+. M defines the
state of a CPN in terms of the number and kind of tokens in all net places. A
relation ≤ is defined between two markings M ′ and M ′′ in the following way:
M ′ ≤M ′′ ⇔ ∀p∈P : M ′(p) ≤M ′′(p). We use (CPN,M0) to denote a CPN with
an initial state M0.

Enabled: A transition t ∈ T is defined to be enabled in a CPN N with marking
M (which is denoted by (N,M)[t〉) iff:
– ∀p∈•t : I(p, t) ≤M(p)

(enough tokens in input places)
– ∀p∈t•∀c∈C : M(p)(c) +O(p, t)(c) ≤ C(p, c)

(enough space in output places)

Firing: An enabled transition t ∈ T can fire in marking M leading to marking

M ′ denoted by M
t−→M ′ where M ′ is:

– ∀p∈•t : M
′(p) = M(p)− I(p, t)

– ∀p∈t• : M ′(p) = M(p) +O(t, p)
– ∀p∈P\{•t∪t•} : M ′(p) = M(p)

With respect to business processes, firing a transition relates to executing a
task within the process.
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k-Bounded CPN: A CPN (N,M) is k-bounded iff [N,M〉 is finite i.e.:
∀M ′∈[N,M〉∀p∈P :

∑
c∈C M ′(p)(c) ≤ k

Bounded CPN: A CPN is bounded iff ∃k∈N : CPN is k-bounded .

3.3 Colored Capacity Petri Net (CCPN)

A CCPN is a CPN where the following condition holds: ∀p∈P : ζ(p) ∈ N.

Remark on Boundedness: The capacity of the place with the highest capac-
ity defines an upper bound for the maximum possible amount of tokens in a
place. A CCPN is hence k-bounded where k ≤ maxp∈P (ζ(p)).

3.4 Colored Workflow Net

A Colored Workflow Net (CWN) is a bounded CPN which additionally satisfies
the following properties:

– C = Cc � {black} 1

– {p ∈ P |•p = ∅} = {i} (There is one input place.)

– {p ∈ P |p• = ∅} = {o} (There is one output place.)

– (N,m0) = (P, T ∪ t, F ∪ {(o, t), (t, i)}) is strongly connected.

–
∑

p∈P m0(p)(black) = 1 and m0(i)(black) = 1
The initial marking has exactly one black token and this token is in place i.

Control Flow Dependency

– ∀t∈T∃p∈•t : supp(I(p, t)) ∩ {black} �= ∅
Black token must be consumed.

– ∀t∈T∃p∈t• : supp(O(p, t)) ∩ {black} �= ∅
Black token must be produced.

Soundness: Soundness of CWNs is closely related to the soundness of
WFnets [25,30]. A CWN is sound if it satisfies the following properties:

– ∀m ∈ [N,m0〉∃m′ ∈ [N,m〉 : m′(o)(black) > 0
Option to complete, i.e. the process can enter an end state.

– ∀m ∈ [N,m0〉 : m(o)(black) > 0⇒
∑

p∈P\o m(p)(black) = 0
Proper completion, i.e. there are no remaining control flow tokens when
reaching the end state.

– ∀t ∈ T : ∃m ∈ [N,m0〉 : (N,m)[t〉
No dead transitions, i.e. every process activity can be executed in at least
one path.

1 The token color black is used to model tokens which represent the control flow.
All further token colors (which are contained in Cc) represent data items. Tokens
with the same color represent references to the same data item i.e. two red tokens
represent the same information which can be accessed via two references.
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4 IF-Net

IF-Net builds upon CWN and adds security-specific concepts. To distinguish
between classified and unclassified elements, IF-Net splits the process into two
logical security domains (high for secret, low for public). In terms of information
flow control, a process is considered secure when no possible execution trace
allows information to flow from the high domain to the low domain (i.e. the
domains do not interfere). Non-Interference is a strong and very restrictive notion
of security which can consider the confidentiality of both data elements and
transitions. Since many relevant security properties (e.g. the Bell-LaPaduala
model) and also multi-level security policies can be mapped onto non-interference
properties, the consideration of only two security domains is not a real restriction
of IF-Net (see Sec. 5). The support of information flow concepts makes it possible
to analyze IF-Net specifications with respect to explicit information flows due to
direct access operations, but also to hidden information transmission.

An IF-Net is a 10-tuple (P, TR, TD, F, C, I, O,A,AC,G) where
(P, TR � TD, F, C, I, O) is a sound CWN. Besides regular transitions (tR ∈ TR)
there are declassification transitions (tD ∈ TD) used to downgrade classified
information to lower security levels.

IF-Net properties and elements are defined as follows:

Analysis Context (AC): The analysis context of an IF-Net is a tuple (L,E, U)
where the labeling (L) defines classification and clearance levels for net transi-
tions and data elements and the subject function (E : T → U) connects IF-Net

transitions with subjects. U is the set of all possible subjects. The labeling L is
a 3-tuple L = (ST , SU , SC):

– Classification: ST → {high, low} assigns to each transition t ∈ T whether it
is classified as high or low . The information whether a transition fired or not
is not allowed to be known to subjects with clearance low if the transition
is classified as high.

– Clearance: SU → {high, low} assigns to each subject u ∈ U whether it
belongs to the high domain or to the low domain.

– Token label: SC : Cc → {high, low} assigns to each token color (except
black) whether it is classified as high or low .

Access Function: A : TR × Cc → P(MA) is a function which defines for
each regular transition t ∈ TR and each token color c ∈ Cc how the transition
accesses the information represented by tokens of color c. Valid access modes
are defined asMA = {read, write, delete, create}. A transition can either access
existing information (read) or modify existing information (write). A transition
can further on produce new information (create) or remove existing information
(delete). The following conditions must be fulfilled by the access function in a
IF-Net:
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– |A(t, c) ∩ {create, delete}| ≤ 1
Information is created or deleted but not both.

– ∀t∈T∀c∈Cc : create ∈ A(t, c)⇒ ∀p∈•t : I(p, t)(c) = 0 ∧ ∃p∈t• : O(t, p)(c) > 0
Created information is only produced and not consumed, i.e. c is not in the
input bag of t but in the output bag.

– ∀t∈T∀c∈Cc : delete ∈ A(t, c)⇒ ∀p∈t• : O(t, p)(c) = 0 ∧ ∃p∈•t : I(p, t)(c) > 0
Deleted information is only consumed but not produced, i.e. c is in the input
bag of t but not in the output bag.

– ∀t∈T∀c∈Cc : A(t, c) ∩ {delete, create} = ∅ ⇒ ∃p∈•t : I(p, t)(c) > 0 ∧ ∃p∈t• :
O(p, t)(c) > 0
Information which is neither created nor deleted (just processed) is consumed
and produced, i.e. c is in the input bag of t and in the output bag.

The functions for produced and consumed token colors of transitions are ex-
tended in a natural way to cover access modes:

– Consumed tokens
NMA

c : T × P(MA)→ P(C)
NMA

c (t,M) = {c ∈ Nc(t) |A(t, c) ⊇M}
NMA

c (t,M)|γ(t) = NMA
c (t,M) ∩ γ

where γ is an arbitrary set.

– Produced tokens
NMA

p : T × P(MA)→ P(C)
NMA

p (t,M) = {c ∈ Np(t) |A(t, c) ⊇M}
NMA

p (t,M)|γ(t) = NMA
p (t,M) ∩ γ

where γ is an arbitrary set.

Transition Guards: A transition guard is a pair of a predicate name and one
token color (pg, c) ∈ Pg × Cc where Pg is the set of all predicate names. Pred-
icates define abstract conditions on data items used during process execution
and evaluate to true or false. The function G : T → P(Pg × Cc) assigns to each
transition a set of transition guards. The set of all transition guards of the IF-

Net is denoted by G and the pair of those guards with the function is written as
G = (G, G).

Enabled: Due to the extended IF-Net structure with respect to transition guards,
the necessary conditions for regular transitions tR ∈ TR to be enabled are ex-
tended by the requirement that all guards of tR must evaluate to true.

Declassification Transitions: Transitions t ∈ TD are used for declassification
i.e. to allow information flow from the high to the low domain. In a business pro-
cess, this can happen, when classified information is removed from a document,
before it is published or handed to a user with lower clearance. All transitions
in TD additionally fulfill the following conditions:
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– There is exactly one input place and one output place:
∀tD∈TD : •t = {itD} and t• = {otD}

– Declassification transition must be effective, i.e. consume at least one colored
token:
∀tD∈TD : Nc|Cc �= ∅

– The set of consumed colors and produced colors (without control flow tokens)
have no elemets in common. A declassified data item is thus considered to
be a new copy of the original data item where some information might be
changed.
Nc(tD)|Cc ∩Np(tD)|Cc = ∅

– The token colors produced by declassification transitions are neither created
by any regular transition with access mode ”create” nor produced by any
other declassification transition:

∀tD∈TD : Np(tD)|Cc ∩
(⋃

t∈TR
N

{create}
p (t) ∪

⋃
t∈TD\{tD} Np(t)

)
= ∅

– There exists a bijective function DFtD : Nc(tD)|Cc ↔ Np(tD)|Cc for each
tD ∈ TD that assigns each input token color a unique output token color
which represents the declassified information. For each input token color
the transition produces exactly the same amount of tokens of corresponding
output token color according to function DF .

∀tD∈TD∀c∈Nc(tD)|Cc )
: O(otD , tD)(DFtD (c)) = I(itD , tD)(c)

– Produced tokens of declassification transitions are classified low :
∀tD∈TD∀c∈NP (tD)|Cc

: SC(c) = low

– Declassification transitions are classified high:
∀tD∈TD : ST (tD) = high

Relationship of Token Label, Clearance, Classification and Subjects:
To ensure consistent IF-Net definitions with respect to security levels of transi-
tions, subjects and data items, the following conditions must hold:

– �t∈T : SU (E(t)) = low ∧ ST (t) = high
Subjects with low clearance can not be assigned to transitions which are
classified as high.

– ∀c∈Cc∀t∈TR : create ∈ A(t, c)⇒ SC(c) = SU (E(t))
The label of created tokens equals the classification of the subject executing
the corresponding transition.

5 Use Cases

IF-Net is not only capable of capturing the shape of a process, but also security
related properties. To illustrate the benefit of IF-Net for security analysis, we
consider two different use-cases and show for both how the considered process
can be modeled in terms of IF-Net with respect to specific security requirements.

Both use-cases consider the process in Fig. 1. The process handles requests of
suppliers for details of a prototype construction plan. In order to receive required
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Fig. 1. BPMN specification for the “document request” process

construction details, the supplier issues a request for a specific document. After
the secretary checked the permission of the supplier to request plan details, she
either refuses the request or forwards it to an engineer who prepares the plan
for the supplier. Eventually, the secretary sends the construction plan to the
supplier.

5.1 Confidentiality of Data Elements

A recurring security requirement in this process is that no confidential infor-
mation flows to unauthorized subjects. The BPMN specification in Figure 1
contains the credentials a supplier sends with a request to prove he possesses
the right to request construction plan details and the construction plan itself.
Generally, the data perspective of a process can be much more complex than
reflected by corresponding specifications which typically concentrate on the dif-
ferent process activities and the order in which they are executed. In this case,
the specification abstracted from the document ID which is also contained in
the request and identifies the concrete construction plan for which details are
requested.

Assuming a role-based access control model (RBAC), permissions for system
objects are assigned according to roles in the process and activities which are
executed by these roles. Here, we assume that for each activity, the data elements
it processes together with access modalities (read, write, ...) are known and
subjects inherit permissions on data elements on basis of permissions of their
roles to execute these activities. The data elements document ID and credentials
are read by the secretary. In case of a forward, document ID is again read by
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the engineer who reads and modifies the construction plan which is finally read
by the supplier.

The construction plan is the only confidential element which has to be pro-
tected from unauthorized access. Although suppliers have to get some knowledge
on the construction plan in order to provide best fitting parts, this document
might contain some information on new technologies, design aspects or other
forms of know-how the production company wants to protect. The basic re-
quirement is that only engineers are allowed to access construction plans.

The model in Figure 2 shows the corresponding IF-Net for the process with
respect to this setting. Data elements are modeled with colored tokens, the
access modalities create and write are annotated as abbreviation cw. Note that
these modalities relate to operations performed on the modeled data elements
and not on the corresponding Petri net tokens. When data elements are simply
forwarded, there is no annotated access modality. Because construction plans of
prototypes may contain classified information, which should not be visible for
suppliers, the engineer generates a declassified version of the construction plan in
a separate step. This operation results in the generation of a new token (orange),
which is passed to the supplier in the step“Send Document” by the secretary.

To check the confidentiality of data elements, the net is labeled in a way that it
encodes the security requirements. For the classified data element “original doc-
ument”, the corresponding token (yellow) gets level high, as well as all subjects
which are authorized to obtain information about the token (only the engineer)
and all transitions that are allowed to handle this information (transition “Get
Document” and the declassification transition). The complete labeling is given
by:

activities data elements subjects
Issue Request{low} credentials{low} Supplier{low}
Receive Request{low} document ID{low} Secretary{low}
Refuse Request{low} original document{high} Engineer{high}
Forward Request{low} declassified document{low}
Get Document{high}
Remove Information{high}
Send Document{low}
Receive Document{low}

IF-Nets with encoded security requirements can be used as input for infor-
mation flow analysis which checks if there are possible process execution paths
that allow flows from high to low . In this example, there are no such information
flows, because of the declassification transition. This nicely illustrates the benefit
of declassification transitions in cases where flows from high to low are required
for regular processing. Without declassification, reasoning can be inconvenient,
since there is no way to specify downgraded information. Note that each data
element requires a separate labeling.
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Fig. 2. Example of an IF-Net model
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The consideration of only two security levels is not a restriction for confiden-
tiality checks of data elements. Irrespective of the type of access control model
(RBAC, Hierarchical RBAC, Access Control List), process activities and sub-
jects can be partitioned in two parts for each considered data element: those
with access permission (high) and those without access permission (low).

In addition to the confidentiality of data elements, information flow-oriented
security analysis also allows to reason about the confidentiality of process activi-
ties. This is relevant in settings where the execution of high-confidential activities
(or more general internal procedures) should be hidden from specific users or user
groups. After an unsuccessful login at a system e.g., the information whether the
username was invalid or the password is a valuable information that can be used
by attackers to identify account names. To check the confidentiality of a process
activity, the IF-Net has to be relabeled, i.e. the high/low information has to be
adjusted according to the permission of users to know about the execution of the
activity. For further reading on confidentiality of process activities with respect
to information flow analysis, we refer to [1].

5.2 Multilevel Security

In multilevel security, system objects are categorized in levels that stand for
different security domains. Clearances to access objects with specific security
levels are used to allow subjects to access objects of specific levels. Typically,
security levels are organized in a lattice which describes the relation between
security levels (partial order). To access an object of level l1, a subject has to
have a clearance to access objects of level l2 ≥ l1.

Assuming a security lattice unclassified ≤ confidential ≤ secret, the classifica-
tion of process objects and clearance of subjects (roles) is given as follows:

classifications clearances
credentials unclassified engineer confidential
document ID unclassified secretary unclassified
construction plan confidential supplier unclassified

The information about access modalities (read, write, ...) can be used to rea-
son about the conformance of the process to confidentiality policies like Bell-
LaPadula. This policy requires that there is no read up, i.e. no subjects get
information on objects at higher levels they have permission and no write down,
i.e. subjects on higher levels put information in objects where also subjects
with lower clearance have access to. Although a lattice of security domains may
have more than two entries, such policies can be verified using an approach
with only two levels high/low . For this the lattice has to be partitioned and
the process has to be labeled multiple times. Here, the first partition would be
{unclassified}, {confidential, secret} whereas {unclassified} stands for low and
{confidential, secret} stands for high.

Again, the labeling ensures, that the process encodes the security requirement.
Subjects/roles and data elements have to be labeled accordingly. For the first
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partition, the labeling is the same as in the previous use case. If there is no
partition for which illicit flows are detected, the security domains are properly
separated and the process definition fulfills the multilevel security requirement.

Note that security domains can also stand for integrity classes. In this case,
integrity policies like BiBa can be verified analogously.

6 Conclusion

This paper presents IF-Net, a novel meta-model for the formal specification of
business processes. Based on a Colored Petri net dialect with distinguishable
token types, it explicitly models data elements with token colors and adopts
workflow-specific properties from CWNs. The feature of enriching control- and
data-flow specifications with security-related aspects provides a basis for au-
tomated and formally founded security analysis of business processes. Specif-
ically, it supports information flow control by providing appropriate modeling
capabilities. By allowing explicit declassification with the help of downgrading
transitions, it provides a flexible way of making information flow analysis appli-
cable for practical process analysis purposes. The presented IF-Net approach was
implemented in the SEPIA-framework and published on the open-source plat-
form Sourceforge to foster further improvement/extension and to allow other
researchers to perform experiments and case-studies.

While the focus of this paper was on the expressiveness of IF-Net, future
work will consider analysis mechanisms on basis of IF-Nets and the mapping
of information flow properties to business requirements such as Separation of
Duty, Binding of Duty, Chinese wall and Conflict of Interest. Currently we are
experimenting with the adaption of structural net patterns that capture specific
security properties, such as hidden information transmission along the control
flow of a process [7] to the IF-Net formalism, which originally have been defined
on classical Petri nets. Moreover, we are defining special IF-Net patterns that
can encode the aforementioned business requirements. For the verification of
security properties based on IF-Net specifications, we are considering state-of-
the-art Model Checking approaches and tools like PRISM [18].
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Abstract. In this paper, we adapt the reversible watermarking modu-
lation originally proposed by De Vleeschouwer et al. for images to the
protection of relational databases. Message embedding is achieved by
modulating the relative angular position of the circular histogram cen-
ter of mass of one numerical attribute. It is fragile and can be used for
database authentication. Beyond the application framework, we theo-
retically evaluate the performance of our scheme in terms of distortion
and capacity. We further experimentally verify these theoretical limits
within the framework of one medical database of more than one million
of inpatient hospital stay records. We show that under the central limit
theorem assumptions, experimental results fit theory.

1 Introduction

Supported by the development of efficient data-mining tools, but not only, da-
tabases take nowadays an important place in decision making processes and are
consequently more and more shared or remotely accessed. At the same time, this
ease of manipulation may endanger data. They can be redistributed or modified
without permission. Notice that the number of reported data leaks and frauds
each year is not negligible, even in sensitive domains such as healthcare [1].
Several security mechanisms have already been deployed for relational databa-
ses protection, but most of them, like access control and encryption, protect
the data before granting the access. Similarly, shared with the data, digital sig-
natures allow us to verify data integrity. Once access is bypassed or ancillary
security attributes removed, data are no longer protected.

Watermarking can advantageously complete the previous solutions. It is a kind
of “a posteriori” protection which consists in the “imperceptible” embedding of a
message, like some security attributes (e.g. digital signature, authenticity code),
into a multimedia host document (e.g. image or database) based on the principle
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of controlled distortion. Basically, it modifies or alters host data so as to encode
the message. Resulting distortions, i.e. differences between original host data
and their watermarked version, correspond to the watermark. By definition, the
watermark should be transparent to the user and independent from the data
storage format. Thus, watermarking allows the normal use and access to data
while keeping them protected. Since the seminal work of Agrawal et al. in 2002
[2], several database watermarking methods have been proposed [3–5]. Among
them, we can distinguish two main classes: i) “robust” methods, commonly em-
ployed in copyright or fingerprinting/traitor tracing frameworks [6, 7], where
the embedded message should survive database modifications being innocent
or malevolent; ii) “fragile” methods that introduce a watermark which will not
survive data modifications and are mostly devoted to database authentication
[8–10]. Herein, we are interested in fragile watermarking.

Whatever the above methods, their authors assume some data distortion (e.g.
modification of attributes’ values [3] or of tuples’ order [8]) can be carried out
for message insertion without perturbing any a posteriori uses of data. In order
to better take into account watermark imperceptibility, most recent schemes
consider distortion constraints. For instance, in [3] the embedding process does
not modify numerical attributes for which data quality conditions, measured in
terms of mean square error, are not respected. Shehab et al. additionally consider
attribute statistics constraints (e.g. mean, stan) on attribute values and statistics
(e.g. mean, standard deviation) and adapt the watermark amplitude by means
of optimization techniques [5]. In [4] and [11] Gross-Amblard and Lafaye et al.
look at preserving the response to a priori known queries of aggregation, and
modulate pairs of tuples in consequence.

Another whole set of methods is based on the modulation of the order of
tuples within a relation [8, 9, 12]. As they do not modify attributes’ values, they
are named “distortion-free”. However, such a technique makes the watermark
dependent on the way the database is stored, inducing constrains on the database
management system, while limiting the application range this family of methods
can be used for.

One last category of methods refers to reversible or lossless watermarking.
The reversibility property allows the recovery of the original data from their
watermarked version by inverting watermarking modifications. It becomes then
possible: i) to let access to the watermarked data (unless the watermark interferes
with database post-uses); ii) to come back to the original data for the watermark
update or when databases post-process requires it. Until now, existing reversible
approaches have been derived from lossless image watermarking. This is why
they mostly work on numerical attributes rather than on categorical attributes,
with the exception of [13].

Regarding numerical attributes, Zhang et al. [14] apply the well known his-
togram shifting modulation. Working on the difference between consecutive pre-
ordered tuples, they right shift bins next to the histogram maximum of one digit
(in the real value range [1,9]) so as to create an empty bin. In order to embed one
bit, samples associated to the histogram maximum are shifted to the gap (bit
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value ‘1’) or left unchanged (‘0’). The capacity of this method directly depends
on the probability distribution of the considered digit. In case of a flat histogram,
i.e. a uniform distribution, the capacity is null (there is no maximum). As shown
by the authors, except for the most significant digits, all the other have a uni-
form probability density . As a consequence, achieving an acceptable capacity
may induce a high database distortion. Another approach proposed by Chang
et al. [15] consider the use of a support vector machine (SVM) classifier. One
SVM is trained with a set of tuples selected so as to obtain a classification func-
tion f(V ) used by next to predict the values of one numerical attribute. Then,
they apply difference expansion modulation for message embedding. Basically,
they “expand” the differences between original and predicted values adding one
virtual Least Significant Bit that is used for embedding message bits. The dis-
tortion magnitude is unpredictable and as underlined by its authors, it can be
high in some cases.

In this work, we present a novel lossless fragile watermarking method which
modulates numerical attributes of relational database. It is based on the circular
histogram modulation which has been originally proposed by De Vleeschouwer et
al. [16] for images. Our method does not depend on the storing structure of the
database. It alters the angle between the centers of mass of circular histograms
associated to groups of values of one numerical attribute of the relation. As we
will demonstrate, this angle follows a zero-mean normal distribution, resulting
in a high capacity for a low introduced distortion. At the same time, because
the modification made to attribute’s values is constant, we can predict the cor-
responding database distortion. Compared to the above schemes, based on the
properties of the numerical attributes exploited for embedding, our scheme so-
lution can be parameterized by the user according to his or her capacity and
distortion needs.

The rest of this paper is organized as follows. In Section 2 we present the
main steps of a common chain of database watermarking before introducing our
reversible fragile scheme in Section 3. In Section 4, we theoretically evaluate the
capacity and distortion performance of our scheme. We then empirically verify
these theoretical limits in Section 5 by means of experiments conducted on one
real medical database of patient stay records.

2 Database Watermarking

By definition, a databaseDB is composed of a finite set of relations {Ri}i=1,...,NR
.

From here on and for sake of simplicity, we will consider one database based on
one single relation constituted of N unordered tuples {tu}u=1,...,N , each of M at-
tributes {A1, A2, . . . , AM}. The attribute An takes its values within an attribute
domain and tu.An refers to the value of the nth attribute of the uth tuple. Each
tuple is uniquely identified by either one attribute or a set of attributes, we call
its primary key tu.PK.

Most database watermarking schemes work according to the procedure de-
picted in figure 1. It relies on two main stages: message embedding and message
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Fig. 1. A common database watermarking chain

detection/extraction. As shown, the embedding stage includes a pretreatment
process, the objective of which is to make the watermark insertion/reading inde-
pendent of the way database is stored. It consists in a “tuple grouping operation”
which output is a set of Ng non-intersecting groups of tuples {Gi}i=1,...,Ng

.
The usual strategy for determining the group number of one tuple relies on

a cryptographic hash function applied to its primary key tu.PK, concatenated
with a secret watermarking key KS as exposed in (1) where ‘|’ represents the
concatenation operator) [3] [5]. The use of a cryptographic hash function, such
as the Secure Hash Algorithm (SHA), ensures the secure and equal distribution
of tuples into groups.

nu = H(KS |tu.PK)modNg (1)

By next, one bit or symbol of the message is embedded per group by modulating
the values of one or several attributes accordingly the retained watermarking
modulation. Thus, with Ng groups, one may expect inserting a message that
corresponds to a sequence of Ng symbols S = {si}i=1,...,Ng

Watermark extraction works in a similar way. Tuples are first reorganized in
Ng groups. From each group, one message symbol is detected or/and extracted
depending on the exploited modulation. Unless tuple primary keys are not mod-
ified, the knowledge of the watermarking key ensures synchronization between
embedding and reading stages.

3 Proposed Scheme

In [16], De Vleeschouwer et al. propose to divide a grayscale image into blocks
of pixels, each equally divided into two sub-blocks. The histograms of both sub-
blocks are then mapped onto a circle. In order to embed one bit in a block, the
relative angle between the two circular histograms’ center of mass is modulated.
Depending on the bit value to embed in a block, this operation results in shifting
of ±Δ the pixel gray values of one pixel sub-block and of ∓Δ those of the other.
In this work, we apply this modulation in order to embed one symbol si of the
watermark (or equivalently of the message) in one group of tuples Gi.
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Let us consider one group of tuples Gi and An be the numerical attribute
selected for embedding. Gi is equally divided in two sub-groups of tuples GA,i

and GB,i, following the same strategy depicted in Sect. 2. More clearly, the
subgroup membership nusg of one tuple is given by:

nusg =

{
GA,i ifH(KS|tu.PK)mod2 = 0
GB,i ifH(KS |tu.PK)mod2 = 1

(2)

Once GA,i and GB,i constituted, the histograms of the attribute An in each
of them are calculated and mapped onto a circle. Then, and as illustrated in
Fig.2(a), the histogram center of mass CA,i (resp. CB,i) of the sub-group GA,i

(resp. GB,i) and its associated vector V A,i (resp. V B,i) are calculated. To do
so, let us assume the attribute domain of An corresponds to the integer range
[0,L-1]. The module and phase of V A,i (resp. V B,i) can be calculated from its
Cartesian coordinates given by:

X = 1
M

∑L−1
l=0 nl cos(

2πl
L )

Y = 1
M

∑L−1
l=0 nl sin(

2πl
L )

M =
∑L−1

l=0 nl

(3)

where nl is the cardinality of the circular histogram class l of GA,i (i.e. when
An takes the integer value l). As a consequence, the module of V A,i equals
R =

√
X2 + Y 2 and its phase, we also call mean direction μ, is given by:

μ =

⎧⎪⎪⎨
⎪⎪⎩

arctan(Y/X) if X > 0
π
2 if X = 0, Y > 0
−π

2 if X = 0, Y < 0
π + arctan(Y/X) else

(4)

Let us now consider the embedding of a sequence of bits into the database,
i.e. inserting the symbol s = {0/1} in Gi. As in [16], we modulate the relative

angle βi = ( ̂V A,i, V B,i) # 0 between V A,i and V B,i. βi is changed into its
watermarked version βW

i by rotating the circular histograms of GA,i and GB,i

in opposite directions respectively with an angle step α as follows (see Fig.2(b)):

βW
i =

{
βi − 2α if s = 0 (βW

i < 0)
βi + 2α if s = 1 (βW

i > 0)
(5)

In our example, the angle step α is given by:

α =

∣∣∣∣2πΔL
∣∣∣∣ (6)

where Δ corresponds to the shift amplitude of the histogram (see Fig. 2(b)).
We will explain in Section 3.1 how this angular modification affects the linear
histogram of the attribute.
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(a)

(b)

Fig. 2. a) Histogram mapping of each sub-group GA and GB onto a circle. The angle
between vectors pointing centers of mass is modulated in order to embed one message
symbol s. b) Embedding of s=1 correspond to a rotation of the circular histograms of
GA,i and GB,i in opposite directions with an angle step α so as to modify the sign of
βi. This is equivalent to the addition of −Δ to the attribute values in GB,i and Δ to
those of GA,i.

At the reading stage, based on the above rules, the sign of βW
i indicates

the embedded symbol value as well as the rotation direction for inverting the
insertion process and recovering the original value of βi.

However, at this point, not all of the groups can convey one symbol of mes-
sage. In fact and from a more general point of view, we propose to distinguish
three classes of groups. In the case |βi| < 2α one can insert s = 0 or s = 1,
as it is possible to swap the position of V A,i and V B,i. We refer these groups
as “carrier-groups”. We also identify two other kinds of groups: “non-carrier
groups” and “overflowed groups”. They have to be considered separately and
handled specifically so as to make the scheme fully reversible. Non-carrier groups
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are those for which the angle distortion α is not big enough to make change the
sign of βi (see Fig.3(a)). In order not confusing such non-carriers with carriers
at the reading stage, they are modified in the following way (see Fig.3(a)):

βW
i =

{
βi + 2α if βi > 0
βi − 2α if βi < 0

(7)

This process results in increasing the angle ̂V A,i, V B,i. They are identified at
the reading stage with watermarked angle values such as |βW

i | > 4α and easily
differentiated from carriers, which belong to the range [−4α, 4α]. Thus the reader
just has to add or subtract α based on (7) so as to restore these watermarked
non-carrier groups.

“Overflow-groups” are groups for which an “angle overflow” occurs if modified.
Basically and as illustrated in Fig. 3(b), one overflow-group is a non-carrier group
which angle |βi| exceeds π−2α. If it is modified according to rules given in (7), an
undesired sign change will occur when turning βi into βW

i inducing in error the
watermark reader. Indeed, this latter will not restore properly the original angle
βi by inverting (7). For instance, if βi > π − 2α and βi > 0 (see Fig. 3(b)) then
adding 2α will lead to βW

i < 0. On its side the reader will thus restore the group
subtracting 2α instead of −2α. The solution we adopt so as to manage these
problematic groups and to make the modulation reversible is the following one.
At the embedding stage, these groups are not modified and we inform the reader
by means of an overhead inserted along with the message. This will avoid the
reader confusing overflow groups with non-carriers. The overhead corresponds
to a vector of bits Ov stating that watermarked groups such as βW

i > π − 2α
or βW

i < −(π − 2α) are overflow-groups (unmodified) or non-carrier groups. If
Ov(k) = 1 then the kth group such as βW

i > π − 2α or βW
i < −(π − 2α) is a

non-carrier group; otherwise it is an overflow-group.
Performance of the above method in terms of capacity depends on the number

of carrier-groups and of the size of the overhead i.e. number overflow-groups. We
will see in Sect. 4 that this capacity rely in part on the statistical properties of
the numerical attribute exploited for message embedding and also on the number
of tuples per group.

3.1 Linear Histogram Modification

βi rotations can be performed in different ways in the linear domain, i.e on the
attribute values. We propose two different strategies depending on the proba-
bility distribution of the numerical attribute An. Both are equivalent from the
perspective of βi but they allow us to minimize the database distortion.

In the case of numerical attributes of probability distribution centered on
its domain range and concentrated around it, we propose to modify groups by
adding Δ to the values in GA,i and −Δ to those in GB,i in order to modify the
angle βi of 2α (inversely for a modification of −2α). The idea is to distribute the
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(a)

(b)

Fig. 3. Problematic groups: Non-carrier groups and overflow groups (black squares
represent circular histogram centers of mass). a) Non-carrier groups are such |βi| > 2α
(on the left); they are watermarked applying (7) (on the right). b) Overflow groups are
such as |βW

i | > π − 2α. In the given example βW
i > π − 2α (on the left); if modified

the reader will identify βW
i < 0 and will not properly invert (7); it will subtract 2α to

βW
i instead of −2α (on the right).

distortion onto both groups instead of one and to limit the number of attributes
values jumps between attribute domain range extremities (as example a jump
from the value 0 to 7 in Fig. 2(b)). For an attribute range [0, L− 1], these jumps
represent a modification of |L−Δ| to the corresponding attribute value.

If now the attribute has its probability density concentrated around one of its
domain range extremities, let us say the lower one for example, one must avoid
shifting to the left its histogram. Indeed, this will increase jump occurrences and
maximize the database distortion. Thus, instead of modifying attribute’s values
in both GA,i and GB,i, we propose to use one of them only, selected according
to the sought final sign of βi, and to shift its attributes values in the opposite
direction of the lower domain range by adding them 2Δ. In this way, values in
the lower extremity of the domain are never flipped, resulting in a significant
reduction of introduced distortion compared to previous strategy. Nevertheless,
this second strategy presents a disadvantage as the mean value of the attribute
distribution is increased of Δ.
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4 Theoretical Performance

In this section we first theoretically evaluate the capacity of our scheme and
then its distortion. Both depend on the statistical distribution of βi, the shift
amplitude Δ and obviously of the attribute distribution.

4.1 Capacity Performance

By definition, capacity directly depends on the number of carrier groups, i.e.
those for which |βi| < 2α (see Sect. 3 and Fig. 4). In fact, the number of carriers
defines the global capacity of our scheme and it can be established from the
probability density function (p.d.f) of βi. p.d.f which can be computed whatever
the numerical attribute. To do so, let us first recall that βi is associated to the
group of tuples Gi and that it corresponds to the angle between the centers of
mass of two circular histograms of the same attribute An in two tuple subgroups
GA,i and GB,i. Because each histogram represents the distribution of An, we can
refer to some results issued from circular statistics, a sub-discipline of statistics
that deals with data measured by angles or vectors [17, 18].

As a preliminary statement, let us consider the circular data distribution of
one attribute θ (i.e. its histogram mapped onto a circle). This can be seen as
the p.d.f f(θ) of a discrete random variable θ which takes L values around the
circle, in the finite set { 2πlL }l=0,...,L−1. The mean direction μ of θ, which in
fact corresponds to the phase of the vector associated to the center of mass of θ
circular histogram, can be estimated based on a finite number of θ samples. Based
on the Law of large numbers and with the help of the central limit theorem, it was
shown by Fisher and Lewis [19] that for any circular data distribution f(θ), the
distribution of the mean direction estimator approaches a normal distribution
centered on the real mean direction of the circular data distribution.

Let us now consider βi. When we modulate it, we in fact modulate the angle
between two mean directions μA,i and μB,i of two circular histograms attached to
the same attribute An in a group Gi. Indeed, μA,i (resp. μB,i) calculated on the
sub-group GA,i (resp. GB,i) can be seen as the estimator of the mean direction
of the attribute An (i.e. θ = An in the above) using a number of samples or
tuples N

2Ng
, where N and Ng are the number of tuples in the database and the

number of groups respectively.
As a consequence, we can state that both μA,i and μB,i follow a normal

distribution. Because the difference between two normally distributed random
variables is also a normally distributed random variable, our angle βi = μA,i −
μB,i follows a centered normal distribution N (0, σ2

βi
) of variance σ2

βi
.

Based on this statement, the probability a group of tuples is a carrier-group
for a given angle shift α (see Sect. 3) is defined as:

Pcarrier = Φ(
2α

σβi

)− Φ(− 2α

σβi

) (8)
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Fig. 4. βi distribution

where Φ is the cumulative distribution function for a normal distribution:

Φ(
2α

σβi

) =
1

σβi

√
2π

∫ 2α

−∞
e

−t2

2σ2
βi dt (9)

being t an auxiliary random variable. As common convention, we take Φ(−∞) =
0 and Φ(∞) = 1.

In practice, considering one numerical attribute An, a database of N tuples
and Ng groups, one just has to estimate σ2

βi
to establish the global capacity limit

of our fragile scheme. To do so, let us first estimate the variance of the mean
directions μA,i and μB,i as in [20], we have

σ2
μA,i = σ2

μB,i =
σ2
s

N
2Ng

R2
(10)

where: R corresponds to the module of the center of mass vector (i.e. V A,i, see
Sect. 3) and σ2

s is defined as[20]:

σ2
s =

L−1∑
l=0

sin2(
2πl

L
)f(

2πl

L
) (11)

where values { 2πlL }l=0,...,L−1 are the bins of the circular histogram attached to the

attribute An and f(2πlL ) their corresponding probabilities. Again, as βi results
from the difference of two normally distributed random variables μA,i and μB,i,
its variance is:

σ2
βi

=
2σ2

s
N

2Ng
R2

(12)

Notice that the above normal distribution assumption of βi is verified when
N

2Ng
≥ 30 (see [21] for further details).
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The carrier probability can then be derived from (8), and the global capacity
of our scheme CT one may expect is given by

CT = Ng · Pcarrier (13)

Once the global capacity CT is known, one must subtract to it the number of
bits used for encoding the overhead, i.e. |Ov| bits. This latter is directly linked
to the probability βi belongs to the range [−π,−π+ 4α]

⋃
[π − 4α, π]. We recall

that the overhead is a vector which components indicate by ‘0’ or ‘1’ whether a
watermarked angle βW

i in the range [−π,−π+2α]
⋃
[π− 2α, π] has been shifted

or not (see end of Section 3). |Ov| is upper bounded such as:

|Ov| ≤ Ng ·P[−π,−π+4α]
⋃
[π−4α,π] = Ng · Pofw (14)

Where

Pofw =

[
Φ(

π

σβi

)− Φ(
π − 4α

σβi

)

]
+

[
Φ(− (π − 4α)

σβi

)− Φ(− π

σβi

)

]
(15)

Finally, the length of the message one may expect to embed is also upper
bounded

C ≤ CT − |Ov| (16)

From these results, we can conclude that, for a fixed value of α, the embed-
ding capacity directly depends on the attribute’s statistics. By extension, any
uniformly distributed attribute will not be watermarkable as σ2

βi
will tend to ∞

(see (12)) and the capacity to 0 (see (8)).

4.2 Introduced Distortion

Let us consider the mean square error (MSE) as data distortion measure. As
presented in Sect. 3, depending on the attribute p.d.f., we propose two linear
histogram modification strategies in order to modulate βi. If both do not modify
overflow groups, they do not introduce the same distortion into other groups. In
the first strategy, values are in majority shifted of |Δ|. In case of jump between
the attribute domain range extremities, this shift becomes |L−Δ|. Based on the
fact that tuples are uniformly and equally distributed into Ng groups, we can
assume that each of them contains the same number of “jumped” values. As a
consequence, the MSE is calculated as:

MSE = (1−Pofw) · [(Plim

2
)((L−Δ)2 +Δ2) + (1−Plim)Δ2] (17)

where Plim = Pup +Plow and Pup and Plow correspond to the probabilities one
attribute value falls in the high and low attribute domain ranges that are subject
to “jump”, respectively. Given the probability distribution of the attribute An,
one can see as a discrete random variable, the probability that An takes a value
V is f(V ) = P(An = V ), then we have

Pup =
∑L−1

V=L−1−Δ f(V ) Plow =
∑Δ

V =0 f(V ) (18)
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As shown, our method’s distortion directly depends on the value of Δ and
on the attribute distribution. The number of elements at the extremities of the
attribute domain has a high impact and so does the domain length itself, i.e. L
in the above.

For the second strategy, only values in one subgroup GA,i (resp. GB,i) are
modified of 2Δ so as to modulate βi. This results in a MSE given by

MSE =
(1− Pofw) · [(Pup)(L− 2Δ)2 + (1− Pup)(2Δ)2]

2
(19)

The next Section shows the effectiveness of this strategy in the case of at-
tributes whose probability distribution is not centered over the domain range.

5 Results

In this section, we present some experimental results in terms of capacity and
distortion applying our method onto one real database. As we will see, they fit
the above theoretical performance.

5.1 Dataset and Watermarking Scheme Parametrization

Our test database is constituted of one relation of about one million tuples is-
sued from one real medical database containing pieces of information related
to inpatient stays in French hospitals. In this table, each tuple associates fif-
teen attributes like the hospital identifier (id hospital), the patient stay identifier
(id stay), the patient age (age), the stay duration (dur stay) and several other
data useful for statistical analysis of hospital activities. In order to constitute
the groups and subgroups of tuples (see Sect.2), the attributes id hospital and
id stay were concatenated and considered as the primary key. Two numerical
attributes were considered for message embedding: patient age (age) and stay
duration (dur stay). Notice also that results are given in average after 30 random
simulations with the same parameterization but with different tuples.

5.2 Capacity Results

Herein, interest is given to the influence of the attribute shift amplitude Δ over
the final capacity. We recall that the angle shift α of βi depends on Δ (see
(6)). As illustrated in Fig. 5, where the attribute age is used for embedding
with a fixed number of groups Ng = 5000 and an attribute shift amplitude Δ
varying in the range [1, 5], capacity increases along with Δ and verifies the the-
oretical limit we define in Sect. 4. Obviously, one must also consider that the
attribute distortion increases along with the capacity (see also Sect. 5.3. In a sec-
ond experiment, we looked at evaluating the capacity according to the attribute
statistical moments. To do so, attributes age and dur stay were watermarked
with the same values of Δ while considering a varying number of groups such
as Ng ∈ 1000, 3000, 5000, 10000. Notice that the more important the number of
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Fig. 5. Achieved Age capacity for different shift amplitude Δ taking Ng = 5000 groups

Fig. 6. Age (left) and dur stay (right) capacity results considering a fixed shift ampli-
tude and for different size of groups

groups, the smaller is the number of tuples per groups. Again, and as depicted in
Fig.6, obtained capacities fit the theoretical limit we defined in Sect. 4.1. Given
results confirm that the capacity depends on the properties of the attributes con-
sidered for embedding and especially of its standard deviation (see Sect. 4). We
can insert more data within the attribute dur stay which is of smaller variance.

5.3 Distortion Results

As presented in Sect. 4.2, the distortion depends on the attribute distribution, the
shift amplitude Δ as well as on the linear histogram modulation strategy used. In
order to verify this dependence, attributes age and dur stay were watermarked
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Fig. 7. age (left) and dur stay (right) introduced distortion

Fig. 8. age (left) and dur stay (right) introduced distortion with the second strategy

with the same values ofΔ in the range [1, 3] while considering a number of groups
Ng = 10000. For both attributes, in accordance to Fig. 7, experimental results fit
the theoretical values given in Sect. 4.2. This confirms that global distortion stands
not only on Δ, but also on the attribute domain and its probability distribution.
However, it remains predictable as all these parameters can be calculated before
the embedding process.

Regarding the linear histogram modification, the two previous attributes were
also watermarked using the second strategy we propose. Results are depicted in
Fig. 8. As we can see, in both cases distortion is highly reduced. Indeed, these
attributes have their distributions concentrated the lower extremity of their at-
tribute domain.
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6 Conclusion

In this paper, we have proposed a fragile lossless relational database watermark-
ing scheme which makes use of circular histogram modulation. It can be used for
verifying the integrity of the database embedding for example a digital signature
of the database within itself. According to the probability distribution of the nu-
merical attribute selected for watermarking, two possible modulations have been
proposed. In addition, we theoretically established and verified experimentally
the performance of our method in terms of capacity. These results allow the user
to select the more appropriate parameters and modulation of our scheme under
application constraints established in terms of capacity and distortion.
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Abstract. In this paper we present a simple and elegant technique for fragile 
image watermarking inthe Karhunen-Loève transform (KLT) domain with the 
objective of content integrity. The proposed method inserts a binary watermark 
into some KLT coefficients defined using a secret key image. The coefficients 
are modified according to a rule based on a weighted-modulo sum. The KLT is 
applied to contiguous blocks of the host image and a Genetic Algorithm (GA) is 
used to modify the pixel values in such a way that the resulting blocks contain 
the watermark. Given that the KLT space of insertion of the watermark is kept 
secret, the security of the method is strong. We experimentally demonstrate that 
the algorithm achieves an excellent sensitivity even to small modifications of 
the watermarked image. 

Keywords: information hiding, fragile watermarking, genetic algorithms, 
Karhunen-Loève Transform, tamper localization. 

1 Introduction 

Digital watermarking, which aims to insert a signal (called watermark) into a digital 
object, has a rich history beginning in the mid-80s [1]. Since then, many different 
algorithms have been proposed and we will review some of them in the following. 

Depending on the objective to be obtained, digital watermarks may be classified as 
robust or fragile. Robust watermarks are devised to be resistant to survive processing 
operations that attempt their removal (maintaining a good quality of the digital 
object); the classical application of robust watermarks is copyright protection. On the 
other hand, the main challenge of fragile watermarking is to identify if modifications 
to the digital object have been performed. This task becomes particularly difficult 
when the digital object undergoes minimal content alterations. There is also a set of 
algorithms, called semi-fragile, whose watermark characteristic is to survive mild 
common signal processing operations but to be removed by stronger alterations. 
Typical watermarking applications are track of origin, copyright protection, content 
integrity protection and authentication. 
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In this paper we are mainly concerned with fragile watermarking, whose main 
properties should be: 

• the ability to detect and localize the modified regions of the digital object; 
• the characteristic of being imperceptible (during the normal use of the digital 

object); 
• the resistance to attacks aimed at modifying the object without being detected. 
Presently, there is a growing trend to enrich the fragile watermarks with a new 

requirement, namely self-recovery [2]. Simply, it implies the capacity of the 
watermark to recover the damaged areas of the digital content to its original state. 

Generally, the watermark can be directly inserted into the values of the object (like 
pixels for an image, or audio samples for a sound) or into the coefficients of some 
transformed domain (like the Fourier transform domain or the discrete cosine 
transform (DCT) domain). A very complete description of digital watermarking can 
be found in [1]. 

In this work we present a fragile watermarking algorithm that can be applied to 
grayscale bitmap imagesfor effective and efficient content integrity protection. This 
work is complementary and largely enhances the algorithm presented in [3], by 
implementing a more accurate function to store the watermark bits into the Karhunen-
Loève transform coefficients; this function is derived from the work by Lin et al. [4]. 
Even though the techniques used here are not novel per se, their combined use to 
improve performances and detection ability is. It is worth to point out that our 
approach can yield better quality watermarked images in comparison to state-of-the-
art techniques. 

The paper is organized as follows: the next section recalls some works having a content 
on the same topics, then the Karhunen-Loève transform is briefly introduced in Section 3, 
whilst in Section 4 the main characteristics of Genetic Algorithms are presented. Then, the 
proposed watermark insertion and verification algorithms are described in Section 5. 
Experimental results are reported in Section 6 and a discussion is presented in Section 7. 
The final section draws some conclusions on the method and the improvements shown. 

2 Related Works 

As many other works make use of the Karhunen-Loève transform and Genetic 
Algorithms (GAs), we review some of them, along with some fragile watermarking 
algorithms developed for image authentication and content integrity. 

We first present algorithms for fragile watermarking, then conclude this section 
with some algorithms for robust watermarking. 

[5] presents an algorithm that can be applied to color and gray-scale images 
authentication. A binary watermark (typically an image) is embedded one bit per 
pixel. A secret binary LookUp Table (a function of three LUTs for color images) is 
applied to each pixel and the resulting value is compared with the watermark bit to be 
stored in the pixel: in case of differing values, the pixel is slightly modified, with the 
lowest distortion, so that the result from the LUT equals the watermark bit. The 
possible error introduced by the pixel modification is diffused to the nearest pixels 
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that have not yet been processed: this procedure is performed in such a way as to 
maintain unaltered the average intensity of each color channel. The authentication 
applies the LUT (or LUTs) to the pixels extracting the stored watermark and 
compares it with the original: in case of differences a tampering is detected. 

The image authentication algorithm proposed in [6] inserts a fragile watermark in 
the z-transform zeroes computed from blocks of the image. In detail, rows of 1×N 
pixels are considered as a signal which is z-transformed; then, the real negative zero 
in the z-plane is modified according to the watermark bit to be inserted, and the new 
zeroes are inversely transformed in pixel values (to be rounded). The verification 
performs the same process by extracting the bits from the real negative zeroes of the 
z-transform of the pixel blocks and compares them with the original watermark bits. 

In [7] the fragile watermarking method is based on Singular Value Decomposition 
(SVD). The image is divided into square blocks that are SVD transformed after a 
Least Significant Bit (LSB) substitution of the pixel values. Then, the computed 
singular values are used, along with the watermark, to modify once more the pixels' 
LSBs producing the watermarked blocks. The secret parameters of the method are the 
watermark and the keys used for LSB substitution and permutation. The paper also 
proposes the application to color images inserting the watermark into the R, G and B 
channels. 

[8] proposes the use of chaotic maps for image authentication and tamper 
detection. The image is firstly scrambled with an Arnold cat map, then the watermark 
is XOR-ed with a chaotic sequence (generated from a secret key) and the result is 
substituted to the LSB plane of the scrambled image. Then, the watermarked image is 
obtained from another application of an Arnold cat map that de-scrambles the pixels 
into their original positions. The method resists to attacks like copy and paste, collage 
and text addition. 

The algorithm by Lin et al. [4] divides the image into blocks and uses a weighted 
sum of pixel values to embed n authentication bits in every block by modifying one 
pixel by +1 or ‒1 gray level. We note that the watermark to be embedded is 
transformed using a secret key in an attempt to increase the security of the method. 

The KLT is used in [9] to insert a watermark into a host image divided into blocks: 
every block is KLT transformed and the obtained coefficients are modified according 
to unitary matrices defined by the secret watermark. Then, the inverse transform is 
applied to obtain the marked image. The verification of the originality of an image 
requires both the original image and the watermark. 

In [10] different intelligent optimization algorithms (IOA), among which GAs, are 
compared in the application of a fragile watermarking method based on DCT. The 
watermark bits are inserted into the LSB of DCT coefficients. The IOAs are used to 
compensate for the rounding errors when transforming from the real coefficients 
space to the integer pixel domain, addressing a problem similar to the one explained 
in [3]. 

Also Botta et al. [3] apply a GA to compensate for pixel rounding errors when 
inserting a fragile watermark in some selected KLT coefficients of image blocks. In 
that paper, the KLT is used for the security of the method to create a secret 
embedding space, and one bit is inserted in every chosen coefficient. Differently, in 
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the present paper, the watermark bits are distributed among a set of selected 
coefficients with an embedding rule derived from [4], which allows for improved 
image quality. 

The following papers present algorithms for the robust watermarking of images 
and are relevant here because they either use KLT or GAs. 

Barni et al. [11]employ the KLT to de-correlate the RGB color bands in the 
development of a robust watermarking algorithm. The watermark is embedded in  
the Discrete Fourier Transform coefficients of the new bands, also taking into account 
the characteristics of the Human Visual System. To reduce the error rate at the 
detection side, the authors apply the Neyman-Pearson criterion to compute the 
threshold used in the comparison with a likelihood function. 

In [12] a robust image watermarking scheme is developed using the SVD. The 
singular values are used to detect the complexity of the considered blocks and to 
choose only those with more complexity. The binary watermark is inserted by 
modifying two components of one of the SVD vectors, using a threshold to have 
robustness. To balance between image quality and resistance to attacks aimed at 
removing the watermark, a GA is used to tune the threshold values for every block. 
The reported results show a good resistance to attacks. 

Also [13] presents a work aimed at robust watermarking of images. The approach 
uses a cooperative co-evolutionary GA (CCGA) to select a viable wavelet packet 
basis; this basis is again used by a CCGA to choose the wavelet sub-bands employed 
to compute the coefficients for watermark embedding. The authors show that the 
method has a good robustness against some image processing attacks producing 
images at an acceptable quality. 

3 The Karhunen-Loève Transform 

A linear transformation is a function that maps a vector x from one space to a vector y 
into another space, by means of a transformation kernel defined by a matrix A (which 
is also a basis for the first space). The transformation may be written as y=Ax, and the 
inverse transformation as . Depending on the kernel, various linear 
transformations may be defined: the most widely known are the Fourier transform, the 
discrete cosine transform (used in the JPEG standard), the Walsh transform and  
the Hadamard transform. All these transformations have the characteristic that when 
the size of the vector is defined, then the kernel is fixed. 

A linear transformation that does not have a fixed kernel is the Karhunen-Loève 
transform (KLT) [14]. The kernel of this transformation is computed from a set of 
(column) vectors with the following procedure: 

• the average vector m = E{x} is computed; 
• the covariance matrix C is then derived: C = E{(x‒m)(x‒m)'}; 
• the eigenvectors of C are computed, and are arranged as rows in the kernel 

matrix A by non-increasing value of their associated eigenvalues. 
To perform the KLT of a vector z it is sufficient to apply the following formula: 

 

x=A 1y
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y = A (z‒m)     (1) 
 
The components of y are called coefficients of the transform, and the position of 

each coefficient is called order of the coefficient. The space in which y is expressed is 
called transformed domain or frequency domain. From y it is possible to obtain z 
using the inverse KLT: 

 

     (2) 
 

Dividing an image into contiguous non-overlapping blocks of the same size, and 
considering them as vectors, a KLT kernel can be derived from any image. 

4 Genetic Algorithms 

A Genetic Algorithm (GA) is a computing paradigm that simulates the biological 
evolution of individuals towards an "optimum" according to some criteria. When the 
solution to a problem may be coded as a set of parameters, then different realizations 
of these parameters form a population of individuals that are evolved as a biological 
species according to genetic operators. 

To find an optimal solution to a problem, a GA is initialized with a randomly 
generated population (having a pre-defined size) of individuals. Then, for a limited 
number of generations, or epochs, the individuals are mated and mutated to generate 
new individuals. Each of them is evaluated according to a fitness function that 
expresses the quality of the solution it is coding. 

In each epoch a number of individuals from the population are selected for 
reproduction: many methods may be used in this selection process, we used the 
tournament selection where pairs of individuals are chosen and the ones with best 
fitness are considered for reproduction. To reproduce individuals a crossover operator 
is applied with probability pc: it exchanges a randomly chosen subset of parameters 
between the mated individuals and produces two new offsprings. Every new offspring 
has a probability pm of having one of its parameters randomly modified: this operation 
is called mutation and aims at widening the exploration of the solution's space. 

Afterwards, the new individuals are evaluated according to the fitness function, 
and inserted into the population: again, several strategies can be used to implement 
this step, such as partial or total replacement of the old population, tournament 
selection, etc. If a termination criterion is met, then the evolution stops, otherwise a 
new epoch is started. 

Typical termination criterions are: 
• maximum number of generations reached: the best individual found so far is 

returned; 
• the fitness of the best individual in the population does not improve for a 

certain number of generations: this individual is returned. 

z = A 1 y + m 
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5 The Proposed Algorithm 

The method we propose (called Weighted-Sum KLT, or WS-KLT) can be applied to 
any image Ih in bitmap format and generates an image containing a fragile watermark. 
The watermark is computed from features extracted from the host image Ih and a 
secret key image Ik. The secret key image defines the hidden KLT space in which the 
watermark (a bit string) is inserted. 

The full watermarking algorithm consists of five modules, that we will briefly 
describe in the following, focusing more on the insertion step which is the core of the 
whole procedure. 

In the following we assume that Ih has size N×M, and we divide it into contiguous 
non-overlapping blocks (called sub-images) of size n×n. We assume, for simplicity of 
discussion, that N and M are multiples of n. 

Module 1: basis images generation 

The first module generates the basis images from the key image. The basis is 
computed by dividing Ik into contiguous non-overlapping blocks of size n×n and 
considering the set of blocks as a random field of vectors from which a Karhunen-
Loève basis is computed as previously presented. This module must be executed only 
once for every key image used. 

Module 2: watermark generation 

The second module generates the watermark. The binary watermark is obtained from 
a fixed set Ok of (four) pixels of Ik: the values of the pixels in Ok are used as indexes to 
pixels of Ih creating a set Ph; the pixels in Ph are, in turn, used as indexes to pixels of 
Ik, obtaining a set Pk; in this way the watermark is made dependent on both the host 
image and the key image, to prevent copy-and-paste and transplantation attacks [15]; 
the values ofthe set of pixels Pk are used as seeds to a cryptographic hash function like 
SHA-3 (i.e. the Keccak algorithm [16]), which is called a sufficient number of times 
to create a watermark W of the required length. 

This is a very simple mechanism, that can be made as complex as desired. 
Anyway, the security of this method depends on the security of the key image: if an 
attacker knows the secret image, then any more complex selection procedure would 
not help. 

To let the verifier compute the same watermark, the pixels of Ih used in this step will 
not be modified by the insertion algorithm: anyway we suggest to keep this set small (e.g. 
two or four pixels). If an attacker modifies any one of the pixels in Ph, the watermark 
generated by the verification procedure is quite likely to be different from the one inserted, 
and therefore the image will be found tampered in almost every block. 

This procedure must be executed for every host image that must be protected with 
a fragile watermark. 

Module 3: watermark insertion 

This module is the core of the procedure: Ih is divided into contiguous non-
overlapping blocks (sub-images) of size n×n and s watermark bits are inserted into 
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each such blocks: thus the watermark length is s×N×M/n2. In particular, each portion 
of s bits of the watermark is inserted into a group of  KLT coefficients 
extracted from the sub-image. The orders of the used coefficients constitute a set that 
must be defined prior to the use of the algorithm, and must be made available for the 
verification step (but does not need to be kept secret). It should be pointed out that, in 
principle, the orders could be different in every sub-image, but, for simplicity, we 
chose coefficients of the same order for all sub-images. 

The insertion of the watermark bits into the sub-image is made according to a 
procedure inspired by Lin et al.’s paper [4], but more flexible; first of all, the s bits of 
the watermark are considered as binary digits expressing a number L in the range [0, 
2s‒1]; then the procedure computes a weighted sum of the selected coefficients c1, c2, 
..., cu according to the following equation: 

 ∑ mod 2    (3) 

 
where [ ] denotes the integer part of . 

If L’= L then the coefficients c1, c2, ..., cu already contain the watermark and 
nothing needs to be done; however, when L’≠ L, the KLT coefficients need to be 
changed. Since these coefficients are a function of the sub-image pixels (computed as 
in equation (1)), we use a genetic algorithm (GA) in order to find the almost optimal 
modifications to the pixels of the sub-image that allow for the watermark bits to be 
correctly extracted from the KLT coefficients. The use of the correct number u of 
coefficients according to Lin et al.'s algorithm allows for the GA to modify the pixels 
in order to change, in principle, only one KLT coefficient; anyway, the GA may 
change as many coefficients as it needs to obtain the best value for the fitness 
function. 

The GA evolves a population of individuals that are vectors of n×n pixel intensity 
modifications of typically ±1 or ±2 gray levels (but mostly are 0). The GA usually 
runs for a maximum number of generations, but it can be terminated as soon as a 
viable solution is found. The individual fitness function guides the GA towards the 
better solutions, and takes into account the distortion of the modified sub-image w.r.t. 
the original one. 

Let us consider a sub-image Si.The steps involved in the insertion of the watermark 
bits encoded as a number L are the followings: 

1. apply a modification (represented by a GA individual) to the pixels of Si and 
obtain Si

m; 
2. compute the KLT coefficients form Si

m and then compute the weighted sum 
(3) from the chosen coefficients obtaining L'; 

3. if L=L' and the distortion is low then stop and proceed to the next sub-image; 
4. else go to step 1. 

The GA searches for an individual that produces low distortion w.r.t. the original 
sub-image and allows for the watermark bits to be correctly recovered. When all the 
sub-images are processed with the previous algorithm, then the watermark has been 
completely embedded into the image. 

u=2s 1 (u n2) 
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Module 4: watermark extraction 

Watermark extraction is used by both the insertion module (in the GA fitness function 
that checks if the sub-image is effectively storing the watermark bits) and the 
verification module, and needs the key image to derive the KLT basis. 

Given a watermarked image, this is firstly divided into sub-images of size n×n. 
From every such sub-image the watermark bits are extracted from the selected KLT 
coefficients according to formula (3). The concatenation of the watermark bits of 
every sub-image makes a bit string which is the extracted watermark We. 

Module 5: tamper detection/verification 

To detect possible image tampering, the extracted watermark We is compared with the 
watermark W that should be contained (the latter may be computed according to the 
steps in module 2): differing bit values in the same position will indicate a tampered 
sub-image because an alteration should have modified the pixels and consequently the 
KLT coefficients. 

6 Experimental Results 

In order to assess the resulting quality of images watermarked with WS-KLT, we 
report the average PSNR (Peak Signal-to-Noise Ratio) and SSIM (Structural 
Similarity index [17], which measures the degradation and the quality of the resulting 
image in a way similar to a human evaluation; its value is between ‒1 and +1, where 
the largest value means that two images are identical, i.e. no distortion)values along 
with standard deviations computed over a database of 1000 gray-scale real images 
taken from [18] (the images are 256 gray levels, i.e. 8 bpp, bitmaps of size 256×256 
pixels) by inserting a watermark of 8 bits per block of 8×8 pixels. In this study, we 
mainly focused on the analysis of the watermarking algorithm properties, and set the 
GA parameters to default values (population size=100, pm=0.04, pc=0.9, terminate if 
best individual fitness is stable for the last 10 generations). 

For comparison, we report the performances of other algorithms [3], [4], [5], [6], 
[7] and [8] computed by running on the same set of 1000 images an implementation 
of these watermarking schemes; being the set of images quite large, it is possible to 
consider the given values representative of the performances of these methods. 

Table 1. Quality assessment of different fragile watermarking schemes 

Watemarking scheme PSNR (dB) SSIM 

Yeung and Mintzer [5] 46.06 ± 0.30 0.992 
Ho et al. [6] 35.64 ± 1.84 0.898 
Rawat and Raman [8] 51.14 ± 0.01 0.997 
Oktavia and Lee [7] 51.14 ± 0.01 0.997 
Lin et al. [4] 58.06 ± 13.96 0.999 
Botta et al.[3] 53.12 ± 0.14 0.998 
WS-KLT 60.02 ± 0.06 0.999 
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The comparison carried out in Table 1 shows that WS-KLT outperforms all of 
these schemes in terms of quality, both PSNR and SSIM. However, it should be 
pointed out that Lin et al.’s algorithm has a very high standard deviation, meaning 
that for some images its PSNR is higher than WS-KLT, while for others it is very 
poor. We think this is due to a conceptual problem in Lin et al.’s algorithm, for which 
we suggested a revision in [19]. Furthermore, it is worth to mention that the number 
of watermark bits depends on the method and varies a lot from one to another: [5], [7] 
and [8] embed one bit per pixel, while [3], [6] and WS-KLT embed 8 bits in a block 
of 64 pixels, and [4] embeds 8 bits in a block of 128 pixels. 

7 Discussion 

By inserting the watermark into a transformed space instead of the pixel space, WS-
KLT is more flexible than the method proposed in [4]. As a matter of fact, in Lin et al. 
[4] the number of watermark bits per block is strongly related to the size of the block: 
in order to insert s bits into a block, the size of the block must be 2s‒1 pixels. In WS-
KLT, instead, in a block of 2s‒1 coefficients we can insert up to 2s‒1 watermark bits 
(one bit per coefficient) without varying the size of the block. 

The method is quite simple: let the size of a block be 64 (26) coefficients. For s< 7, 
we just select 2s‒1 coefficients, and use them to compute the weighted sum in 
expression (3). For s = 7, we use all the 64 coefficients. For s > 7, we need a bit of 
arithmetic. We can split the KLT coefficients into two (or more) disjoint groups and 
store different portions of the watermark in each group. As an example, let s=12, and 
split the 64 KLT coefficients into 2 groups u1 and u2 of 25 = 32 KLT coefficients each 
so that we can store s1 = 6 bits in u1 and s2 = 6 bits in u2, 12 watermark bits as 
requested, in a block of only 64 coefficients. In principle, we could create 64 groups 
of 1 coefficient each, and insert a single watermark bit in each group, so arriving to 64 
watermark bits in total in a block. Obviously, the GA has to do a lot of work to 
guarantee that every group of coefficients stores the correct bits. The resulting quality 
of the image is only slightly affected, but the localization capability of the method 
remains the same whatever number of watermark bits are inserted. As a comparison, 
by inserting a watermark of 12288 bits into 1000 images of 256×256 pixels with Lin 
et al.’s algorithm (block size 25), we obtain a PSNR of 48.84±12.8 dB, while with 
WS-KLT we obtain 57.41±0.06 dB. 

7.1 Tamper Detection Ability 

As Lin et al.’s algorithm uses a smaller block size(25 pixels), it has a better tampering 
localization ability than WS-KLT in this case. Anyway, it should be pointed out that a 
design flaw of Lin et al.’s algorithm allows an attacker to successfully tamper an 
image in such a way that it always goes undetected (simply change by +2 the first 
pixel in a block and by ‒1 the second one). 

The detection ability of WS-KLT depends on the number of coefficients used to 
compute the weighted-modulo sum and on how they are influenced by a tampering of 
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the image block. In fact, changing the value of a single pixel in a block may change 
the value of more than one of the selected coefficients, but being the coefficient space 
secret, an attacker cannot anticipate if the tampering will go undetected or not. 

In order to check the detection ability of WS-KLT, we performed a sensitivity 
analysis by modifying a single pixel in a block of ±1 (and then ±2) gray levels, and 
checking if the tamper is detected. Then, we repeated this process for every pixel in a 
block, for every block in an image and computed the percentage of tampered blocks 
actually recognized by WS-KLT. It results that WS-KLT detects ~83% tampered 
blocks for ±1 pixel value modifications and ~97% for ±2 pixel value modifications. 
These experiments were aimed at evaluating the detection performance of the 
algorithm when just one single pixel is altered. This should be considered as the 
bottom line of performances of any detection algorithm. All typical attacks (such as 
global image processing, e.g. lossy compression, brightness/contrast adjustment, and 
local manipulations, e.g. object deletion, replacement, etc.) are likely to alter more 
than 1 pixel of the image and then the detection performance is more likely to be 
higher in these cases. For example, we tested the capability of the developed 
algorithm in detecting changes made by JPEG lossy compression (one of the most 
common image processing tasks) at various quality levels (85, 90, 95, 100). In all 
cases, using either JPEG or the new JPEG2000 standards, we got 99.998% tampered 
blocks. 

To improve these percentages, one can either insert a larger number of watermark 
bits per block (but slightly degrading the image quality) or use a larger number of 
coefficients. The former is generally used to reduce the probability (1/2s) that a single 
random block replacement goes undetected. Actually, the latter can be easily done, 
and even all coefficients in a block can be used to compute the weighted-modulo sum 
independently of the number of watermark bits to be inserted. In this case, the 
detection ability increases to 99.49% for ±1 pixel value modifications, with s=8 bits 
per block (of 64 pixels). 

8 Conclusions 

In this paper, we presented an elegant algorithm for the fragile watermarking of 
images in bitmap format by extending our previous work with a recently proposed 
insertion function. The presentedmethod inserts a binary watermark into some 
coefficients of a KLT space defined with a secret key image. Given that the 
watermark and the space of insertion depend on a secret key (image), the security of 
the method is strong: an attacker is not able to compute the watermark bits nor to 
determine the coefficient values containing the watermark, unless (s)he spots the 
secret image. When the key shared for the authentication should be transmitted with a 
low bandwidth requirement (e.g., for real time applications) or when the space for the 
key storage is an issue (e.g. smartcard applications), a key image generated from a 
secret random seed (in place of a real image) may be used. 

The proposed algorithm (WS-KLT) has a higher sensitivity to pixel tampering, a 
higher PSNR (see Table 1) and lower computation times (16.11±0.3s) w.r.t. the 



 Weighted-Sum Fragile Watermarking in the Karhunen-Loève Domain 233 

 

algorithm we proposed in [3] (~56% for ±1 pixel value modifications, ~83% for ±2 
pixel value modifications, 53.12 ± 0.14dB, 45.8±1.2s, respectively). We showed that 
the method has excellent performance (PSNR > 60 dB) in comparison to other 
techniques. The only issue is the computation time of the algorithm: on average, it 
takes 16.1 seconds to insert a watermark, w.r.t. less than 1 second for [4]. Anyway, 
the watermark verification process takes only 0.065 seconds on average and allows 
for real time processing of the watermarked images. Moreover, the verification 
process time scales linearly with the image size. 

Two important directions for further research are reducing the computational time 
taken by our technique and extending the algorithm to color images represented in 
various formats. 

Acknowledgements. We thank Prof. A.E.Werbrouck for his comments which helped 
improve the readability of the paper. 
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