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Abstract. Crohn’s Disease affects the intestinal tract of a patient and can have 
varying severity which influences treatment strategy. The clinical severity score 
CDEIS (Crohn’s Disease Endoscopic Index of severity) ranges from 0 to 44 and 
is measured by endoscopy. In this paper we investigate the potential of non-
invasive magnetic resonance imaging to assess this severity, together with the 
underlying question which features are most relevant for this estimation task. 
We propose a new general and modular pipeline that uses machine learning 
techniques to quantify disease severity from MR images and show its value on 
Crohn’s Disease severity assessment on 30 patients scored by 4 medical ex-
perts. With the pipeline, we can obtain a magnetic resonance imaging score 
which outperforms two existing reference scores MaRIA and AIS. 
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1 Introduction 

Crohn’s Disease is a chronic Inflammatory Bowel Disease that often affects the ter-
minal ileum and colon causing inflammation, stenoses, fistula and ulcers. Symptoms 
of the disease include abdominal pain, diarrhea and weight loss due to a malfunction 
of the bowel. While the exact cause of Crohn’s Disease (CD) is not known, it is 
thought to be a multifactorial mixture of environmental influences having an adverse 
effect on the immune system of genetically predisposed people. The treatment  
of patients in different stages of the disease include autoimmune suppressives and 
antibiotics as well as surgery of affected parts of the bowel in severe cases. CD  
patients undergo a regularly examination in which the severity of CD is determined. 
The severity and activity of the disease has direct influence on the current treatment 
strategy. 
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A state-of-the-art score for this disease severity is the Crohn’s Disease Endoscopic 
Index of Severity (CDEIS), which is determined by ileo-colonoscopy. Severity scores 
are assigned to the five bowel segments rectum, sigmoid and descend colon, trans-
verse colon, ascended colon, terminal ileum. Three points are added to the mean seg-
mental score if ulcerated stenoses or non-ulcerated stenoses are present to define the 
patient’s CDEIS. Colonoscopy in general is time consuming, uncomfortable (partly 
painful) for the patient and has inherent limitations as e.g. hindered accessibility after 
stenoses. Therefore, there is ongoing research into alternative imaging methods such 
as magnetic resonance imaging (MRI). In this paper, we investigate to what extent 
MRI can serve as basis for the measurement of CD severity. We make following con-
tributions: 1) developing a new systematic pipeline for model generation for CD  
severity assessment based on MRI; 2) proposing a plausible method for feature selec-
tion within this pipeline; 3) developing a new MRI based severity score for Crohn’s 
Disease with the help of this pipeline. The new score is evaluated with its Pearson 
correlation to the CDEIS and compared to existing scores. Our findings can help in 
determining the relevant features to be addressed when it comes to automated MRI 
analysis in this context. Fully automated localization, calibration and segmentation 
are recently central bottlenecks for computer driven feature extraction. 

1.1 Related Work 

Two published MRI based CD related scores are used as reference: the MaRIA model 
[1] and the AIS [2]. The MaRIA score serves as a baseline for our experiments, since 
it is optimized for CDEIS correlation. However, it uses the critical feature of relative 
contrast enhancement (RCE), which is very time consuming and highly subjective to 
measure. The scores are defined as: ࡭ࡵࡾࢇࡹ ൌ 1.5 כ ݏݏ݄݁݊݇ܿ݅ݐ ݈݈ܽݓ ൅ 0.02 כ ܧܥܴ ൅ 5 כ ݁݀݁݉ܽ ൅ 10 כ ࡿࡵ࡭ ݊݋݅ݐܽݎ݈݁ܿݑ ൌ 1.79 ൅ 1.34 כ ݏݏ݄݁݊݇ܿ݅ݐ ݈ܽݎݑ݉ ൅ 0.94 כ  ݈ܽ݊݃݅ݏ 2ܶ ݈ܽݎݑ݉
2 Methods 

To develop a MRI based severity score, we propose a new systematic machine learning 
pipeline, which in principal can be applied on similar problems in computational radiology 
(Fig. 1). (1) Driven by the target score CDEIS which is calculated on each bowel segment, 
the first step in the pipeline is segment-wise feature extraction from MRI volumes. (2) An 
exhaustive search is systematically performed throughout all features for feature and mod-
el selection. This step incorporates combinatorial feature selection, which are subjected to 
linear regression models, and patient-wise cross-validation of the models. After ranking 
the models according to the median correlation to CDEIS, we discover a class of models 
with similar performance. (3) We propose a method to identify this set by P-values  
and show how a feature distribution in this set can support the model selection in step 3. 
(4) The selected model is validated on a separated dataset which has not been used in  
steps 1-3. 
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13 different patients per draw. The model is trained on the samples of these patients 
and tested on the remaining 7 out-of-bag patients. The tested Pearson correlation is 
recorded and the procedure is repeated 50 times. In every iteration, a different random 
sample is drawn from the 20-patients dataset. Due to the highly variable nature of 
biological data, and due to the limited amount of training data, this bootstrapped  
validation approach provides a realistic simulation to mimic the heterogeneity of  
the whole population. Note that for every model, the same bootstrap-folds are drawn 
in each iteration to facilitate an accurate comparison of the different models.  
The stratification into complete patients is necessary to account for potential depen-
dencies among samples within one patient. All data of a specific patient is contained 
either in the training set or in the test set, but not distributed over both sets during one 
iteration. 

3 Results 

3.1 Model for Severity Assessment 

In the exhaustive search approach, all 131071 (217-1) possible linear regression mod-
els were ranked by their median cross-validated correlation to the targeted CDEIS. 
The top-ranked “Model 1” has a cross-correlation of r=.65, which tends to be higher 
than the MaRIA (r=.56, P=0.07, Paired t-test) and is significantly higher than the AIS 
(r=.55, P=0.01), even if they are retrained (both r=.60, P<0.01), meaning an im-
provement of 8-18 %. ࢒ࢋࢊ࢕ࡹ૚ ൌ 2.89 כ 1ܶ ݐ݄݊݁݉݁ܿ݊ܽ݊݁ ൅ 7.08 כ ݊݃݅ݏܾ݉݋ܿ ൅ 4.95 כ ݁݀݁݉ܽ ൅ 16.62 כ  ݏݎ݈݁ܿݑ

Model 1 uses only 4 of 17 features, illustrating that more features do not necessarily 
improve the correlation. Fig. 3 shows the cross-validated correlation of model 1 to 
CDEIS, compared to two alternative scores (Model 23 and 63), a random model, the 
MaRIA and the AIS. We will explain Model 23 and 63 in the next section. 

3.2 Feature/Model Distribution 

Although the top model shows a significant high performance, it may not be reported as 
the final problem solution, since the second best and third best models (and so on) show 
similar results in the cross-validation (Fig. 3). Actually, the correlation coefficients of the 
best 116 models do not differ significantly from Model 1 (P<0.05, Bonferroni corrected 
for multiple testing [9]). 

Fig. 4A shows the ranked median correlations of all 131071 possible models with a 
color code for the number of features used by the corresponding models. From a ma-
chine learning point of view, it is difficult to justify the top ranked model to be the 
final solution, while there exists a class of models with statistically similar perfor-
mance. We solve this problem with a feature distribution within this class, which  
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enables selecting favorite models according to additional criteria. As depicted in  
Fig. 4B, the feature distribution among the best 116 models reveals the prominent 
importance of the features comb_sign, ulcers and enhancement_T1, as they appear in 
nearly all of these models. The model using only these three features is ranked on 
position 23 and has a median correlation to CDEIS of r=.64. 

 

Fig. 3. Pearson correlation performance of our top 3 MRI models. Y-axis: absolute correlation 
coefficient. For comparison, a random model (left, white) is trained on the features of Model 1, 
but with randomly permuted CDEIS label before cross-validation. Top ranked models 1, 23 and 
63 (blue) have a median correlation of r=.65 to r=.63. The MaRIA (red) and AIS (orange) are 
cross-validated on our dataset with and without retraining (i.e. adjusting the weights to our 
dataset and using the weights as proposed by the models (see Introduction)). P-values (paired t-
test) express the significant differences to Model 1. 

૛૜࢒ࢋࢊ࢕ࡹ ൌ 4.51 כ 1ܶ ݐ݄݊݁݉݁ܿ݊ܽ݊݁ ൅ 8.21 כ ݊݃݅ݏܾ݉݋ܿ ൅ 18.37 כ  ݏݎ݈݁ܿݑ
If a low number of features is wished, we can deliver Model 23 as a proper solution of 
the problem. Indeed, the contribution of additional features to the three will not result 
in statistically higher cross-validated correlation. Nevertheless, we continue with 
Model 1, as a low number of features is not mandatory for the specific CD problem. 

Another criterion for model selection might be low variance during cross-
validation. Model 63 (r=.63) shows lowest variance among the top ranked models: ࢒ࢋࢊ࢕ࡹ૟૜ ൌ 2.06 כ 2݈ܶܽݎݑ݉ ൅ 7.19 כ ݊݃݅ݏܾ݉݋ܿ ൅ 3.12 כ ݄ݐ݈݃݊݁ ൅ 0.03 כ  ݁ܿݎ

As in our specific problem, it is more important not to use the expensive RCE fea-
ture than to have low variance, we do not consider Model 63 as final solution. 
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Fig. 4. A: Median cross-validated Pearson correlations of all 131071 possible models. X-axis: 
model index of ranked models. Color encodes the number of features used per model. The 
univariate models have weaker correlation. Models 1-116 (gray vertical line in zoom rectangle) 
do not differ statistically significantly to model 1 (paired t-test p≥0.05, Bonferroni corrected for 
multiple testing). +, x and F show the position of the models using MaRIA features, AIS fea-
tures or all 17 features, respectively. Additional to the colored median CV correlation, the zoom 
rectangle shows to every model the corresponding correlation on the external test set. B: Fea-
ture distribution of MRI features in the best 116 models, which do not differ significantly in 
performance (gray line in Fig. 4A). The top three of the predictors were used in nearly 100% of 
all 116 models, illustrating their importance for regression. 
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occurrences of the different features in the MRI scans. Also, the MaRIA patients ex-
perienced colonic preparation which results in better mucosal visualization at MRI. 
These effects might be due to a regional variation. 

Our proposed feature selection workflow can principally be applied on various fea-
ture selection problems. For the CD problem, we implemented the development pipe-
line with following specifications (Fig. 5): In step 1, we use manually collected  
features by four domain experts. The ultimate vision of computational MRI 
processing might require automated feature extraction. However, to the best of our 
knowledge, no automated feature extraction for computational radiology tailored to 
CD severity assessment does exist. Our work reveals the importance of single features 
and, therefore, identifies targets that can be addressed for automated processing in 
further studies. In step 2, an exhaustive search among all 17 features has revealed that 
there is no clear prominent model solely suitable for CDEIS representation. Rather, 
we can have a set of models with different feature combinations but similar perfor-
mance. This effect can at best been seen using a brute force algorithm instead of a 
heuristic approach, since in the first, really all models are considered. Further, this 
observation can often be made in analogue biomedical problems (e.g. [10]). The rea-
sons for that might be manifold. First, there might be no evidence that the features do 
contain such a prominent relation to the examined target variable. Second, candidate 
features might indeed be related to the target, but not necessarily causally (directly), 
such that a mathematical model would only discover indirect (or “weaker”) relations. 
These indirect relations are then discovered in an exhaustive search approach. Finally, 
from a machine learning point of view, implicit noise in real data, and subjectively 
measured features and labels always exacerbate the analyses of relations between the 
measurements. The pipeline respects this observation in step 3: based on the P-value, 
the set of top performing models is identified. Further, the feature distribution in this 
set supports the model selection process. Features that occur more often among the 
top models are assumed to have superior impact on the decision. A final independent 
validation step is proposed in this pipeline, importantly, since the result of the cross-
validation has been used for model selection. Comparing the feature annotations of 
four different radiologists, our resulting model for CD severity quantification shows 
superior correlation performance to the state-of-the-art score than existing methods, 
with at the same time similar variance among different annotators. 

Our proposed features and model for CD severity assessment should be further va-
lidated on larger datasets for clinical value. An interesting validation scenario would 
be the connection of MRI with histological data. While histology might serve as a 
better gold-standard than CDEIS, such data are far less available and often biased to 
severe cases where surgery was necessary. For future research, our feature ranking 
offers a basis for automated MRI feature extraction methods which focus on mimick-
ing manual MRI features. 

We have presented a systematic pipeline for feature and model selection in compu-
tational radiology and showed its benefits for the difficult problem of CD severity 
estimation based on MRI. With the pipeline, models could be generated with superior 
performance than existing score functions. We are convinced that this design of a 
medical imaging pipeline can easily be adapted to structurally similar problems in 
computational magnetic resonance imaging. 
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