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Preface

World wind generation capacity has more than quadrupled between 2000 and
2006, doubling every 3 years. At the end of 2012, worldwide wind capacity was
282 GW, growing by 44 GW over the preceding year. Due to this reason, it is
considered as the fastest growing energy resource in the world currently. Several
factors have led to this transformation in the last decade. In particular, advances in
technologies have certainly played a major role in the wind energy conversion.
In addition, in countries like United States, wind energy production receives
several subsidies to increase its attractiveness, and also to compensate for subsi-
dies received by other forms of production.

The Handbook on Wind Power Systems is divided into four parts: optimization
problems in wind power generation, grid integration of wind power systems,
modeling, control and maintenance of wind facilities, and innovative wind energy
generation.

Several optimization problems arising in wind power systems are addressed in
the book. Reliability assessment unit commitment with uncertain wind power is
addressed by Wang et al. while a wind farm layout optimization problem is dis-
cussed by Samorani et al. Additionally, several risk management tools for wind
power trades are given by Yamada et al. Another chapter on innovative wind
energy models and prediction methodologies by Sen et al. is also included.

Grid integration of wind power systems is an important problem and has been
addressed by several authors in the book. Vespucci et. al. talk about stochastic
models for integration of wind power production in a conventional power pro-
duction system, while Santoso et al. discuss modeling of wind power plants.
Deterministic and probabilistic approaches for steady-state analysis of distribution
systems with wind farms is discussed by Carpinelli et al. Additionally, advanced
control functionalities for grid integration of large-scale wind generation is
addressed by Resende et al. Network stability issues arising under high wind
power penetration is discussed by Tsikalakis et al. while power system operations
with large penetrations of wind power is discussed by Denny et al. Rosa et al.
assess the operational reserves under wind power fluctuations in power systems.

Several chapters in the handbook are dedicated to modeling, control, and main-
tenance of wind facilities. Namak et al. give a comprehensive review offloating wind
turbine controllers, while RamiÌrez et al. discuss in detail the modeling aspects of
wind turbines and wind parks. Another chapter on grid support capabilities of wind
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turbines is discussed by Michalke et al. Coordination between wind farms and
storage devices is discussed by Castronuovo et al. while a hybrid offshore wind and
tidal turbine generation system is discussed by Rahman et al. Wind energy facility
maintenance and monitoring are discussed by Ding et al. and Milan et al.

Satellite remote sensing in offshore wind energy is discussed by Hasager et al,
while Optimization of AC electric power systems of offshore wind farms in
addressed by Ramos et al. Low power wind energy conversion systems are discussed
by Bratcu et al. and small wind-driven devices are discussed by Ahmed et al.

The chapters of the handbook are contributed by experts working on different
aspects of wind energy generation and conversion. We would like to thank all the
authors for their contribution, all reviewers for their constructive comments, and
the Springer team for making this project possible.

Panos M. Pardalos
Steffen Rebennack

Mario V. F. Pereira
Niko A. Iliadis

Vijay Pappu
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Part II Grid Integration of Wind Power Systems

Integration of Wind Power Production in a Conventional
Power Production System: Stochastic Models
and Performance Measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Maria Teresa Vespucci, Marida Bertocchi, Asgeir Tomasgard
and Mario Innorta

Grid Integration of Wind Power Systems: Modeling of Wind
Power Plants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Mithun Vyas, Mohit Singh and Surya Santoso

Deterministic Approaches for the Steady-State Analysis
of Distribution Systems with Wind Farms . . . . . . . . . . . . . . . . . . . . . 211
P. Caramia, G. Carpinelli, D. Proto and P. Varilone

vii

http://dx.doi.org/10.1007/978-3-642-41080-2_1
http://dx.doi.org/10.1007/978-3-642-41080-2_1
http://dx.doi.org/10.1007/978-3-642-41080-2_2
http://dx.doi.org/10.1007/978-3-642-41080-2_3
http://dx.doi.org/10.1007/978-3-642-41080-2_3
http://dx.doi.org/10.1007/978-3-642-41080-2_4
http://dx.doi.org/10.1007/978-3-642-41080-2_4
http://dx.doi.org/10.1007/978-3-642-41080-2_5
http://dx.doi.org/10.1007/978-3-642-41080-2_5
http://dx.doi.org/10.1007/978-3-642-41080-2_5
http://dx.doi.org/10.1007/978-3-642-41080-2_6
http://dx.doi.org/10.1007/978-3-642-41080-2_6
http://dx.doi.org/10.1007/978-3-642-41080-2_7
http://dx.doi.org/10.1007/978-3-642-41080-2_7


Probabilistic Approaches for the Steady-State Analysis
of Distribution Systems with Wind Farms . . . . . . . . . . . . . . . . . . . . . 245
A. Bracale, G. Carpinelli, A. R. Di Fazio and A. Russo

Advanced Control Functionalities for Grid Integration
of Large Scale Wind Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 283
Fernanda Resende, Rogério Almeida, Ângelo Mendonça
and João Peças Lopes

Network Stability Under High Wind Power Penetration . . . . . . . . . . . 333
Emmanuel S. Karapidakis and Antonios G. Tsikalakis

Power System Operation with Large Penetrations
of Wind Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357
Eleanor Denny

Operational Reserve Assessment Considering Wind Power
Fluctuations in Power Systems. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 379
Mauro Rosa, Manuel Matos, Ricardo Ferreira,
Armando Martins Leite da Silva and Warlley Sales

Part III Modeling, Control and Maintenance of Wind Facilities

A Review of Floating Wind Turbine Controllers . . . . . . . . . . . . . . . . 415
H. Namik and K. Stol

Modelling and Control of Wind Turbines. . . . . . . . . . . . . . . . . . . . . . 443
Luis M. Fernández, Carlos Andrés García and Francisco Jurado

Modelling and Control of Wind Parks . . . . . . . . . . . . . . . . . . . . . . . . 509
Carlos A. García, Luis M. Fernández and Francisco Jurado

Grid Support Capabilities of Wind Turbines . . . . . . . . . . . . . . . . . . . 569
Gabriele Michalke and Anca Daniela Hansen

Coordination Between Wind Farms and Storage Devices,
Technical and Economic Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591
Edgardo D. Castronuovo and J. Usaola

Prototype of HOTT Generation System . . . . . . . . . . . . . . . . . . . . . . . 623
Mohammad Lutfur Rahman, Shunsuke Oka and Yasuyuki Shirai

viii Contents

http://dx.doi.org/10.1007/978-3-642-41080-2_8
http://dx.doi.org/10.1007/978-3-642-41080-2_8
http://dx.doi.org/10.1007/978-3-642-41080-2_9
http://dx.doi.org/10.1007/978-3-642-41080-2_9
http://dx.doi.org/10.1007/978-3-642-41080-2_10
http://dx.doi.org/10.1007/978-3-642-41080-2_11
http://dx.doi.org/10.1007/978-3-642-41080-2_11
http://dx.doi.org/10.1007/978-3-642-41080-2_12
http://dx.doi.org/10.1007/978-3-642-41080-2_12
http://dx.doi.org/10.1007/978-3-642-41080-2_13
http://dx.doi.org/10.1007/978-3-642-41080-2_14
http://dx.doi.org/10.1007/978-3-642-41080-2_15
http://dx.doi.org/10.1007/978-3-642-41080-2_16
http://dx.doi.org/10.1007/978-3-642-41080-2_17
http://dx.doi.org/10.1007/978-3-642-41080-2_17
http://dx.doi.org/10.1007/978-3-642-41080-2_18


Wind Energy Facility Reliability and Maintenance . . . . . . . . . . . . . . . 639
Eunshin Byon, Lewis Ntaimo, Chanan Singh and Yu Ding

Wind Turbine Power Performance and Application
to Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 673
Patrick Milan, Matthias Wächter and Joachim Peinke

Part IV Innovative Wind Energy Generation

Satellite Remote Sensing in Offshore Wind Energy . . . . . . . . . . . . . . . 711
Charlotte Bay Hasager, Merete Badger, Poul Astrup
and Ioanna Karagali

Optimization of AC Electric Power Systems of Offshore
Wind Farms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 747
Marcos Banzo and Andres Ramos

Low-Power Wind Energy Conversion Systems:
Generation Configurations and Control Objectives . . . . . . . . . . . . . . . 773
Iulian Munteanu, Antoneta Iuliana Bratcu and Emil Ceangă
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Reliability Assessment Unit Commitment
with Uncertain Wind Power

Jianhui Wang, Jorge Valenzuela, Audun Botterud, Hrvoje Keko,
Ricardo Bessa and Vladimiro Miranda

Abstract This book chapter reports a study on the importance of modeling wind
power uncertainty in the reliability assessment commitment procedure. The study
compares, in terms of economic and reliability benefits, the deterministic and
stochastic approaches to modeling wind power. The report describes the mathe-
matical formulation of both approaches and gives numerical results on a 10-unit
test system. It is found that scenario representation of wind power uncertainty in
conjunction with a proper reserve margin to accommodate for wind power
uncertainty may provide higher benefits to market participants.

Nomenclature

Indices
i Index for wind unit, i = 1.. I
j Index for thermal unit, j = 1.. J
k Index for time period, k = 1.. 24
l Index for generation block, thermal units, l = 1.. L
m Index for reserve demand block, m = 1..M
s Index for scenario, s = 1.. S

J. Wang (&) � J. Valenzuela � A. Botterud
Decision and Information Sciences Division, Argonne National Laboratory,
Argonne, IL 60439, USA
e-mail: jianhui.wang@anl.gov

J. Valenzuela
Department of Industrial Systems Engineering, Auburn University,
Alabama, USA

H. Keko � R. Bessa � V. Miranda
INESC Porto, Institute for Systems and Computer Engineering of Porto,
Porto, Portugal

H. Keko � R. Bessa � V. Miranda
Faculty of Engineering, University of Porto, Porto, Portugal

P. M. Pardalos et al. (eds.), Handbook of Wind Power Systems, Energy Systems,
DOI: 10.1007/978-3-642-41080-2_1, � Springer-Verlag Berlin Heidelberg 2013
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Constants
a, b, c Unit production cost function coefficients
a(s) Operating reserve percentage, scenario s
WR(k) Additional wind reserve, period k
D(k) Load, period k
Cens Cost of energy not served
CRrns,m Cost of reserve not served, block m
Aj Operating cost at minimum load, thermal unit j
MCl,j Marginal cost (or bid), block l, thermal unit j
PTj Capacity, thermal unit j
PTj Minimum output, thermal unit j

Dl;j Capacity, block l, thermal unit j

CCj Cold start cost, thermal unit j
HCj Hot start cost, thermal unit j
Gð�Þ Generalized network constraints
Tcold

j Time for cold start cost (in addition to minimum downtime), thermal
unit j

Tup
j Minimum up-time, thermal unit j

Tup;0
j

Minimum up-time, initial time step, thermal unit j

Tdn
j Minimum down-time, thermal unit j

Tdn;0
j

Minimum down-time, initial time step, thermal unit j

SUj Start-up ramp limit, thermal unit j
SDj Shut-down ramp limit, thermal unit j
RLj Ramping limit (up/down), thermal unit j
Wi(k) Actual maximum wind generation, wind unit i, period k

PWf ;s
i ðkÞ Forecasted maximum generation, wind unit i, period k, scenario s

probs Probability of occurrence, wind scenario s

Variables
cp

j ðkÞ Production cost, thermal unit j, period k

cu
j ðkÞ Start-up cost, thermal unit j, period k

ptj(k) Generation, thermal unit j, period k
dl;j kð Þ Generation, block l, thermal unit j, period k
ptjðkÞ Maximum feasible generation, thermal unit j, period k
vj(k) Binary on/off variable, thermal unit j, period k
pws

i kð Þ Generation, wind unit i, period k, scenario s
cws

i kð Þ Curtailed wind generation, wind unit i, period k, scenario s
enssðkÞ Energy not served, period k, scenario s
rnss

mðkÞ Reserve curtailed, period k, scenario s
rsðkÞ Reserve requirement (spinning), scenario s, period k

4 J. Wang et al.



1 Introduction

In many electricity markets, power producers and buyers submit bids to an
Independent System Operator (ISO/RTO) for an amount of energy and the price
they are willing to offer or pay [1]. The electricity market is usually structured into
day-ahead (DA) and real-time (RT) markets. In the DA, power producers submit
generation offers, and consumers submit demand bids. The ISO/RTO computes
market clearing prices for the next 24 h by using a least-cost security-constrained
unit commitment (SCUC), and a security-constrained economic-dispatch (SCED)
optimization model. The objective of ISO/RTO is to meet the demand at minimum
cost while maintaining the reliability of the system.

However, high penetrating of wind power has caused great challenges to the
ability of power system operators to reliably operating the system due to the
uncertainty and variability from wind power, especially in the unit commitment
stage. How to commit the generating units optimally to address the fluctuations of
wind power becomes very critical. To account for load fluctuations, outages, and
wind power output uncertainties, the unit commitment algorithms co-optimize
energy and ancillary services. Most of current research is focused on how to
integrate the wind power forecasts into the day-ahead SCUC only without simu-
lating a complete market procedure. Barth et al. [2] presented the early stage of the
Wind Power Integration in the Liberalised Electricity Markets (WILMAR) model
in [3]. More recently, a more comprehensive UC algorithm based on Mixed
Integer Linear Programming (MILP) has been introduced in WILMAR. However,
the model is mainly a planning tool. Tuohy et al. [4] extended their previous
studies in [5] and [6] to examine the effects of stochastic wind and load on the unit
commitment and dispatch of power systems with high levels of wind power by
using the WILMAR model. The model builds on the assumptions needed for the
hours-ahead or day-ahead system scheduling. The analysis compares only the
scheduling alternatives at the scheduling stage. The effectiveness of the methods
should be examined further by analyzing the operational impact in the real-time
market, where the realized wind generation is likely to deviate from the forecast.
Ummels et al. [7] analyzed the impacts of wind power on thermal generation unit
commitment and dispatch in the Dutch system, which has a significant share of
combined heat and power (CHP) units. Bouffard and Galiana [8] proposed a
stochastic unit commitment model to integrate significant wind power generation
while maintaining the security of the system. Rather than being pre-defined, the
reserve requirements are determined by simulating the wind power realization in
the scenarios. Ruiz et al. [9] proposed a stochastic formulation to manage
uncertainty in the unit commitment problem. The stochastic alternative to the
traditional deterministic approach can capture several sources of uncertainty, and
system reserve requirements can be determined for each scenario. In a related
paper [10], the authors consider uncertainty and variability in wind power in the
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UC problem by using the same stochastic framework. Wang et al. [11] presented a
SCUC algorithm that takes into account the intermittency and variability of wind
power generation. The wind power uncertainty is represented by scenarios, and
Bender’s decomposition is used to solve the problem.

In most of the existing markets, after the clearing of the DA market, the ISO/
RTO performs a revised commitment procedure focusing on the reliability of the
power system. This procedure is called Reliability Assessment Commitment
(RAC). In this procedure, the demand bids are replaced with the forecasted load for
the next day. Since this procedure is performed several hours after the DA market is
cleared, the ISO/RTO may change the commitment schedule from the DA market
clearing because of reliability issues. After the RAC procedure, the SCED is
executed again every 5 min to economically dispatch the units. The 5-minute prices
are integrated over the hour to obtain the real-time hourly prices. As in the DA
market clearing, the RAC generates a new commitment schedule. In the real time,
the SCED determines the hourly dispatch results and energy prices. The market
settlement is based on real-time deviations from the DA transactions over the hour.
A RT demand that exceeds its DA quantity pays a RT price for the shortage and a
demand that is below its DA quantity is paid the RT price for the surplus. In the
market procedure, wind power forecasting can play a role in several places as
shown in Fig. 1. As can be seen in Fig. 1, the wind power forecast can help
determine the operating reserve requirements, as a part of the required reserves may
be used to accommodate the uncertainty and variability from wind power. Wind
power bidding strategies should also be based on wind power forecasts to predict
the actual wind power output in the real-time market. Furthermore, updated wind
power forecasts can be used by the ISO/RTO in the RAC process to provide more
accurate information. Moreover, wind power forecasts can be used in the operating
day to guide the real-time system operations. The use of wind power forecasting in
U.S. electricity markets is further discussed in [12].

Given that the day-ahead market is generally cleared as a financial market, we
investigate the role of wind power forecasting in the reliability unit commitment
by simulating the market procedure through a market simulation model in this
book chapter. The model is used to investigate the effects of wind power uncer-
tainty on unit commitment and dispatch decisions and to analyze its impact on
reserve requirements for system operations. The purpose of this book chapter is to
demonstrate that modeling wind power uncertainty properly can efficiently deal
with the uncertainty and variability associated with high penetration of wind power
generation in current markets. Also, a stochastic approach that utilizes a set of
scenarios to represent the wind power uncertainty is developed and described in
this book chapter. A deterministic approach that uses a wind power point forecast
is implemented with the purpose to compare it to the stochastic approach.

The following sections give the mathematical formulation of both approaches
and preliminary results are given for a 10-unit power system.

6 J. Wang et al.



2 Unit Commitment and Dispatch Formulations

The general UC constraints follow the deterministic model in [13]. However, we
make adjustments in this stochastic version based on the introduction of wind
power and wind power forecasting uncertainty, which is represented in the form of
scenarios. Our stochastic unit commitment model was first presented in [14]. We
include the formulation here for completeness.

1. Objective Function

The objective is to minimize the sum of expected production costs, the expected
cost of unserved energy and reserve curtailment, and start-up costs, as shown in
(1). Constraints on load and operating reserves are represented in (2)–(3). We use a
step-wise reserve demand curve to mimic the reserve requirement practiced by
some system operators, such as MISO, as shown in (4). This formulation allows
the reserve requirement, represented by a percentage of wind power, to be reduced
at the reserve curtailment cost in some cases to avoid load curtailment. The idea is
that this wind power reserve helps accommodate the uncertainty and variability
from wind at the day-ahead UC stage since we do not simulate load forecasting
errors and contingencies. Wind units may also be curtailed if necessary, as shown
in (5). It is of note that the thermal dispatch, and therefore the production cost and
the curtailed energy and reserve costs, all vary by wind scenario. The constraints

1100 1600 1700Prepare and 
submit DA bids

Clear DA market 
using SCUC/SCED

Day ahead:

Post-DA RAC 
using SCUC

Post results 
(DA energy 
and reserves)

Re-
bidding 
for 
RAC

DA      – day ahead
RT      – real time
SCUC – security constr.

unit commitment
SCED – security constr.

economic dispatch
RAC   – reliability ass.

commitment

Post operating 
reserve requirements

Operating day:

-30min
Operating hourPrepare and 

submit RT bids

Clear RT market using 
SCED (every 5 min)

Intraday RAC
using SCUC

Post results 
(RT energy 
and reserves)

Wind power 
forecasting

Fig. 1 Market operations timeline for midwest ISO, indicating where wind power forecasting
could play an important role1

1 Reprinted from [12], with permission from Elsevier.
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for load, operating reserves, and wind curtailment must be met in all wind sce-
narios. In contrast, the start-up costs are independent of wind scenarios. This is
because we assume that the commitment of thermal units has to be fixed at the
day-ahead stage.

We assume that each thermal unit is offered into the market as a step-wise
price-quantity offer function, and that the offers can be derived by linearizing a
standard quadratic production cost function. Hence, we can express the operating
cost for one thermal unit with the equations in (6)–(9). The coefficients for the
generation blocks are derived from the quadratic production cost function. The last
part of the objective function is the start-up cost. This part is modeled by assuming
that there is a cold start-up cost and a warm start-up cost, depending on the length
of time that the unit has been down. The mathematical formulation is shown in
(10)–(12).

2. Thermal Unit Constraints

The constraints for the operation of thermal units include generation limits,
ramping-up limits, ramping-down limits, minimum-up time, and minimum-down
time. The upper and lower generation limits for the thermal plants are shown in
(13). The maximum power output of a unit, pts

j kð Þ, is constrained by the generation
limit of a unit in (14), limitations on start-up and ramp-up rates in (15) shut-down
ramp rates in (16), and ramp-down limits in (17). The availability of spinning
reserves is equal to the difference between the maximum potential generation and
the actual generation, that is, pts

j kð Þ � pts
j . Hence, the reserve requirement in (5)

takes into account the constraints imposed by (13)–(17). The reserve requirement
is maintained for each individual wind scenario.

The final constraints included are the minimum-up and -down time constraints.
Minimum-up times are represented by (18)–(20), which represent the initial status,
the intermediate time periods, and the final time steps of the planning period,
respectively. The minimum-down time constraints are represented analogously by
(21)–(23). It is of note that the equations for generation and ramping limits,
(13)–(17), must be included for all wind scenarios, because thermal dispatch
depends on the wind generation. In contrast, the minimum-up and minimum-down
time constraints, (18)–(23), are functions of commitment only and do not vary with
wind scenarios. Generalized network constraints are represented in (24).

Min
XS

s¼1

probs �
XK

k¼1

XJ

j¼1

cp;s
j kð Þ þ

XK

k¼1

Cens � enssðkÞ
(

þ
XK

k¼1

XM

m¼1

CRrns;m � rnss
mðkÞ

)
þ
XK

k¼1

XJ

j¼1

cu
j kð Þ

ð1Þ

s.t.

8 J. Wang et al.



XI

i¼1

pws
i kð Þ þ

XJ

j¼1

pts
j kð Þ ¼ D kð Þ � enss kð Þ; 8k; 8s ð2Þ

XJ

j¼1

pts
j kð Þ � pts

j kð Þ
h i

� rsðkÞ; 8k; 8s ð3Þ

rs kð Þ ¼ WR kð Þ �
XM

m¼1

rnss
m kð Þ; 8k; 8s ð4Þ

pws
i kð Þ þ cws

i kð Þ ¼ PWf ;s
i kð Þ; 8i; 8k; 8s ð5Þ

cp;s
j kð Þ ¼ AjvjðkÞ þ

XL

l¼1

MCl;jðkÞ � ds
l;jðkÞ; 8j; 8k; 8s ð6Þ

pts
j kð Þ ¼ PTj � vj kð Þ þ

XL

l¼1

ds
l;jðkÞ; 8j; 8k; 8s ð7Þ

ds
l;jðkÞ�Dl;j; 8l; 8j; 8k; 8s ð8Þ

ds
l;jðkÞ� 0; 8l; 8j; 8k; 8s ð9Þ

cu
j kð Þ�CCj � vj kð Þ �

XN

n¼1

vj k � nð Þ
" #

; 8j; 8k

where N ¼ Tdn
j þ Tcold

j :

ð10Þ

cu
j kð Þ�HCj � vj kð Þ � vj k � 1ð Þ

� �
; 8j; 8k ð11Þ

cu
j kð Þ� 0; 8j; 8k ð12Þ

PTj � vj kð Þ� pts
j kð Þ� pts

j ðkÞ; 8j; 8k; 8s ð13Þ

0� pts
j ðkÞ�PTj � vj kð Þ; 8j; 8k; 8s ð14Þ

pts
j kð Þ� pts

j k � 1ð Þ þ RLj � vj k � 1ð Þ
þ SUj � vj kð Þ � vj k � 1ð Þ

� �

þ PTj � 1� vjðkÞ
� �

; 8j; 8k; 8s
ð15Þ

pts
j kð Þ�PTj � vj k þ 1ð Þ þ SDj � vj kð Þ � vj k þ 1ð Þ

� �
; 8j; 8k ¼ 1. . .23; 8s ð16Þ
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pts
j k � 1ð Þ � pts

j kð Þ�RLj � vj kð Þ
þ SDj � vj k � 1ð Þ � vj kð Þ

� �

þ PTj � 1� vj k � 1ð Þ
� �

; 8j; 8k; 8s
ð17Þ

XT
up;0
j

k¼1

1� vj kð Þ
� �

¼ 0; 8j ð18Þ

XkþTup
j �1

n¼k

vj nð Þ� Tup
j � vj kð Þ � vj k � 1ð Þ
� �

;

8j; 8k ¼ Tup;0
j þ 1; . . .; T � Tup

j þ 1

ð19Þ

XT

n¼k

vj nð Þ � vj kð Þ � vj k � 1ð Þ
� �ffi �

� 0; 8j; 8k ¼ T � Tup
j þ 2; . . .; T ð20Þ

XT
dn;0
j

k¼1

vj kð Þ ¼ 0; 8j ð21Þ

XkþTdn
j �1

n¼k

1� vj nð Þ
� �

� Tdn
j � vj k � 1ð Þ � vj kð Þ
� �

;

8j; 8k ¼ Tdn;0
j þ 1; . . .; T � Tdn

j þ 1

ð22Þ

XT

n¼k

1� vj nð Þ � vj k � 1ð Þ � vj kð Þ
� �ffi �

� 0; 8j; 8k ¼ T � Tdn
j þ 2; . . .; T ð23Þ

G pws
i kð Þ; pts

j kð Þ
� �

� 0 ð24Þ

3. Deterministic Formulation

In a simplified representation, the formulation above would consider only one
scenario for forecasted wind generation. In this case, the formulation is equivalent
to a deterministic version of the UC problem. The selected scenario could be the
expected wind power generation or point forecast or could also represent a certain
quantile in the forecasting probability distribution.

4. Economic Dispatch

In order to assess the dispatch cost in real-time, we also develop an economic
dispatch formulation. The commitment variables are now assumed to be fixed
from the UC run. The representation of wind power generation by scenarios is

10 J. Wang et al.



replaced by the realized wind power output (without considering potential wind
power curtailment). Hence, we formulate a deterministic economic dispatch
problem consisting of Eqs. (1)–(9) and (13)–(17) with only one wind power sce-
nario and fixed values for the thermal commitment variables, vj(k). The start-up
cost and minimum-up and -down time constraints are not considered because of
the fixed commitment. Ramping constraints are in (13)–(17), and the 24 h problem
is solved simultaneously. It is of note that the operating reserve requirement in (3)
is also imposed in the ED formulation.

3 Market Simulation

A market simulation set up has been put in place, which first clears the day-ahead
market. This is done by first running UC and then ED on the basis of a day-ahead
wind power forecast. Next, the RAC is performed with a new forecast, which
could be a deterministic point forecast or a set of scenarios, as explained below.
Finally, the real-time ED is run on the basis of the realized wind conditions. This
action is performed in sequence for multiple days. An updated wind power fore-
cast along with the unit status and generation output for the thermal units from the
previous day are taken as initial conditions for the UC problem for the next day.
The main results for the day-ahead and real-time market operations (UC, dispatch,
available reserves, unserved load, curtailed reserve, prices, etc.) are calculated and
stored after each simulation day.

Because the focus is the impact of wind power forecasts on system operation,
the only uncertainty we consider is from wind generation. Other uncertainties,
such as load or forced outage, are not directly considered. Hence, the additional
amount of ‘‘wind power reserve’’ becomes critical to address the impact of
uncertainty from use of wind power. With the stochastic UC formulation, the need
for additional operating reserves is arguably already addressed because we include
a representative set of wind power outcomes in the scenarios. However, because of
the accuracy of the scenarios in capturing all of the possible wind power outputs,
additional reserve may be needed even in the stochastic formulation to cover the
extra uncertainty that the simulated scenarios are not able to capture. In the case
study below, we run a number of different cases to investigate the impact of UC
strategy and operating reserve policy on the system dispatch.

3.1 Deterministic Approach

In the deterministic approach, the DA market uses a wind power point forecast for
the next 24 h of the operation day. Since the objective of the RAC procedure is to
assure the reliability of the power system, a conservative estimate of the wind
power, e.g. the 20th percentile, may be used in the procedure. After the units are
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committed in the RAC procedure, the units are economically dispatched by the
SCED using the actual wind power. It is also assumed that there is no demand side
bidding. Figure 1 illustrates the different stages of the market procedure and how
the wind power data is used in the deterministic approach.

3.2 Stochastic Approach

In the stochastic approach, the DA market uses the same wind power forecast for
the next 24 h of the operation day as in the deterministic approach. However, in
comparison with the point forecast used in RAC in the deterministic approach, the
RAC uses a set of wind power scenarios in the stochastic case. The scenarios are
derived by using a combination of quantile regression and Monte-Carlo simulation
[15, 16]. A comprehensive review of the state-of-the art in wind power forecasting,
including uncertainty forecasts is provided in [17]. As in the deterministic
approach, the dispatch of the units in the real-time market is completed by the
SCED using the actual wind power. Again, we assume no uncertainty on the load
and no generator outages. Figure 2 illustrates the use of the wind power data. It is
also assumed that there is no demand side bidding in the stochastic approach.

4 Case Study

A test 10-unit power system is used to study the reliability unit commitment
problem. Since we focus on the impact of different UC strategies and reserve
requirement with wind power, we do not consider transmission constraints in this
case study. Hence, the SCUC, SCED and RAC become UC and ED without
transmission constraints and are solved in sequence as described in Figs. 2 and 3.
The technical characteristics of the thermal units are given in Table 1. The values

Fig. 2 Wind power forecast in the deterministic approach
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in this table are based on the case studies presented in [13, 18]. Ramp rates have
been added to the table and the cost coefficients have been slightly modified. Each
unit is assumed to have four blocks of equal size. The bid price of each block is
based on the quadratic cost function. The production cost increases from unit 1 to
unit 10, with units 1 and 2 being the baseload plants.

Fig. 3 Wind power forecast in the stochastic approach

Table 1 Generator data

Unit PTj (MW) PTj (MW) RLj (MW/h) Tup
j [h] Tdn

j [h] In. state (h)

1 455 150 200 8 8 8
2 455 150 200 8 8 8
3 130 20 100 5 5 -5
4 130 20 100 5 5 -5
5 162 25 100 6 6 -6
6 80 20 80 3 3 -3
7 85 25 85 3 3 -3
8 55 10 55 1 1 -1
9 55 10 55 1 1 -1
10 55 10 55 1 1 -1

Unit aj ($/h) bj ($/MWh) cj ($/MW2h) CCj ($/h) HCj ($/h) Tcold
j (h)

1 1,000 16 0.00048 9,000 4,500 5
2 970 17 0.00031 10,000 5,000 5
3 700 30 0.002 1,100 550 4
4 680 31 0.0021 1,120 560 4
5 450 32 0.004 1,800 900 4
6 370 40 0.0071 340 170 2
7 480 42 0.00079 520 260 2
8 660 60 0.0041 60 30 0
9 665 65 0.0022 60 30 0
10 670 70 0.0017 60 30 0

(*) Start-up and shut-down ramps, SUj and SDj, are equal to ramp rate RLj
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The power system is simulated for 91 days. The hourly load profile corresponds
to the historical data from two utilities in the state of Illinois for the months of
October to December of 2006. The load has been scaled down to match the
generation capacity of the test power system. Figure 4 shows the hourly load for
the month of November. It is assumed perfect information about the load, i.e. the
forecasted load is assumed to be equal to the actual load. Again, the reason for this
assumption is to isolate the effects of wind power uncertainty from load uncer-
tainty. Outages of thermal plants and wind farms are not simulated either. Thus,
the results of the simulated cases show the effects of wind power uncertainty only.
The cost of reserve curtailment is 1,100 ($/MWh) and the cost of unserved energy
is 3,500 ($/MWh). The wind power plants do not provide reserves and therefore
the operating reserve requirement is met by the thermal power plants .

The wind power data corresponds to wind power forecasts and realized wind
power generation for 15 hypothetical locations in the state of Illinois for 2006.
Time series of wind power generation for the 15 sites were obtained from NREL’s
EWITS study [19]. This data was produced by combining a weather model with a
composite power curve for a number of potential sites for wind power farms. The
forecasts were generated based on observed forecast errors from four real wind
power plants. The wind power data for the 15 sites were aggregated into one time
series. The accuracy of the day-ahead wind power forecast varies from day to day.
For the forecast, the normalized mean average errors (NMAE) over a 91-day
simulation period vary between 8.4 and 12.4 % for different hours of the day, with
the highest forecast errors occurring in the afternoon between noon and 6 pm.

The total installed capacity of wind power is assumed to be 500 MW, and for
simplicity it is modeled as one large wind power plant. For the simulated 91-day
period, the wind power capacity factor is 40 %, and the wind power meets 20 % of
the load (with no wind curtailment). Wind power and load are uncorrelated with a
correlation coefficient of 0.01. With these assumptions, the total installed capacity of
the thermal units is 10.8 % higher than the peak load. If we assign a capacity value of
20 % to the wind power capacity, the system reserve margin increases to 17.4 %.

Fig. 4 Hourly load of November, 2006

14 J. Wang et al.



Figure 5 shows the actual and forecasted hourly wind power for the month of
November.

In the following sections, the results for the deterministic and stochastic
approaches are compared. The purpose is to study how the use of wind power
forecasts, reserve requirements, and unit commitment strategy influence cost,
prices, and reliability in system operations.

1. Deterministic Approach

To study the impact of different reserve margins, five cases are developed. Their
characteristics are shown in Table 2. All cases solve the UC and ED in the DA
market using the same wind power forecast. The reason is to clear the DA market
with the same amount of information on wind power in all cases. The RAC
formulation uses an estimate of the 20th percentile of the wind power as a forecast.
The 20th percentile is a conservative forecast of the actual wind power, which
means that the actual wind power is expected to be higher than this forecast. In this
way, the difference between the actual wind power and the 20th percentile acts as a

Fig. 5 Actual and forecasted hourly wind power of November, 2006

Table 2 Description of deterministic cases (10-unit system)

Case UC and ED
Reserve margin a (%)

RAC and ED Reserve
margin a (%)

D0a 20 20
D1 20 20
D2 20 40
D3 40 20
D4 40 40
D5 No reserve No reserve

a Case D0 uses a perfect forecast
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natural reserve for the system. In order to clarify the structure of the cases, let us
consider case D2 in Table 2. In case D2, the UC and ED use a forecast of wind
power to commit and dispatch the thermal power plants in the day-ahead market.
The reserve margin is set to 20 % of the wind power forecast to accommodate
wind power variations. The RAC, on the other hand, commits the thermal units in
the real-time market using a 20th percentile estimate of the wind power and a
reserve margin equal to 40 % of the 20th percentile estimate. The thermal units are
dispatched in the real-time market by ED using the actual wind power and with the
same reserve margin as in the RAC procedure. Notice that all reserve requirements
are functions of the wind power forecast. In addition, a hypothetical case D0
consisting of using a perfect wind power forecast (the forecast for the UC, ED, and
RAC is the actual wind power) is also simulated. The fact that the forecast is a
perfect prediction of the actual wind power is assumed to be unknown to the
operator and a reserve of 20 % of the forecast is used to accommodate for the
possible wind power variations.

A summary of the results for the six cases are provided in this section. The
cases are solved using the mathematical programming formulation given in Sects.
2.1–2.4 and the commercial solver Lingo 12.0. A Lingo tolerance of 0.01 (1 %
gap) is used in all cases for solving the integer programs. Microsoft Excel 2007 is
used as the input and output interface. On average, it takes 12 s to simulate one
day using a personal computer with 8 GB RAM and Intel(R) CoreTM2 Duo
processor 3.33 GHz. Table 3 summarizes the overall performance during the real-
time dispatch over the 91-day simulation.

As expected, D0 gives the best performance. It serves the load at all hours, and
it has the lowest startup and production costs while maintaining the lowest per-
centage of units on-line. However, this case is unrealistic since the wind power
cannot be predicted with absolute certainty. Case D5, on the other hand, is the
worst case in terms of serving the load and total costs. 0.072 % (1,556.21 MWh
over a total of 2161,989 MWh) of the total load is curtailed. The loss of load
probability is equal to 0.0238 (52 h over a total of 2,184 h). It has also the higher
total cost (startup ? production ? unserved load costs), a 16 % higher than the
best case. Case D2 is the next best case in regard to serving the load. Under this
case, 0.006 % of the total load is curtailed representing a 91 % improvement from
the worst case D5. The loss of load probability is equal to 0.004, which represents

Table 3 10-unit system overall performance (91-day simulation of deterministic approach)

Case Unserved load
(MWh)

Unserved
reserve
(MWh)

Startup
cost (M$)

Production
cost (M$)

Unserved load
cost (M$)

D0 0.00 5.5 100.70 34,357.24 0.00
D1 465.87 927.1 110.22 34,538.52 1,630.53
D2 137.37 1,678.6 110.70 34,676.18 480.80
D3 465.87 927.1 109.73 34,537.52 1,630.55
D4 137.37 1,678.6 110.49 34,676.46 480.80
D5 1,556.21 0.0 141.16 34,448.38 5,446.73
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an 83 % improvement. This gain is at the cost of maintaining 5.4 % more units
on-line than in the worst case. In addition to these improvements, case D2 reduces
the total cost by 12.5 %. Case D4 performs similarly to case D2, except that the
production cost is slightly higher. Cases D1 and D3 have similar performance but
they do not provide better results than cases D2 and D4.

The six cases are also compared in terms of market prices. Table 4 summarizes
the day-ahead and real-time prices over the 91-day simulation of each case.

In Table 4, Case D0 gives the lowest RT prices. There is no difference between
the DA and RT prices because the actual wind power is used to clear both the DA
and RT markets. The prices in the DA market are similar in all cases because the
UC and ED in the DA market are solved using the same wind power forecast.
However, the market prices in the RT market are much higher than those of the
DA market. The reason is that the 20th percentile estimate of the wind power
overestimates (27 % of the time) the actual wind power, which in turn increases
the reserve requirements in the real-time market. In some hours, the reserve
requirement causes the dispatch of more expensive thermal plants and sometimes
the curtailment of the reserve or the load. For example, in case D2 the reserve is
curtailed in 68 h and the load in 9 h. Case 5 produces the highest average RT
price. The reason is that having no reserve requirements causes the ramp up of
more expensive power plants to accommodate variations of the wind power. At the
same time, the price goes up to the cost of unserved energy (3500 $/MWh) as soon
as load curtailment occurs. The average DA price is the lowest because there is no
cost attributed to reserve curtailment.

The results in Tables 3 and 4 demonstrate the importance of modeling the
uncertainty of wind power and choosing an appropriate reserve margin to account
for the wind power uncertainty.

2. Stochastic Approach

Three cases are developed to test the stochastic approach. Their characteristics are
shown in Table 5. All cases solve the UC and ED in the DA market using the same
wind power forecast as in the deterministic approach. In all cases, the RAC for-
mulation uses a set of scenarios for representing the uncertainty of the wind power.
For each scenario, a reserve margin is set to accommodate wind power uncertainty
not captured by the scenarios. Within a case, the same percentage of reserve is

Table 4 10-unit system market prices (91-day simulation of deterministic approach)

Case Average DA
energy price
($/MWh)

Average RT
energy price
($/MWh)

Load-weighted DA
energy price ($/MWh)

Load-weighted RT
energy price ($/MWh)

D0 26.91 26.91 27.60 27.60
D1 22.84 72.88 23.66 77.83
D2 22.76 64.64 23.56 68.88
D3 22.32 72.88 22.90 77.84
D4 22.76 64.64 23.50 68.89
D5 20.58 103.58 21.04 105.32
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used in all the scenarios. To produce the wind power scenarios for the months of
October, November and December, data (forecasts and realized generation) for the
period from January to July were used to train a quantile regression [20] and to
estimate the co-variance matrix for the Monte-Carlo simulations. The months from
August to December were used as a test dataset.

In this section, detailed results are provided for the three cases in Table 5. The
cases are solved using the mathematical programming formulation given in Sects.
3.1–3.4 and the commercial solver Lingo 12.0. A Lingo tolerance of 0.01 (1 %
gap) is used in all cases for solving the integer programs. On average, it takes
3 min to simulate one day. Table 6 summarizes the overall real-time performance
over the 91-day simulation of each case. The results of cases D0 and D2 are shown
again for comparison.

The cases are also compared in terms of market prices. Table 7 summarizes the
day-ahead and real-time prices over the 91-day simulation of each case.

Except for case D0, all cases produce comparable total costs (startup ? pro-
duction ? unserved load costs). However, they differ on the percentage of units
that are kept online. The small dissimilarity observed in the DA average prices is

Table 5 10-unit system description of stochastic cases

Case UC and ED
Reserve margin a (%)

RAC and ED Reserve
margin aðsÞa (%)

S1 20 20
S2 40 20
S3 No reserve No reserve

a The same percentage of reserve is used in all scenarios

Table 6 10-unit system overall performance (91-day simulation of stochastic approach)

Case Unserved load
(MWh)

Unserved reserve
(MWh)

Startup cost
(M$)

Production cost
(M$)

Unserved load
cost (M$)

D0 0.00 5.5 100.70 34,357.2 0.00
D2 137.37 1,678.6 110.70 34,676.2 480.8
S1 0.00 0.0 158.84 35,501.0 0.00
S2 0.00 0.0 160.92 35,511.5 0.00
S3 0.00 0.0 158.43 35,317.3 0.00

Table 7 10-unit system market prices (91-day simulation of stochastic approach)

Case Average DA
energy price
($/MWh)

Average RT
energy price
($/MWh)

Load-weighted DA
energy price ($/MWh)

Load-weighted RT
energy price ($/MWh)

D0 26.91 26.91 27.60 27.60
D2 22.76 64.64 23.56 68.88
S1 22.78 19.97 23.58 20.33
S2 22.79 19.94 23.53 20.30
S3 20.42 20.03 20.90 20.39
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due to the different reserve margins established in each case. As for the RT prices,
a large difference between the stochastic approach cases and the deterministic case
D2 exists. The three stochastic cases produce RT prices much lower than case D2.
Moreover, the prices are lower than the prices produced by D0, which uses a
perfect forecast of wind power. The reason is that more thermal plants are kept
online in the stochastic cases than in the case D0, which in turn provides more
flexibility in economically dispatching the thermal plants. Notice that case S3,
which uses no reserve requirements, provides similar performance when it is
compared to the other two stochastic cases. This fact implies that the wind power
scenarios may be sufficient for dealing with the uncertainty of wind power.

5 Conclusion

In this book chapter, a market simulation model with reliability unit commitment is
used to compare various unit commitment strategies to address the uncertainty from
wind power. It is shown that the deterministic approach may not be suitable for
coping with the complicating aspects of operations planning with large penetration
of wind power. The deterministic approach intends to manage the uncertainty in
wind power forecast through determining the commitments of thermal plants and
scheduling sufficient levels of operating reserves to follow the rapid variations of
the wind power. The stochastic approach, on the other hand, uses scenarios in
modeling the uncertainty of wind power and determines an appropriate unit com-
mitment by considering the dispatch of thermal plants across all the scenarios.
Based on the simulation results, we conclude that the stochastic formulation is a
promising alternative for coping with the uncertainty and variability of wind power
and establishing an adequate reserve margin in the reliability unit commitment.
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The Wind Farm Layout Optimization
Problem

Michele Samorani

Abstract An important phase of a wind farm design is solving the Wind Farm
Layout Optimization Problem (WFLOP), which consists in optimally positioning
the turbines within the wind farm so that the wake effects are minimized and
therefore the expected power production maximized. Although this problem has
been receiving increasing attention from the scientific community, the existing
approaches do not completely respond to the needs of a wind farm developer,
mainly because they do not address construction and logistical issues. This chapter
describes the WFLOP, gives an overview on the existing work, and discusses the
challenges that may be overcome by future research.

1 Introduction

Wind energy is the fastest growing source of renewable energy, as the worldwide
production has doubled between 2005 and 2008, reaching 121.2 GW of total
installed capacity. The transformation of wind power into electrical power is
performed by wind turbines, which are usually grouped into wind farms in order to
exploit considerations relative to economies of scale, such as lower installation and
maintenance costs. But as costs decrease, grouping turbines leads to a reduction in
the power produced because of the presence of wake effects within the wind farm.
When a turbine extracts power from the wind, it generates a ‘‘wake’’ of turbulence
that propagates downwind, so that the wind speed and therefore the power
extracted by the turbines affected are reduced. In large wind farms wake effects
lead to considerable power loss [1], and thus it is desirable to minimize them in
order to maximize the expected power output. The wind farm layout optimization
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problem (WFLOP) consists of finding the turbine positioning (wind farm layout)
that maximizes the expected power production. Finding high quality solutions may
ultimately lead to high profits for the wind farm developers. Currently, this
problem is usually solved using very simple rules that lead to rectilinear layouts,
where turbines are often organized in identical rows that are separated by a con-
veniently large distance (http://www.offshorewindenergy.org). Recently, a few
papers showed that irregular layouts result in a higher expected energy production
than regular grids [2–8].

The existing work that has tackled this problem is very limited and has been
carried out by the wind engineering and wind energy communities, whereas no
effort has been done by the optimization community. Existing algorithms include
only genetic algorithms and simulated annealing. There is therefore potential for
improvement by using other optimization techniques, such as mixed-integer pro-
gramming, dynamic programming, stochastic programming, etc… As it will be
clear in the following, the main reasons why this problem has been largely dis-
regarded by the operations research community are its nonlinearity and the diffi-
culty in obtaining data about the problem instances.

In this chapter we present the process of building a wind farm, discuss the
problems caused by the wake effects and how they impact energy production and
maintenance costs, review the existing literature on the WFLOP, comment on the
advantages and shortcomings of the existing methods, and lay out the lines of
research that can be developed.

2 Construction of a Wind Farm

This section briefly describes the phases of a wind farm development project. The
first step is finding a windy site to ensure the economic profitability of the project.
Sites are usually classified in 7 different wind power classes (http://www.awea.org)
that correspond to 7 different average wind speed intervals. Usually, sites with
wind power class 4 or higher are considered potentially profitable for large size
projects; nevertheless, not all sites belonging to high wind power classes are
feasible sites for a project. In fact, some sites can be very far from the electrical
grid or reachable only by roads that are not wide enough to transport very long
trucks. In the first case, the site is not profitable because of the high cost to connect
it to the electrical grid, in the second case, because of the high cost of the nec-
essary road work.

Once a suitable site is found, land owners are contacted and asked if they are
interested in hosting wind turbines on their land. Land owners that participate in
the project usually receive a percentage of the profit generated by the turbines on
their land, and extra money if roads or other infrastructure are built on their terrain.
The process of contacting land owners and agreeing on the lease terms is not
straightforward though, and usually takes a few months. In the meantime, the wind
developer installs measurement towers in order to assess the wind distribution
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(or wind rose) of all the parts of the site. This measurement may take as short as
one month for sites where the wind is known to blow from the same direction all
year around, or as long as 2 years for sites where seasonal winds blow from
different directions. The accuracy of these measurements is critical for the project
because they are used to find the optimal layout and to assess the expected annual
profit of the wind farm. Nevertheless, the measurements may be taken at signifi-
cantly lower heights than the hub height of the wind turbines because of the high
cost of installing tall towers. In these cases, atmospheric models such as the
‘‘power law model’’ [9] use the wind speed at measurement height to extrapolate
the wind speed at hub height. Alternative measurement methods are Doppler
SODARs and Doppler LIDARs. As described in [10], Doppler SODARs ‘‘measure
the wind from acoustic energy that is backscattered from small-scale turbulent
fluctuations of temperature (density),’’ whereas Doppler LIDARs measure the
wind ‘‘using the light energy backscattered from microscopic particulates or
aerosols being transported by the wind’’. Both technologies have the advantage of
accurately computing the wind distribution in all parts of the site with no need to
install measurement towers. Since it is so accurate [11], LIDAR is becoming a
more and more popular tool used by wind farm developers. When the land that can
be used for the project is known and the wind distribution has been obtained, the
WFLOP is solved.

How to choose the number and the model of the turbines to install depends on a
variety of factors. First, it is important to note that a more powerful turbine is
usually preferred to a less powerful one since both the cost of a turbine and the
energy it generates are usually proportional to its nominal power. Thus, the net
profit generated by the turbine is also proportional to its nominal power. Obviously
this property does not hold for extremely powerful (and therefore state-of-the-art)
turbines because spare parts may be very expensive and maintenance costs very
high. Since the trend is to build turbines that are more and more powerful, the cost
of unused smaller turbines dramatically decreases. Therefore turbine manufac-
turers may offer advantageous discounts on small turbines in order to reduce their
inventory. Other times, large wind farm development companies have their own
turbine inventory. In this case, they may have extra turbines in stock that need to
be used before they become obsolete. Given these considerations, the existing
works on the WFLOP assume that the type and number of the turbines to install is
predetermined.

3 Wind Turbines and Wake Effects

The characteristics of a wind turbine that are related to wind farm layout opti-
mization are the following:

• Cut-in speed ci

• Cut-out speed co
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• Nominal speed
• Nominal power
• Power curve
• Thrust coefficient curve
• Rotor diameter d
• Hub height z

When the wind speed is greater than Ci, the blades of the turbine start spinning
and therefore the turbine generates power. The power produced roughly increases
with the cube of the wind speed until the wind speed reaches the nominal speed, at
which point the control system of the turbine modifies the pitch of the blades so
that the power produced is constant and equal to the nominal power. When the
speed reaches co, it is considered too high, and the turbine is shut down to avoid
damaging the blades.

Other important characteristics of interest are the power curve and the thrust
coefficient curve. They report respectively the power produced and the value of the
thrust coefficient (Ct) at every wind speed included between ci and co. Roughly
speaking, the thrust coefficient measures the proportion of energy captured when
the wind passes through the blades of the turbine [12]. For both power curve and
thrust coefficient curve, manufacturers usually provide a few data points, which
need to be interpolated to obtain the intermediate points. For example, Fig. 1
shows the two curves of the Vestas turbine V63 (ci = 5 m/s, co = 25 m/s, nom-
inal power = 1.5 MW, nominal speed = 16 m/s). The data points, which are
provided only for 1, 2, … 25 m/s, have been linearly interpolated.

By extracting energy from the wind, a turbine creates a cone (wake) of slower
and more turbulent air behind it. This phenomenon, which is referred to as wake
effect (see Fig. 2), has been studied by several authors in the fluid-aerodynamic
field. In their survey of these studies, Vermeer et al. [13] focus on the experiments
aimed at identifying mathematical models that accurately describe the wake effect,
both in terms of wind speed reduction and turbulence intensity. Some of these
models are only valid near the turbine that generates the wake (near wake models),
and others are only valid far from the turbine that generates the wake (far wake
models). Beyond 3 rotor diameters distance, Vermeer et al. [13] suggest to use the
far wake models. In the near wake, the turbulence intensity is so large that the
affected turbines must be shut down in order to avoid blade damage. Although
more accurate computational methods have been proposed (in particular CFD—
see [14]), the existing works on wind farm layout optimization use the model
proposed by [15, 16] because its simplicity makes it more practical to embed
within optimization procedures and in computer programs, such as PARK [17].
Although simple, this wake model has been shown to accurately compute the wind
speed reduction in the far wake case [18, 19].

Let us explain the Jensen model through the example in Fig. 2. The wind blows
from left to right at speed u0 and hits a turbine (represented as a black rectangle on
the left) whose rotor radius is rr. At a distance x downwind, the wind speed is u and
the wake radius (initially equal to rr) becomes r1 = ax ? rr. The a-dimensional
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scalar a determines how quickly the wake expands with distance and it is defined
as:

a ¼ 0:5
ln z

z0

ð1Þ

where z is the hub height of the turbine generating the wake and z0 is a constant
called surface roughness, which depends on the terrain characteristics.

Let i be the position of the turbine that generates the wake, j the position
affected by it, u0 the ambient wind speed, and uj the wind speed at j. Then:

uj ¼ u0ð1� vdijÞ ð2Þ

Fig. 1 Power curve (black line) and thrust coefficient curve (grey line) of the turbine Vestas V63

Fig. 2 Schematic
representation of the wake
effect [6]
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where vdij is the velocity deficit induced on position j by the wake generated by i.
vdij is computed as follows:

vdij ¼
2a

1þ a xij

rd

� �2 ð3Þ

The term a that appears in the numerator is called axial induction factor and is
computed by the following expression:

a ¼ 0:5 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� CT

p� �
ð4Þ

The term rd that appears in the denominator is called downstream rotor radius and
is equal to:

rd ¼ rr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� a

1� 2a

r
ð5Þ

The term xij is the distance between positions i and j. The notation we propose is
coherent to the ones used in [2–4, 6, 8], and it is equivalent to the one proposed by
[20].

Since many turbines are installed in a wind farm, wakes can intersect and affect
turbines downwind at the same time. In the Jensen model, the total velocity deficit
vdef (j) at a location j that is affected by more wakes is obtained as follows:

vdef ðjÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i2WðjÞ
vd2

ij

s
ð6Þ

where W(j) is the set of turbines affecting position j with a wake. vdef(j) is then used
in (2) in place of vdij to compute uj. Let us illustrate this with the example reported
in Fig. 3.

In this example the wind blows from left to right at a speed equal to
U0 = 12 m/s and the wakes generated by turbines A and B affect position C. We
are interested in computing the wind speed UC. The data of the problem are:

• xAC = 500 m
• xBC = 200 m
• z = 60 m
• z0 = 0.3 m
• rr = 20 m (i.e. D = 40 m)
• CT = 0.88

In order to solve the problem, we use (1), (3)–(5) to compute vdAC and vdBC and
obtain:

• vdAc = 0.0208
• vdBc = 0.1116
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These partial results can be interpreted as follows:

• if C was affected only by A, then the wind speed at C would be reduced by
2.08 % from the ambient wind speed

• if C was affected only by B, then the wind speed at C would be reduced by
11.16 % from the ambient wind speed

Then we use (6) to compute the total velocity deficit vdef (C) = 0.1135 (wind
speed at C reduced by 11.35 %) and (2) to compute UC ¼ U0 1� vdef Cð Þ

� �
¼

10:64 m=s: Note that the computations would be the same even if B was inside the
wake created by A.

This example highlights a very important property of multiple wake combi-
nations: the total velocity deficit mostly depends on the closest turbine that gen-
erates a wake. In the example, the total velocity deficit vdef (C) is very close to the
velocity deficit vdBC caused by turbine B. In other words, the presence of turbine
A does not substantially affect the wind speed in C since UC would be equal to
10.66 m/s if A was not present. However, the interaction of multiple wakes is not
fully understood and is subject of many studies in the aerodynamics field. Vermeer
et al. [13] report that recent studies highlighted significant discrepancies between
the real and the estimated energy production in large wind farms, where this type
of interaction has a big impact.

Under scenario s, characterized by a wind direction and an ambient wind speed,
the power produced by the wind farm can be obtained by computing the wind
speed vs

j at each turbine location j 2 L. Let P(v) be the function, which we assume
known, that computes the power generated by one turbine if the wind speed is v at
the turbine location. The total power produced is obtained by summing up the
contribution of all the turbines. If more scenarios are present, we are interested in
the expected power produced, which is calculated by summing up the power
produced in each scenario s weighted by the probability of its realization rs. In the
existing literature, the objective is to maximize the total power (T) function:

T ¼
X

s2S

rs

X

j2L

P vs
j

� �
¼
X

s2S

rs

X

j2L

P Us � 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

i2WsðjÞ
vd2

ij

s0
@

1
A

2
4

3
5 ð7Þ

where Ws(j) is the set of turbines affecting position j with a wake under scenario s.
Although the decision variables (i.e., the locations of the turbines) do not explicitly

Fig. 3 Example of multiple
wakes affecting a position
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appear in (7), the sets Ws(j) directly depend on them. Obviously, a mathematical
model should also include the constraints on the Ws(j), in order to guarantee the
correctness of the model. For example, if under scenario s position a affects
position b and b affects position c, then a must affect also c. Since this is outside
the scope of this survey, we leave the definition of a complete mathematical model
to future work.

4 Work on Wind Farm Layout Optimization

The WFLOP has been largely neglected by the operations research and operations
management communities. To date, most of the published works that address this
problem appear in journals whose topics are related to energy and wind engi-
neering. These articles apply existing optimization methodologies to solve dif-
ferent versions of this problem without focusing on the solution method itself.
However, this topic has been receiving increasing attention, as reported in Fig. 4,
which shows the number of papers published from 1992 to 2009 retrieved through
a google scholar search with the following keywords: ‘‘wind farm’’, wake, turbine,
position, optimization. Note that some of the retrieved papers focus on wake effect
modeling and not on wind farm layout optimization. Nevertheless, the increasing
presence of this type of papers indicates an increasing interest in accurately
assessing the energy production of a wind farm so that it can be designed more
carefully.

In the following discussion we identify and review the most prominent pub-
lished works on this topic, with a particular emphasis on both their shortcomings
and on the research opportunities that can be addressed by the optimization
community. Mosetti et al. [6] were the first to take into consideration the WFLOP.
They model the wind farm site as a 10 9 10 square grid, where the centers of the
100 squares are the possible positions of the turbines. To ensure the validity of the
Jensen model, the side of each cell is 5D—although 3D would be enough [13]. The
turbine used has a hub height z = 60 m, diameter D = 40 m, and a constant thrust
coefficient CT = 0.88. The power curve, depicted in 5, is expressed by the
following:

PðUÞ ¼

0 for U\2
0:3U3 for 2�U\12:8
629:1 for 12:8�U\18
0 for 18�U

8
>><

>>:

where the wind speed U is expressed in m/s and the power in kW (Fig. 5).
Mosetti et al. [6], who do not assume a predefined number of turbines to install,

define their goal as maximizing the power produced Ptot while minimizing the
installation cost costtot. The power produced is derived as explained in the previous
section, whereas the installation cost is defined as:
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costtot ¼ Nt
2
3
þ 1

3
e�0:00174N2

t

� �
ð8Þ

where Nt is the number of turbines installed. The cost of a turbine, which is the
expression in parenthesis in the formula above, decreases as Nt increases, which
reflects the economies of scale considerations reported in the introduction. The
adopted objective function is:

Fig. 4 Number of papers published from 1992 to 2009, retrieved through a google scholar search
with the following keywords: ‘‘wind farm’’, wake, turbine, position, optimization

Fig. 5 Power curve used in [6]
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ObjMOS ¼
1

Ptot
w1 þ

costtot

Ptot
w2 ð9Þ

where the weight w1 has been kept small compared to w2.
The solution method they use is based on Genetic Algorithms (GAs). GAs keep

a population of solutions which iteratively evolves through combinations and
selections. At each iteration, solutions are combined and a new solution is obtained
whose components are inherited from one of two parents. A solution is represented
by a vector of 100 binary variables xi (with i = 1,…100), each indicating the
presence of a turbine in position i. Therefore, combining two solutions effectively
consists of generating a new solution that has some turbines in the same positions
of the first parent and the others in the same positions of the second parent. After
generating a new solution, some of its components may be changed in order to
introduce diversity in the population. This mechanism is called mutation, given its
resemblance to the genetic changes that are involved in the evolution of the
species. The reader should consult [21] for an overview of GAs. Mosetti et al. [6]
let a population of 200 individuals evolve for 400 iterations.

They introduce 3 problem instances: A, B, and C. In A the wind constantly
blows from North at 12 m/s; in B the wind speed is 12 m/s but the direction is
uniformly distributed across 36 angles having the same angular sectors width 10�
in C the wind blows at 3 possible different speeds (8, 12, 17 m/s) from one the 36
directions described above. The probability distribution that describes the occur-
rence of each wind speed and direction is reported in Fig. 6.

A computational study shows that the solutions obtained by GAs have a higher
objective function value and a higher efficiency than solutions obtained by
installing turbines in random positions. The efficiency, which is a very common
way of evaluating and comparing solutions, is defined in [6] as

the ratio between the total energy extracted by the windfarm having Nt turbines and Nt

times the energy extracted by an isolated turbine with the same undisturbed wind

Grady et al. [3] replicated the experiments presented in [6] by modifying the
settings of the GA. In particular, they show that by letting 20 subpopulations
evolve for 3,000 iterations one can achieve better solutions. More recently,
Hou-Sheng [4] improved upon these results using a distributed GA where a small
fraction of the highest quality individuals of each subpopulation periodically
migrates to another sub- population. Sisbot et al. [8] proposed a multi-objective
genetic algorithm, where two objectives are the one of maximizing the power
produced and the one of minimizing the cost. Although interesting, their method
has only been tested on the case where wind blows from a constant direction at a
constant speed. They claim that this assumption makes it possible to have rect-
angular cells instead of square ones, so that the minimum distance between two
turbines is 8D in the prevailing wind direction and 2D in the crosswind direction.
This type of consideration is also the basis of the following rule of thumb that can
be used to design a wind farm layout (http://guidedtour.windpower.org/en/tour/
wres/park.htm, last access on 01/06/2010):

30 M. Samorani

http://guidedtour.windpower.org/en/tour/wres/park.htm
http://guidedtour.windpower.org/en/tour/wres/park.htm


turbines in wind parks are usually spaced somewhere between 5 and 9 rotor diameters
apart in the prevailing wind direction, and between 3 and 5 diameters apart in the direction
perpendicular to the prevailing winds (see Fig. 7)

This simple approach ignores all wind directions except the prevailing one, and it
is therefore likely to lead suboptimal wind farm layouts. Furthermore, it fails to
describe how to compute the power produced when the wind blows from a
crosswind direction, in which case the Jensen model is not valid because the
distance between the turbines that generate a wake and the turbines affected by it is
too short.

All these GA-based approaches share an evident shortcoming: the solution
space is discrete. In other words, there is a predefined set of possible positions—
the centers of the cells—of which a subset must be chosen as installation positions
of the turbines. Since consecutive positions are spaced by a distance of several
rotor diameters and it is not possible to choose intermediate positions, it follows
that potentially better positions are not even considered. To solve this problem one
may consider a finer grid, i.e., a grid whose cell sides are shorter, as long as
proximity constraints are introduced to avoid infeasible solutions. These con-
straints forbid turbines to be installed too close to each other (at less than 3D
distance). Unfortunately GAs do not offer a natural way to embed constraints,
which would have to be enforced by introducing a feasibility check in the
objective function evaluation routine, making the search significantly slower.
Nevertheless, the computational impact of introducing proximity constraints is
unknown because it has not been tried yet.

Fig. 6 Wind distribution in C [6]
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The first attempt to address the limitation of a discrete space was made by
Aytun and Norman [2], who proposed a local search that iteratively considers the
operations of adding, removing, or moving turbines in an attempt of improving the
objective function value. The add operation randomly generates a set of locations,
which are individually considered as potential installation positions of new tur-
bines; the remove operation considers the removal of each existing turbine; the
move operation attempts to move each existing turbine by 4D along a set of
predefined directions. Whenever the add operation is considered, a new set of
candidate locations is randomly generated and evaluated, and therefore turbines
can be potentially placed in any position of the site. Nevertheless, it would be
incorrect to say that this approach considers a continuous solution space; rather, it
considers a discrete space where the possible positions are randomly generated
during the search instead of being predefined.

A similar work, developed by Rivas et al. [7], consists of a simulated annealing
procedure that uses the same set of moves (add, remove, move). Since simulated
annealing is a neighborhood search that may accept non-improving moves [22], it
overcomes the limitation of the search proposed in [2], which was purely local.
Besides improving the solution method, Rivas et al. [7] performed a relevant
computational study to assess the difference between the quality of solutions
obtained by their approach and the quality of solutions obtained by the rule of
thumb. They consider two different problems: one where we must install 106
3 MW turbines and one where we must install 64 5 MW turbines. As they note,
the total power installed is similar for the two problems. Each problem is solved by
imposing a predefined geographical extension (or site area) of the wind farm,
which is equivalent to imposing a predefined density of installed power (the
smaller the area, the higher the density). For all site areas considered, Rivas et al.
[7] solved the two problems by either using the proposed method or the rule of
thumb. Figure 8 summarizes their findings by reporting the efficiency obtained for
both problems and for the considered site areas. The light dots represent the results
obtained by the rule of thumb, while the dark ones the results obtained by simu-
lating annealing. Obviously, when using the rule of thumb to solve either problem
(106 or 64 turbines), if the site area increases, so does the efficiency of the wind

Fig. 7 Three rows of five
turbines each, installed
according to the rule of
thumb
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farm. This trend is highlighted by the two lines in Fig. 8. The relevant finding that
is worthwhile noting here is that by using their method one finds higher quality
solutions for the 64 turbine problem (they are on the upper half-plane of the line)
but not for the 106 turbine problem (they lie on the line).

In other words, the potential improvement due to their method over the rule of
thumb is more evident if the turbines are few and big (e.g. 64 5 MW turbines),
whereas it tends to disappear if they are many and small (e.g. 106 3 MW turbines).
Although this property may hold only for their method, it may hide a more general
property, which is valid for any method: the chosen layout strongly impacts the
quality of the solution if we install few turbines or, equivalently, the chosen layout
does not strongly impact the quality of the solution if we install many turbines. The
argument supporting this idea is based on the property of multiple wake super-
imposition, according to which the total velocity deficit mostly depends on the
closest turbine that generates a wake (Sect. 3). If we are installing many turbines,
we expect that most of them are impacted by at least one wake, regardless to how
they are positioned; conversely, if we are installing few turbines, it is possible that
only few or none of them are affected by a wake, for example if they are aligned in
one row that is perpendicular to the wind direction. In the first case (many tur-
bines) optimizing the layout may reduce the average number of wakes that affect
the turbines at the same time, but this will have a little impact on the objective
function value; in the second case (few turbines), optimizing the layout may
prevent some turbines to be affected by a wake, which will have a great impact on
the objective function. Nevertheless, further studies need to be carried out in order
to validate this idea.

Let us now consider the first approach that actually considers a continuous
solution space: the one proposed by [20]. They aim at finding the optimal wind
farm layout for an offshore site where the number of turbines is predefined. An
offshore scenario differs from an onshore one in that both costs and energy

Fig. 8 Study by Rivas et al. [7] on the impact that site area and number of turbines have on
efficiency
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production strongly depend on the turbine positions. Installation and maintenance
costs increase with the depth of the water, and so does the energy production
because the wind speed becomes higher as we go farther from shore. Hence, there
is an optimal trade-off between these two contrasting effects that determines how
far from shore to install the turbines. The objective used is the one of minimizing
the levelized cost of energy (LCOE), defined in [23] as:

LCOE ¼ CC � FCRþ CO&M

AEP
ð10Þ

where Cc is the total installed capital cost of the wind farms (turbine, infrastructure,
and transmission costs), FCR is the fixed charge rate, a present value factor that
considers debt and equity costs, taxes, and insurance, CO&M is the annual operations
and maintenance cost, and AEP is the Annual Energy Production. The objective
function is similar to OBJMOS, but it also includes also operations and maintenance
costs, which make it more complete. The AEP is computed as explained in Sect. 3,
except that the wind distribution is described through a continuous probability
distribution instead of a set of scenarios. In particular, in agreement with [20, 24] fit
the wind data with a parametric Weibull distribution that depends on the wind
direction, the wind speed, and the position. The variables of the optimization
problem are the coordinates of the turbines to install, whose number is fixed, and the
optimization is performed through a gradient search that proceeds towards the
steepest ascent direction of the objective function. They test their procedure by
solving a two-turbine positioning problem in a real world site, obtaining a final
solution where one turbine is as close as possible to the connection point of the grid
(as to minimize the connection costs to the grid) and the other one is in the position
that minimizes the mutual wake effects and is as close as possible to the first turbine
(separated by 3.5D) so as to minimize turbine interconnection costs. Clearly, their
example is too small to show the validity of their method on real world problems,
which usually involve tens of turbines. Nevertheless, their purpose is to provide a
framework on top of which more effective optimization procedures can be exe-
cuted. They achieve their goal by considering an objective function that is realistic
and complete, by accurately modeling the wind characteristics through a Weibull
distribution, and by considering aspects that are ignored by other works, particu-
larly the connection costs to the grid and the interconnection costs among the
turbines. Their objective function can be readily embedded in heuristic solution
methods, but on the other hand it is very complex and nonlinear; therefore, it is not
suitable to be embedded within exact solution methods.

5 Conclusions

In this chapter we describe the WFLOP, which is a crucial problem that needs to
be solved during the design of a wind farm. Being able to find a better layout leads
to higher energy production and profit. This problem has only recently been given
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attention by the scientific community, even if it has been neglected by the oper-
ations research area. We have described the mathematical model used to compute
the impact of wake effects on energy production, noting that despite its simplicity
it has been proven effective and precise.

The main works that have been carried out to date are certainly a good starting
point for further research on more effective solution methods, but they cannot be
considered satisfactory for several reasons. First, none of the solution methods
proposed is able to assess the quality of the solution found. In other words, none of
the existing works computes an upper bound on the power produced—with the
exception of the power produced if no wake effect is present. The algorithms
proposed in these works find a possibly good solution, but none of them can
indicate how far it is from optimality. A wind farm developer needs to know this to
decide if it is worth spending more time looking for a higher quality layout.
Second, all the proposed algorithms are heuristic. An exact solution method, on the
other hand, would allow one to find the global optimum or, possibly, to obtain
tighter upper bounds. The only attempt in this direction was made by Donovan
[25], who formulates the WFLOP as an integer program but does not take into
account the wake effects, which are in fact forbidden in his model.

An aspect that should be considered is the topography of the territory for the
computation of the wind speed and the wake effects. The existing works always
consider a flat area and assume, with the exception of [20], that the wind distri-
bution is identical throughout the entire site. The flat area assumption certainly
holds for offshore sites, but it is very unrealistic for onshore sites, where the terrain
is rarely flat and uniform; the presence of hills, rivers, forests, roads, or buildings
significantly impacts the wind distribution and the behavior of the wakes. All these
elements have not been considered so far. One of the reasons for ignoring them is
that it is hard to implement a routine that takes into account this information when
computing the objective function value. This difficulty is not only technical but it
is also caused by the lack of published works that describe how to implement it.
Nevertheless, there exist software packages, such as WaSP�, that can compute the
objective function value by taking into account the onshore topographical ele-
ments. WaSP� is a computer aided design program used to manually design wind
farms. A WaSP� user defines a wind distribution, the turbine type to use, the
details of the site (which include the presence of natural elements), and the turbine
positions. Then, the program computes the expected AEP by taking into account
all these inputs. Although WaSP� is not free, its implementation details are
available at http://www.wasp.dk/Products/wat/WAThelp/. To the best of our
knowledge, this website provides one of the most exhaustive descriptions of how
to compute the AEP.

Even if wake effects cause a decrease in wind speed, this is not their only
negative consequence. Besides being slower, the air in the wake is also more
turbulent, which, in the long run, may lead to blade damage and high maintenance
costs. The existing approaches ignore this aspect, although turbulence intensity has
been the subject of several studies [13, 26]. The impact of turbulence on main-
tenance costs has been disregarded because it cannot be described accurately.
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Although some effort has been done [27], there is no method to measure the cost of
the turbulence. Nonetheless, multi-objective optimization techniques could include
the additional objective of minimizing the turbulence intensity (besides the tra-
ditional objective of maximizing the power produced). Or, alternatively, a con-
straint may be included to prevent too large values of turbulence intensity.

The last and most important aspect that has been ignored to date is the
installation phase. Particularly for onshore projects, even if one finds the optimal
solution to the WFLOP as defined in this chapter, that solution is not necessarily a
feasible one or the one that minimizes the construction costs. In fact, there are
three aspects that should be considered: landowners, road construction, and set-
back constraints. Some people may own the land under consideration, and, as
mentioned in the introduction, they must be actively involved in the project. Some
landowners can be easily convinced to host turbines on their land, while others
may be noncooperative. In the latter case, the wind farm developer may offer them
more money if their terrain is considered particularly important or strategic. The
importance of an area depends on the strength of the wind that blows there and on
other considerations related to the second aspect we discuss, the road construction.
One fundamental constraint that determines many decisions during the project is
that each turbine location must be connected to a road; otherwise, it would be
impossible to transport the necessary construction material for its installation. If a
road is not present (which is usually the case), the wind farm developer needs to
build one. Oftentimes, land owners, who are usually farmers, allow roads to be
built only along crop boundaries, so as to minimize the impact on their activity,
although in other cases this constraint is not present (for example if an area is
dedicated to livestock holdings). Here the purpose of the wind farm developer is to
minimize the construction of roads, but also to have a road network that is com-
pletely connected, i.e., such that from each point one can reach any other point
without passing through public roads. In this way, the cranes used to install the
turbines can be easily moved throughout the road network without being disas-
sembled. If, on the other hand, the road network is composed by subnetworks that
are separated by traits of public road, the cranes need to be moved through the
public road to reach the next location. Unfortunately, an assembled crane cannot
be transported on public roads, and therefore it must be disassembled, transported
through the public road to another subnetwork, and reassembled. Although it is
hard to obtain the cost of this operation (wind farm developers do not release
information on costs), it is estimated to be tens of thousands of dollars. Finally,
there are other setback constraints that usually impose restrictions on the turbine
locations. For example, turbines cannot be installed too close to houses, military
facilities, airports, or boundaries of a noncooperative landowner. Furthermore,
turbines cannot be installed along the migration path of birds, in locations that may
visually impact the landscape, and so on. We refer to [28] for a more complete list
of setback constraints.

To the best of our knowledge, all these logistical aspects have been completely
ignored in the existing formulations of the WFLOP. We believe that the main
reason is the unavailability of published material that treats them extensively.
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In fact, this type of information is kept secret by wind farm developers, who are
not willing to share it. Nevertheless, without taking into account these aspects, the
WFLOP risks remaining an abstract mathematical exercise.
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Risk Management Tools for Wind Power
Trades: Weather Derivatives on Forecast
Errors

Yuji Yamada

Abstract One of the most difficult issues for using wind power in practice is that
the power output largely depends on the wind condition, and as a result, the future
output may be volatile or uncertain. Therefore, the forecast of power output is
considered important and is key to electric power generating industries making the
wind power electricity market work properly. However, the use of forecasts may
cause other problems due to ‘‘forecast errors’’. The objective of this chapter is to
summerize conventional tools to manage such risks in the wind power electricity
market. In particular, we focus on possible insurance claims or the so-called
weather derivatives, which are contracts written on weather indices whose values
are constructed from weather data.

In this chapter, we introduce weather derivatives based on wind conditions
combined with their forecast information. In other words, we consider ‘‘wind
derivatives’’ whose payoffs are determined by the forecast errors of wind condi-
tions. In contrast to the standard weather derivatives in which the underlying index
is given by observed weather data only (say, temperature), the wind derivatives
discussed here take advantage of forecast data and the payoff depends on the
difference between the actual and forecast data. Such a derivative contract is
expected to be useful for hedging the possible loss (or risk) caused by forecast
errors of power outputs associated with the forecast errors of wind conditions in
wind energy businesses. We also demonstrate the hedge effect of wind derivatives
using empirical data for a wind farm located in Japan.
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1 Introduction

Motivated by a worldwide growing trend towards the production of wind energy,
new problems associated with risk management and operation have appeared on
the new energy market. Because the wind generated output largely depends on the
wind condition, one of the most difficult issues in practice is that the wind gen-
erated output may be volatile and is uncertain in advance. This undesirable
property may significantly reflect on the schedule of generation and control of
frequency in the electricity grid, which leads to increased demand of accurate wind
power forecast in various countries.

The forecast of wind condition is considered important and is key to electric
power generating industries making the wind power electricity market work
properly. However, the use of forecasts may cause other problems due to ‘‘forecast
errors’’ of power output. In this chapter, we summerize conventional tools to
manage such risks in the wind power electricity market. In particular, we focus on
possible insurance claims or the so-called ‘‘weather derivatives,’’ which is
potentially useful for wind power trades in the wind energy market.

Weather derivatives are contracts written on weather indices, which in turn are
variables whose values are constructed from weather data. The payoffs of these
contracts are based on weather indices (e.g., temperature, rain, snow, wind, etc.) at
a specific site (e.g., Tokyo, Japan) over a prespecified period. Although the
underlying variables describing weather dynamics are manifold, a large portion of
contracts are currently written on a temperature-based index, such as monthly
average temperature, or heating/cooling degree days (HDDs/CDDs). Here HDDs
and CDDs are defined relative to a base temperature to represent winter/summer
energy demands concerning temperature. For example, an HDD of a day may be
defined as the maximum between the base minus daily average temperature and
zero [1], and the monthly contracts are based on the cumulative HDDs in a specific
calender month.

The difference of weather derivatives from financial derivatives is that the
underlying index (i.e., weather data) has no direct cash value unlike stocks or
bonds. Therefore, the weather derivatives are usually traded for insurance purpose
(not for investment purpose), and may be used by organizations/individuals to
reduce risk associated with adverse or unexpected weather conditions. Note that
the difference between insurances and derivatives is that, the payoff for insurance
is determined by the loss associated with the underlying event, whereas for
derivatives, the payoff is determined based on the value of the underlying index,
i.e., weather data in the case of weather derivatives; it does not matter if the actual
loss was caused due to the change of weather condition.

It should be mentioned that the total amount of transactions has been increasing
worldwide. According to the Weather Risk Management Association,1 the total
limit of weather transactions executed amounted to $4.7 billion in the twelve

1 See http://www.wrma.org/.
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months 2003–2004, but in the period 2005–2006, this number jumped nearly
tenfold to $45.2 billion. There are a number of ways in which a weather derivative
trade can take place. Primary market trades are usually over the counter (OTC),
meaning that they are traded privately between the two counterparties. A growing
part of the secondary market is traded on the Chicago Mercantile Exchange
(CME), which lists, as of June 2010, weather derivatives on temperature for
24 cities in the US, 11 cities in Europe, 6 cities in Canada, and 6 cities in Japan and
Australia.2

In this chapter, we introduce weather derivatives based on wind conditions
combined with their forecast information. In other words, we consider ‘‘wind
derivatives’’ whose payoffs are determined by the forecast errors of wind condi-
tions. Here we mainly explain the result of [2] where weather derivative contracts
based on forecast errors are first demonstrated. It is fair to say that the most
literature on weather derivatives discusses temperature related issues [3–9] in
which the underlying index is defined by the observation data (of temperature)
only. On the other hand, the weather derivatives considered here take the forecast
data into account and the payoff depends on the difference between the actual and
forecast data. Such a weather derivative contract is expected to be useful for
hedging the possible loss (or risk) caused by forecast errors of power outputs
associated with the forecast errors of wind conditions in wind energy businesses.

We use the following notation: For a sequence of observations of a variable,
xn; n ¼ 1; . . .;N, the sample mean and the sample variance are denoted by
Mean xnð Þ and Var xnð Þ, respectively. Covðxn; ynÞ and Corrðxn; ynÞ represent the
sample covariance and the sample correlation, respectively, where yn; n ¼
1; . . .;N is a sequence of observations for another variable. The set of real number
is denoted by <, and an n� m matrix with real entries is denoted by A 2 <n�m.

The rest of this chapter is organized as follows: In Sect. 2, we explain the basic
structure of derivatives and show some foundations of pricing problems. In par-
ticular, we formulate a general pricing problem using a payoff function that satisfies
a zero expected value condition. In Sect. 3, we demonstrate wind derivatives on
forecast errors of wind speed, and provide hedging problems by introducing a loss
function for a wind farm (WF). Then, we define four types of problems based on
combinations of payoff and loss functions. An empirical analysis is provided in
Sect. 4, where we estimate the hedge effect of wind derivatives using empirical data
for a WF located in Japan. In Sect. 5, we make a further discussion concerning the
risk management on forecast errors and provide a future research direction.
Section 6 offers a summary of this chapter.

2 See http://www.cmegroup.com/.
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2 Basic Structure of Derivatives

Before discussing wind derivatives, we need to know some basic terminology and
payoff structure which are common with financial derivatives.

2.1 Foundations of Derivative Pricing

A forward contract is probably the simplest example among all types of deriva-
tives, which is a contract made at time 0 (without initial cost) to purchase or sell
the underlying asset, say one stock, at a specific price (called the ‘‘forward price’’)
at a prespecified future time T [ 0. If the stock price at time T is above the
forward price, the buyer makes a profit by the amount of the difference between
the actual (realized) price of stock and the forward price. On the other hand, the
buyer makes a loss if the stock price drops below the forward price. In either case,
the profit (or loss) for the buyer is given as

ST � F0 ð1Þ

where ST is the price of stock at time T and F0 is the forward price determined at
time 0. We can say that the forward contract has a ‘‘payoff’’ of ST � F0 at time T
by considering the cash settlement. Figure 1 shows a payoff function of forward
contract, where the x-axis refers to ST and y-axis to the payoff. We see that the
payoff function is linear in the case of forward contract.

On the other hand, the payoff function of call option has a nonlinear structure as
depicted in Fig. 2, where a call option is a right (not obligation) to buy a stock at a
future time T [ 0 (i.e., the maturity) at a specific price K (called the ‘‘strike
price’’). In contrast with forward contracts, the option holder does not have to buy
the underlying stock if ST �K at time T , and in this case, the option becomes
worthless. In other words, the value of option at time T is zero when ST �K. Note
that, if ST [ K holds, the option holder may be considered to earn a profit of

Fig. 1 Payoff function of a
forward contract
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ST � K similar to the forward contract. Taking both cases into account, the payoff
of call option at time T is given by

max ST � K; 0ð Þ; ð2Þ

which provides a payoff function of ST as shown in Fig. 2.
A put option is a right to sell a stock with a strike price K at a specified future

time T . With the similar argument, the payoff function of ST is given by

max K � ST ; 0ð Þ ð3Þ

and is drawn in Fig. 3.
Although one can introduce an option contract having a flexibility with respect

to the choice of timing to sell or buy the underlying stock, here we focus on
options and other derivatives whose payoffs occur at a given future time T [ 0
only. Then the pricing problem at the initial time 0 may be formulated as follows:

Find the value of option at time 0 whose payoff at time T is defined by a given payoff
function, e.g., the one in Fig. 2 for a call option or the one in Fig. 3 for a put option.

Let V0 be the value of option at time 0. Then V0 may represent an initial cost to
carry out such an option contract. On the other hand, the initial cost for a forward
contract is always zero, which is an essential difference between forward and
option contracts.

Instead of paying initial costs in option contracts, we can assume that the option
holder pays a fixed amount at time T , i.e., at the same time as the payoff is made.
The fixed payment may correspond to the initial cost V0, but we need to take a time
value into consideration, where a risk free interest rate r [ 0 is compounded
between time 0 and time T . Then, the fixed payment at time T is computed to be
erT V0, which is known at time 0. We can regard that this type of contract is a

Fig. 2 Payoff function of a
call

Fig. 3 Payoff function of a
put
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‘‘swap’’ between a fixed payment, erT V0, and an uncertain payoff, e.g.,
max ST � K; 0ð Þ in the case of call option. In this case, the payoff function of ST ,
denoted by w STð Þ, for a call option is modified to

w ðSTÞ :¼ max ST � K; 0ð Þ � erT V0 ð4Þ

as shown in Fig. 4.
Note that the value denoted by Eq. (4) may be thought of a cash flow for the

option holder at time T . On the other hand, the cash flow for the counterparty (i.e.,
the seller for the option) is given as

�w STð Þ: ð5Þ

Therefore, a fair contract may satisfy that the expected value of w STð Þ is zero,
which may be written as follows:

E w STð Þ½ � ¼ 0 ð6Þ

where E is the expected value operator. Then V0 is obtained as

V0 ¼ e�rT
E max ST � K; 0ð Þ½ �: ð7Þ

Similarly, in the case of forward contracts, we have

E ST � F0½ � ¼ 0; ð8Þ

which provides the forward price as follows:

F0 ¼ E ST½ �: ð9Þ

According to the fundamental theorem of asset pricing [10], the pricing formula
in (7) is valid if E is defined under a risk neutral probability measure, that coincides
with the original results of [11, 12] known as the ‘‘Black–Scholes–Merton model’’
for option pricing. On the other hand, in empirical data analysis, we usually work on
the real probability measure so that the sample statistics (such as sample mean and
variance) of observed data may provide proxies of the underlying probability dis-
tribution. Although one can usually transform the real probability measure to a risk
neutral probability measure using a suitable change of measure technique, here we
assume that, for simplicity, the real probability measure provides a risk neutral
probability measure, and evaluate the value of derivatives under the real probability

Fig. 4 Payoff function of a
swap for call option with
strike K
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measure. Note that a further discussion of the relation between the real and risk
neutral probability measures is beyond the scope of this article and that the inter-
ested reader may refer to [13].

2.2 General Pricing Problem with Payoff Functions

As discussed in the end of Sect. 2.1, the swap contract for a call option has a payoff
function of (4) satisfying condition (6). Moreover, the forward price also satisfies
(8). These conditions are generally said that swap and forward contracts have zero
expected values with respect to payoff functions of ST , i.e.,

E w STð Þ½ � ¼ 0 ð10Þ

holds with a suitable choice of payoff function w. For example, w is given as

wðxÞ ¼ x� F0

for a forward contract, or

wðxÞ ¼ max x� K; 0ð Þ � erT V0

for a call option.
Then, the problem can be reformulated as follows:

Find w satisfyingE wðSTÞ½ � = 0 with w 2 W;

where W is a set of functions defined as

W :¼ w xð Þ ¼ x� F0jF0 2 <f g ð11Þ

in the case of forward contracts, or

W :¼ wðxÞ ¼ max ðx� K; 0Þ � erT V0jV0 2 <
� �

ð12Þ

in the case of call options. In any cases, we see that a given contract is fair as far as
condition (10) is satisfied with a specific payoff function in W, so that we can
search for a suitable payoff function by taking w 2 W as a variable. This is a basic
idea for constructing payoff functions for wind derivatives in the following
sections.

3 Wind Derivatives on Forecast Errors and Hedging
Problems

In this section, we demonstrate wind derivatives with respect to forecast errors and
define associated hedging problems.
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3.1 Loss Functions for WFs and Problem Settings

We will consider two basic positions, a seller and a buyer, for trading wind gen-
erated electricity, in which the seller is assumed to be a WF having a responsibility
to quote the promised power output in advance using forecast information. A
possible sales contract for the power output may be described as follows, which
specifies a loss function for a WF on forecast errors of power output:

In general, the value of electricity generated by wind power is considered to be
low due to the uncertainty of the tradable volume. Here we assume that the elec-
tricity price without forecast is estimated to be 3 yen per 1 kWh. On the other hand,
the value of the electricity would be estimated to be higher, if the tradable volume
were quoted in advance by forecast, but the seller has to guarantee the quoted
volume or has to pay the penalty in case of shortages. Suppose that the value of
electricity with forecast is given as 7 yen per 1 kWh and that the penalty of the
shortage is 10 yen per 1 kWh. These assumptions are not so far from the current
situation discussed in the forecast business [14]. In this case, the loss function
caused by forecast errors is depicted in Fig. 5, which shows the relation between the
forecast error for the power output P� P̂ (the actual power output minus its
forecast) and the loss caused by the forecast error. Note that, even if the forecast
error is positive, we can also think of this situation as an opportunity loss to sell the
output with a suitable price.

Taking the above situation into consideration, we formulate the problem more
precisely. Let n ¼ 1; . . .;N be the time index (say, hourly index) and define the
following variables:

Pn : Total power output at time n
P̂n : Forecast of Pn (which is computed, e.g., 1 day in advance).

The buyer is willing to trade the power output by using the reference P̂n, and
may require a penalty if the forecast error exceeds a certain level.

Let ep;nðn ¼ 1; . . .;NÞ be the forecast error of the power output at time n, which
causes a loss for the seller due to the penalty or opportunity loss to sell the output.
Suppose that the loss associated with the forecast error of the power output is
defined using a loss function as / ep;n

ffi �
. For instance, the loss function may be

given as the one shown in Fig. 5 if the seller is a WF owner. Also, there is a case in
which the forecast is sufficiently accurate or the forecast error is less than a certain
(small) level. In this case, the seller can be thought of getting a bonus because of a
higher price of power output with forecast, which results in a profit for the seller
and makes the loss negative, i.e., / ep;n

ffi �
\0. We assume that

Mean / ep;n

ffi �ffi �
¼ 0 ð13Þ

so that the sum of profit/loss is zero on average. Note that we take the sample mean
instead of using the expected value operator E, because we will work on empirical
data in the next section.
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Consider a situation in which the seller with / �ð Þ would like to compensate
their loss on ep;n using a weather derivative on the forecast error of the wind speed.
To this end, define the following variables:

Wn : Wind speed at time n
Ŵn : Forecast of Wn (which is computed, e.g., 1 day in advance).

Let ew;n be the forecast error of the wind speed. Without loss of generality,
assume that Mean ew;n

ffi �
¼ 0. Let w be a payoff function such that

Mean w ew;n

ffi �ffi �
¼ 0: ð14Þ

Note that, in the case of simple forward contracts, w ew;n

ffi �
may be given as a linear

function, e.g.,

w ew;n

ffi �
¼ ew;n: ð15Þ

Based on the above settings, we will first consider the following problems:

(P1) Given the loss function and the payoff function of wind derivatives, find the
optimal volume of wind derivative.

(P2) Given the loss function, find the optimal payoff function of wind derivatives.

We will investigate the hedge effect of wind derivatives and show that using
wind derivatives on forecast error of wind speed is highly effective to hedge the
loss caused by forecast errors of power output.

Then we will consider a situation in which there already exists a standardized
derivative contract with a certain payoff function, but there is some room for
improvement on the loss function, e.g., for a WF owner. The problem can be
thought of as a reverse problem of (P2), which is given as follows:

(P3) Given the payoff function of wind derivatives, find the optimal loss function
against forecast errors of power output.

Fig. 5 An example of loss
function
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Finally, we will formulate a simultaneous optimization problem of payoff and
loss functions as (P4) below:

(P4) Optimize the payoff function of wind derivatives and the loss function
simultaneously.

3.2 Standard Minimum Variance Hedging Problem

With the notation and definitions introduced in the previous subsection, the first
optimization problem, (P1), is formulated as follows:

Contract volume optimization problem:

min
D2<

Var / ep;n

ffi �
þ Dw ew;n

ffi �ffi �
: ð16Þ

The contract volume optimization problem may be considered as the standard
‘‘minimum variance hedge,’’ and the optimal volume D� may be computed ana-
lytically as

D� ¼ �Covð/ðep;nÞ; wðew;nÞÞ
Varðwðew;nÞÞ

� ð17Þ

To estimate the hedge effect, we define the variance reduction rate (VRR) as
follows:

VRR :¼ Varð/ðep;nÞ þ D�wðew:nÞÞ
Varð/ðep;nÞÞ

: ð18Þ

Because the minimum variance can be computed as

Var / ep;n

ffi �
þ D�w ew;n

ffi �ffi �

¼ Var / ep;n

ffi �ffi �
1� Corr / ep;n

ffi �
;w ew;n

ffi �ffi �� �2� 	
;

ð19Þ

we obtain

VRR ¼ 1� Corr /ðep;nÞ; ðew;nÞ
ffi �� �2

: ð20Þ

Note that VRR satisfies

0� VRR � 1 ð21Þ

and that a smaller VRR provides a better hedge effect in terms of minimum
variance.

In the case of standard minimum variance hedge, the optimal volume is also
found by solving a linear regression problem, where / ep;n

ffi �
is regressed with

respect to w ew;n

ffi �
, and the regression coefficient gives the optimal volume for
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fixed loss and payoff functions. On the other hand, we can expect to obtain a better
hedge effect if we could optimize the payoff function of the weather derivative
directly. This can be done by applying non-parametric regression techniques
introduced in the next section, and we will find that using a non-parametric
regression corresponds to optimizing the derivative contract directly by choosing a
suitable payoff function.

3.3 Minimum Variance Hedging Using Non-Parametric
Regression

In this section, we first introduce a non-parametric regression technique, and then
formulate the second optimization problem, (P2).

In the previous section, we showed that the contract volume optimization
problem is formulated as standard minimum variance hedging and can be solved
by applying linear regression. A similar idea may be employed to solve the payoff
function optimization problem of (P2) [or the loss function optimization problem
of (P3)] by introducing a non-parametric regression technique. Since we will apply
a non-parametric regression to find a payoff function (or loss function) by
assuming that a loss function (or payoff function) is fixed, it may be useful to
specify which function is given explicitly. To this end, we use overlines as

/ð�Þ ¼ /ð�Þ ðor wð�Þ ¼ wð�ÞÞ

to indicate that a loss function (or a payoff function) is fixed.

3.3.1 Generalized Additive Models

The non-parametric regression technique introduced here is to find a (cubic)
smoothing spline that minimizes the so-called penalized residual sum of squares
(PRSS) among all regression spline functions with two continuous derivatives. Let
yn and xn be dependent and independent variables, respectively, and express yn as

yn ¼ h Xnð Þ þ en; Mean enð Þ ¼ 0 ð22Þ

using a smooth function hð�Þ and residuals en. Here the function hð�Þ is a (cubic)
smoothing spline that minimizes the following PRSS,

PRSS ¼
XN

n¼1

ðyn � hðxnÞÞ2 þ k
Z1

�1

ðh00ðxÞÞ2dx ð23Þ
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among all functions h �ð Þ with two continuous derivatives, where k is a given
parameter. In (23), the first term measures closeness to the data while the second
term penalizes curvature in the function. Note that, if k ¼ 0 and h �ð Þ is given by a
polynomial function, the problem is reduced to the standard regression polynomial
and is solved by the least squares method. It is shown that (23) has an explicit and
unique minimizer and that a candidate of optimal k may be found by using the
so-called generalized cross validation criteria (See [15]). Note that regression
splines can be extended to the multivariable case with additive sums of smoothing
splines, known as generalized additive models (GAMs; see e.g., [16]). Also note
that GAMs can be computed using free software ‘‘R (http://cran.r-project.org/),’’
and we will refer to the class of smoothing splines for non-parametric regression as
GAMs in this chapter. We will apply GAMs to solve (P2)–(P4) and estimate the
hedge effect of wind derivatives.

Note that, instead of writing the problem as an unconstrained optimization
problem, we can reformulate it as an optimization problem constrained on h �ð Þ as
follows:

min
hð�Þ

XN

n¼1

ðyn � hðxnÞÞ2

s:t:
Z1

�1

ðh00ðxÞÞ2dx� a

ð24Þ

where a is a given parameter. Based on the similar argument to that in [15], we can
verify that the objective function of problem (24) is quadratic subject to a convex
constraint and that the minimization problem (24) is equivalent to the following
problem,

max
k [ 0

min
hð�Þ

XN

n¼1

yn � hðxnÞf g2þk
Z

h00ðxÞf g2dx� a


 �( )( )
; ð25Þ

using a Lagrange multiplier k [ 0. Therefore, we see that fixing k in (23) corre-
sponds to fixing a in (24) and that the non-parametric regression problem using
GAM may be recast as a minimization problem of the sample variance with a
smooth constraint.

3.3.2 Optimization of Derivative Contracts

It is in a position to formulate the the second optimization problem, i.e., the payoff
function optimization problem, in the context of minimum variance hedge using
non-parametric regression as follows:
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Payoff function optimization problem:

min
wð�Þ

Var �/ðep;nÞ þ wðew;nÞ
ffi �

s:t:
Z1

�1

w00ðxÞð Þ2dx� a:
ð26Þ

The minimization problem (26) may be recast as (24) by taking yn :¼ / ep;n

ffi �
,

xn :¼ ew;n, and h �ð Þ :¼ �w �ð Þ, and therefore, can be solved by applying GAM. Let
w�ð�Þ be the optimal payoff function. Then VRR may be defined as

VRR :¼
Var �/ ep;n

ffi �
þ w� ew;n

ffi �ffi �

Var �/ ep;n

ffi �ffi � : ð27Þ

Although it is possible to find the optimal payoff function by solving GAM
once, it may be worthwhile to mention that we have a slight improvement by
applying a linear regression after finding the optimal payoff function w�ð�Þ as

min
a2<

Var �/ ep;n

ffi �
þ aw� ew;n

ffi �ffi �
: ð28Þ

In this case, VRR may be given as

VRR ¼
Var �/ ep;n

ffi �
þ a�w� ew;n

ffi �ffi �

Var / ep;n

ffi �ffi � : ð29Þ

or equivalently,

VRR ¼ 1� Corr �/ðep;nÞ;w� ew;n

ffi �ffi �� �2
: ð30Þ

where a� 2 < is the regression coefficient to solve (28). Note that (30) is inde-
pendent of a�, or any scaling parameter to w� ew;n

ffi �
, and that it can be computed if

w� �ð Þ is specified. Therefore, we use the right hand side of (30) as a proxy of VRR.
It is readily confirmed that VRR in (27) is actually an upper bound of (30).
However, as indicated in the end of Sect. 4.2, the gap between (27) and (30) is very
small from our numerical experience.

3.4 Optimization with Loss Functions and Simultaneous
Optimization

3.4.1 Optimal Loss Function

Next, we will consider a case in which a payoff function of wind derivative is
given but we would like to find a loss function that is desirable for using the wind
derivative, i.e., in a case where there already exists a standardized derivative
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contract with a certain payoff function, but there is some room for improvement on
the loss function / for a WF owner.

Assume that the loss function / ep;n

ffi �
satisfies

Mean / ep;n

ffi �ffi �
¼ 0; ð31Þ

Var / ep;n

ffi �ffi �
¼ c: ð32Þ

We will compute an optimal loss function satisfying the above constraints for a
given payoff function w ¼ w such that

Mean �w ew;n

ffi �ffi �
¼ 0: ð33Þ

The problem is then formulated as follows:

Loss function optimization problem:

min
/ �ð Þ

Var / ep;n

ffi �
þ �w ew;n

ffi �ffi �

s:t:
Z1

�1

/00 xð Þð Þ2dx� a;

Var / ep;n

ffi �ffi �
¼ c:

ð34Þ

Note that the constraint Var / ep;n

ffi �ffi �
¼ c is also quadratic if / is given by a

cubic natural spline function, and hence, the problem might be reformulated as an
unconstrained optimization problem by introducing another Lagrangian term for
the variance constraint. On the other hand, we can still apply GAM directly
to solve the problem without the variance constraint (i.e., Var / ep;n

ffi �ffi �
¼ c),

similar to the payoff function optimization problem (26). Then we can scale the
minimizing function so that it satisfies the variance constraint (32). In this case,
condition (31) is also satisfied.

Let /̂ �ð Þ be the optimizer of problem (34) without the variance constraint (i.e.,

Var / ep;n

ffi �ffi �
¼ c), which can be computed by applying GAM. By scaling /̂ �ð Þ to

satisfy (32), we obtain the optimal loss function /� �ð Þ as follows:

/� �ð Þ ¼ c

Var / ep;n

ffi �ffi � / �ð Þ: ð35Þ

Note that the optimal volume of wind derivative with the given payoff and loss
functions, wð�Þ and /�ð�Þ, will be found by solving the standard minimum variance
hedging problem as in Sect. 3.2, and VRR may be computed as

VRR ¼ 1� Corr /� ep;n

ffi �
; �w ew;n

ffi �ffi �� �2
: ð36Þ
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3.4.2 Simultaneous Optimization

It may be interesting to consider a simultaneous optimization of the payoff and loss
functions, w ew;n

ffi �
and / ep;n

ffi �
. Recall that VRR can be computed using the

correlation between the payoff function and the loss function as

1� Corr / ep;n

ffi �
;w ew;n

ffi �ffi �� �2
:

Since the larger correlation the smaller VRR, the minimization of VRR boils
down to the maximization of correlation between / ep;n

ffi �
and w ew;n

ffi �
. Therefore,

the simultaneous optimization of the payoff and the loss functions may be
formulated as follows:

Simultaneous optimization problem:

max Corr / ep;n

ffi �
; w ew;n

ffi �ffi �

s.t.
Z1

�1

/00 xð Þð Þ2 dx � a/;

Z1

�1

w00 xð Þð Þ2dx � aw;

Var / ep;n

ffi �ffi �
¼ c:

ð37Þ

The simultaneous optimization problem may be solved using an iterative
algorithm by solving the payoff function optimization problem with /ð�Þ ¼ /ð�Þ
fixed, or the loss function optimization problem with wð�Þ ¼ wð�Þ fixed, at each
step. The following is the iterative algorithm:

Iterative algorithm:

1. Given /ð�Þ ¼ /ð�Þ, find wð�Þ to solve the payoff function optimization problem.
Let w�ð�Þ be the optimal function, and let wð�Þ ¼ w�ð�Þ.

2. Given wð�Þ ¼ wð�Þ, find /ð�Þ to solve the loss function optimization problem.
Let /�ð�Þ be the optimal loss function and let /ð�Þ ¼ /�ð�Þ.

3. Repeat steps 2 and 3 until the objective function in (37) does not change.

Note that the optimal loss function obtained from the above iterative algorithm
satisfies (32) and that we can consider additional constraints to take more realistic
situations into account for the loss and payoff functions. Although we may need to
specify ah and a/ for solving the iterative algorithm, an optimal selection of
smoothing parameters for /ð�Þ and wð�Þ may be applicable at each step by using
GAMs in stead of fixing these parameters a priori in the algorithm.
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Remark 1 The above iterative algorithm is formally in the class of so-called
‘‘Alternating Conditional Expectations (ACE) algorithm (see, e.g., Chap. 7 of
[16]).’’ The ACE algorithm seeks optimal transformations of hðYÞ and f ðXÞ for
two random variables X and Y so that the squared error loss

E hðYÞ � f ðXÞð Þ2
h i

is minimized. Since the zero functions trivially minimize the square error, ACE
has a constraint so that hðYÞ has unit variance at each step, which is exactly the
same as our variance constraint (32). Note that the convergence of ACE algorithm
is also discussed in [16], although we omit the details for brevity.

4 Empirical Analysis and Numerical Experiment

In this section, we demonstrate the solutions to (P1)–(P4) and estimate their hedge
effect using empirical data for the power output, wind speed, and their forecasts.

4.1 Data Description and Preliminary Analysis

Here we consider the power output from a WF located in Japan, where the power
output from the WF is predicted based on the numerical weather forecast and the
power generating properties for turbines. The numerical weather forecast consists
of the following two steps:

• Japan Meteorological Agency announces the hourly data of regional spectral
models for the next 51 h twice a day (9 am and 9 pm).

• Using them as initial and boundary values, a public weather forecasting com-
pany computes more sophisticated values for the next day’s hourly data by
12 pm.

In this chapter, we use the forecast data obtained from the Local Circulation
Assessment and Forecast System (LOCALS) developed by ITOCHU Techno-
Solutions Corporation for the wind speed and the power output of a WF in Japan
[17, 18]. The data set is given as follows3:

Data specifications:

Realized and predicted values of total power output for the WF, and those of wind
speed for the observation tower in the WF.

3 All the data used in this chapter were provided by ITOCHU Techno-Solutions Corporation.
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Data period:

2002–2003 (1 year), hourly data, everyday.

Total number of data:

8,000 for each variable excluding missing values.
Let n ¼ 1; . . .;N be the time index (where N’ 8; 000), and assume that the

actual power output and the wind speed at time n are, respectively, denoted by Pn

and Wn. Also, let P̂n and Ŵn be the forecasts of the corresponding power output
and the wind speed obtained from LOCALS, which are computed by noon one day
before the actual data is observed. Figure 6 shows a scatter diagram for the wind
speed Wn and the power output Pn, where the power output Pn is normalized so
that its maximum equals 100. From Fig. 6, we can see that:

• The generator starts providing the power output when the wind speed exceeds
around 2 [m/s].

• The power output increases with the wind speed between 5–15 [m/s].

Also note that, because each electricity generator is controlled so that the
maximum output does not exceed a certain value, the total output is also bounded
as shown in Fig. 6.

Figure 7 shows a partial residual plot for

Wn ¼ aw bWn þ bw þ ew;n; n ¼ 0; . . .;N; Mean ew;n

ffi �
¼ 0 ð38Þ

i.e., the scatter diagram of Ŵn; Wn � bw

ffi �
, where aw and bw are a regression

coefficient and an intercept, respectively, and ew;n is a residual satisfying
ep;n

ffi �
¼ 0. The partial regression line is depicted using a solid straight line as

shown in Fig. 7. In this case, the sample variance of residuals is found to be

Fig. 6 Wind speed Wn [m/s]
versus Power output Pn [W]
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Var ew;n

ffi �
’ 5:12: ð39Þ

On the other hand, the regression spline f ð�Þ to fit the same data of Fig. 7 using
GAM is shown as a solid line in Fig. 8, where f �ð Þ satisfies

Wn ¼ f bWn

� 	
þ ew;n: ð40Þ

In this case, the sample variance of the residuals is

Var ew;n

ffi �
’ 4:95: ð41Þ

Noting that the sample variance of the measured values is computed as ‘‘11.0,’’ we
can say that the variance of the wind speed is reduced by 50 % (from ‘‘11.0’’ to
‘‘5.12’’) using the predicted value and the linear regression, and it is improved a
little using GAM, i.e., from ‘‘5.12’’ to ‘‘4.95.’’ In this section, we define the
forecast error of the wind speed as the one given by GAMs, i.e., ew;n in (40).

Fig. 7 Predicted versus
Measured values for the wind
speed

Fig. 8 Spline regression
function for the wind speed
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Similarly, we can draw a partial residual plot for the power output Pn with
respect to the predicted value P̂n as shown in Fig. 9, where the solid line is
obtained from a linear regression for partial residuals. In this case, the sample
variance of the residuals is found to be ‘‘249.’’ The solid line in Fig. 10 refers to
the regression spline function g �ð Þ satisfying

Pn ¼ g bPn

� 	
þ ep;n; n ¼ 0; . . .;N ð42Þ

using GAM. Note that the sample variance of residuals in this case is given as
‘‘239’’, whereas the sample variance of the measured value of the power output is
‘‘504’’. Similar to the case of wind speed, we can say that the variance of power
output is reduced to less than half (from ‘‘504’’ to ‘‘249’’) using the predicted value
and the linear regression, and it is improved a little using GAM, i.e., ‘‘249’’ to
‘‘239’’.

Fig. 9 Predicted versus
Measured values for the
power output

Fig. 10 Spline regression
function for the power output
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Although we should be able to define the forecast error of the power output
using the residual in (42), it might be worthwhile to mention that there is another
way to define the forecast error of the power output. As stated in the beginning of
this section, the power output is predicted using numerical weather forecast, and
therefore, we can define a regression model such that the power output Pn is a
dependent variable and the wind speed forecast Ŵn is an independent variable, i.e.,

Pn ¼ h bWn

� 	
þ ep;n; ð43Þ

where hð�Þ is a regression spline that minimizes PRSS.
Figure 11 shows the relation between the predicted values of the wind speed

and the measured values for the power output, where the solid line in Fig. 12 is the
regression spline hð�Þ. In this case, the sample variance of the residuals is com-
puted as

Var ep;n

ffi �
’ 254 ð44Þ

Fig. 11 Predicted value of
the wind speed versus
Measured values for the
power output

Fig. 12 Spline regression
function for the power output
using the wind speed forecast
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which is, in fact, higher than the one given by (42). However, it will turn out that
using the forecast error in (43) provides not only a better hedge effect but also a
smaller variance of the hedged loss when combining with the optimal wind
derivative. Therefore, we will use the residual ep;n in (43) to define the forecast
error of the power output. An empirical analysis using the forecast error defined by
the residual in (42) may be found in [19].

4.2 Construction of Wind Derivatives

Next, we will construct wind derivatives and demonstrate their hedge effect on
wind power energy businesses.

We first solve the minimum variance hedging problem for the simplest case
where the loss and the payoff functions are both linear. Let

/ ep;n

ffi �
¼ ep;n;w ew;n

ffi �
¼ ew;n ð45Þ

without loss of generality. In this case, the problem is reduced to solving a linear
regression for the following regression function:

ep;n ¼ aw ew;n þ gn; ð46Þ

where gn is a residual. Since the linear regression computes aw that minimizes
variance of gn ¼ ep;n � awew;n, the regression coefficient provides the optimal
volume as

D� ¼ �aw ð47Þ

in the problem (16) under condition (45), where

Fig. 13 Wind speed forecast
error ew;n versus power output
forecast error ep;n
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aw ¼
Cov ep;n; ew;n

ffi �

Var ew;n

ffi � : ð48Þ

Figure 13 shows a scatter plot of ew;n versus ep;n with a linear regression line.
The sample correlation is computed as

Corr ep;n; ew;n

ffi �
’ 0:76: ð49Þ

and VRR as

VRR ¼ 1� Corrðep;n; ew;nÞ2 ’ 0:43: ð50Þ

We see that the forecast errors of the wind speed and the power output, ew;n and
ep;n, are highly correlated and that the sample variance is reduced to 43 % from the
original one using the wind derivative in the case where the loss and the payoff
functions are both linear.

Now, we apply GAMs to compute an optimal payoff function. The solid line in
Fig. 14 shows the optimal payoff curve obtained by solving the optimization
problem (26) when /ð�Þ is linear. In this case, the VRR is computed as

VRR ¼
Var ep;n þ w�
ffi �

ew;n

ffi �

Var ep;n

ffi � ’ 0:407 ð51Þ

where w� �ð Þ is the optimal payoff function. Moreover, the variance of the hedged
loss ep;n þ w� ew;n

ffi �
is computed as

Var ep;n þ w� ew;n

ffi �ffi �
’ 103: ð52Þ

The above variance is actually lower than that of the hedged loss using (42) with
the optimal wind derivative, which is computed as ‘‘119’’. Therefore, we see that,
even though the variance of the original loss might be larger, it can be reduced

Fig. 14 Optimal payoff
function on ew;n obtained
from GAM
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more effectively by combining it with the wind derivative if we define the forecast
error by (43) instead of (42).

Next, we will consider the case in which the loss function /ð�Þ ¼ /ð�Þ is given
as shown in Fig. 5 with zero mean constraint (13), i.e.,

/ ep;n

ffi �
:¼ 4 ep;n

�� ��þþ10 ep;n

�� ����l ð53Þ

where

l :¼ Mean 4 ep;n

�� ��þþ10 ep;n

�� ���
� 	

and �j jþ and �j j� are defined as

xj jþ:¼ max x; 0ð Þ; xj j�:¼ min x; 0ð Þ

for x 2 <. The solid line in Fig. 15 shows the optimal payoff function to solve the
problem (26). In this case, VRR in (27) is computed as

VRR ¼ 0:5461946. . .: ð54Þ

whereas the right hand side of (30) is found to be

1� Corr / ep;n

ffi �
; w� ew;n

ffi �ffi �� �2¼ 0:5461927. . .: ð55Þ

From this example, we see that VRR can be approximated by (30) with high
accuracy.

4.2.1 Optimal Loss Function and Simultaneous Optimization

In this subsection, we first provide an illustrative example for solving (P3) to
compute an optimal loss function, and then solve the simultaneous optimization
problem of (P4).

Fig. 15 Optimal payoff
function on the wind speed
forecast error ew;n

Risk Management Tools for Wind Power Trades 61



Since the linear correlation between ep;n and ew;n is high in this example, it
would be more interesting to consider the case where a payoff function is non-
linear with respect to ew;n. Therefore, we assume that there already exists a
derivative contract with the payoff being proportional to the size of the wind speed
forecast error, ew;n

�� ��. Noting that w ew;n

ffi �
satisfies (14), such a payoff function may

be given as

w ew;n

ffi �
¼ w ew;n

ffi �
:¼ ew;n

�� ��� Mean jew;nj
ffi �

; ð56Þ

Fig. 16 shows the payoff function with respect to ew;n.
Now we will solve (P3) with the given payoff function in (56). Assume that the

sample variance of the loss, / ep;n

ffi �
, satisfies

Var / ep;n

ffi �ffi �
¼ Var ep;n

ffi �
ð57Þ

and we solve the problem (34) with the assumption that the optimal loss function
satisfies the above variance constraint. The solid line in Fig. 17 shows the optimal
loss function, which is obtained by applying GAM and scaling the minimizing
function as in (35). In this case, VRR is found to be

VRR ’ 0:56: ð58Þ

Fig. 16 Payoff function with
respect to the wind speed
forecast error ew;n for the loss
function optimization
problem

Fig. 17 Optimal loss
function on the power output
forecast error ep;n
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Next, we demonstrate the simultaneous optimization of P4). Here we also
introduce a nonlinearity using the absolute value of ew;n. Assume that the payoff of
the wind derivative is a function of ew;n

�� ��, and consider a maximization problem of

Corr / ep;n

ffi �
;w jew;nj
ffi �ffi �

: ð59Þ

We apply the iterative algorithm for a fixed loss function / �ð Þ or a fixed payoff
function w �ð Þ at each step to maximize (59). Assume that the payoff function is
initially set to the one given in (56) and we solve the loss function optimization
problem. The initial loss function in this case is given by the one shown in Fig. 17.
We repeatedly apply steps 1 and 2 in the iterative algorithm until the objective
function does not change or the relative change of the values of the objective
function is less than a sufficiently small number. In this example, we obtained

VRR ¼ 0:53; ð60Þ

after the 8th iteration. Figure 18 shows the optimal loss function after the 8th iter-
ation, where the loss function is scaled to satisfy the variance constraint (57). We see
that the loss function became smoother compared to the one given in Fig. 17.

5 Further Discussion

The main contribution of this study is summarized as follows:

• Constructed a type of weather derivative contracts based on the forecast errors,
which might be applicable for other situations (or businesses) and/or other
indices such as temperature, rain falls, and so on.

• Provided an application of non-parametric regression techniques in the context of
minimum variance hedge using smooth functions, which can be thought of a
generalization of the standard minimum variance hedge based on linear regression.

Fig. 18 Optimal loss
function after the 8th iteration
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Here we assumed that the payoff functions are just smooth. Therefore, the
approximation of these functions using the standard payoff functions for puts or
calls may be required in practice when the standardized derivative contracts are
only available. Also, the convergence of the iterative algorithm for simultaneous
optimization is an important issue. These are interesting topics to be discussed
further in the future work.

It should be mentioned that there is another important issue concerning the risk
management on forecast errors such as usage of storage battery system, i.e., a
storage battery may be installed to compensate the shortage of the scheduled
power output of a WF. Note that the advantage of installing the storage battery is
not only to achieve the scheduled power output in certain period, but also to reduce
the variability of the wind generated electricity that may significantly effect on the
frequency of electricity grid. However, the installation of storage battery requires
an additional cost [20], say, as much as the total capacity of the WF in the worst
case scenario that the WF quoted the maximum power output but the actual one
was zero. As the capacity of storage battery is reduced, the installation cost
becomes lower, but in this case, the possibility of shortage may be increased.
Therefore, in such a situation, we may still need wind derivatives to hedge the loss
caused by forecast errors. For the wind power energy business to be profitable, it
should be important to study an optimal balance of the capacity of storage battery
and the possible introduction of wind derivatives.

6 Summary

In this chapter, we have introduced weather derivatives based on wind conditions
combined with their forecast information, namely ‘‘wind derivatives.’’ The
payoffs of wind derivatives were determined by the forecast errors in contrast to
the standard weather derivatives in which the underlying index is given by
observed weather data only (say, temperature). In other words, the wind deriva-
tives discussed here take advantage of forecast data and the payoff depends on the
difference between the actual and forecast data.

Here we began by explaining the basic structure which are common with
financial derivatives and showed some foundations of pricing problems. In par-
ticular, we demonstrated a general pricing problem using a payoff function that
satisfies a zero expected value condition. Then, we introduced wind derivatives on
forecast errors, and derived a loss function for a WF based on the possible sales
contract using forecasts. The following four types of optimization problems are
formulated using combinations of payoff and loss functions: The first is a contract
volume optimization problem that computes an optimal volume of wind derivatives
for given loss and payoff functions. The second is a payoff function optimization
problem that constructs optimal payoff function using a non-parametric regression
technique called GAM. The third is a loss function optimization problem to find an
optimal loss function that is desirable for a given payoff function of wind derivative,
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i.e., in a case where there already exists a standardized derivative contract with a
certain payoff function, but there is some room for improvement on the loss
function for a WF owner. The forth is a simultaneous optimization problem of loss
and payoff functions, which may be solved using an iterative algorithm for a given
payoff function or a loss function. To estimate the hedge effect, we defined the VRR
as the ratio of variances of the losses with and without the hedge.

An empirical analysis was provided using the total power output data of a WF
located in Japan, the wind speed data at the observation tower in the WF, and their
forecasts. The power output from the WF was predicted based on the numerical
weather forecast and the power generating properties for turbines. In particular, we
used the forecast data of the power output and the wind speed obtained from
LOCALS developed by ITOCHU Techno-Solutions Corporation. Based on the
empirical data, we first solved the contract volume optimization problem in the case
where the loss and the payoff functions are both linear. In this case, we saw from the
VRR that the sample variance was reduced to 43 % from the original one using the
wind derivative. Then, we applied GAMs and computed an optimal payoff function,
where the VRR was obtained as VRR ’ 0:407, showing the slight improvement by
using GAMs. Also, we considered the case in which the loss function is given as the
one used in the example of sales contract to compare the original VRR with its
approximation formula given by one minus squared correlation coefficient. In this
case, we were able to obtain a high accuracy of approximation.

Next, we solved the loss function optimization problem by introducing a
nonlinearity using the absolute value of wind speed forecast error. We assumed
that the payoff function is proportional to the size of wind speed forecast error and
obtained VRR ’ 0:56 by solving the problem. Then, we applied the iterative
algorithm to solve the simultaneous optimization problem, where the initial payoff
function was set to the same as in the above loss function optimization problem.
We repeated the iterative procedure until the relative change of objective function
is less than a sufficiently small number. By solving the simultaneous optimization,
we concluded that VRR was improved from VRR ’ 0:56 to VRR ’ 0:53 com-
pared to the case of loss function optimization.

Acknowledgments The author would like to thank H. Fukuda, R. Tanikawa, and N. Hayashi
from ITOCHU Techno-Solutions Corporation for their helpful comments and discussions.

References

1. Jewson S, Brix A and Ziehmann C (2005) Weather derivative valuation—the meteorological
statistical financial and mathematical foundations. Cambridge University Press, Cambridge

2. Yamada Y (2008) Optimal hedging of prediction errors using prediction errors. Asia-Pacific
Finan Mark 15(1):67–95

3. Brody DC, Syroka J, Zervos M (2002) Dynamical pricing of weather derivatives. Quant
Financ 2:189–198

4. Cao M, Wei J (2004) Weather derivatives valuation and market price of weather risk.
J Futures Mark 24(11):1065–1089

Risk Management Tools for Wind Power Trades 65



5. Davis M (2001) Pricing weather derivatives by marginal value. Quant Financ 1:305–308
6. Kariya T (2003) Weather risk swap valuation Working Paper Institute of Economic Research.

Kyoto University, Japan
7. Platen E, West J (2004) Fair pricing of weather derivatives. Asia-Pacific Finan Mark

11(1):23–53
8. Yamada Y (2007) Valuation and hedging of weather derivatives on monthly average

temperature. J Risk 10(1):101–125
9. Yamada Y, Iida M, and Tsubaki H (2006) Pricing of weather derivatives based on trend

prediction and their hedge effect on business risks. Proc inst stat math 54(1):57–78 (in
Japanese)

10. Harrison JM, Pliska SR (1981) Martingales and stochastic integrals in the theory of
continuous trading. Stoch Process Appl 11(3):215–260

11. Black F, Scholes M (1973) The pricing of options and corporate liabilities. J Polit Econ
81:637–654

12. Merton RC (1973) Theory of rational option pricing. Bell J Econ Manage Sci 4(1):141–183
13. Shreve SE (2004) Stochastic calculus for finance (2): continuous-time models. Springer, New

York
14. Takano T (2006) Natural Energy Power and Energy Storing Technology, trans Inst Electri

Eng Jpn (B) 126(9):857–860 (in Japanese)
15. Wood SN (2006) Generalized additive models: an introduction with R. Chapman and Hall,

London
16. Hastie T, Tibshirani R (2005) Generalized additive models. Cambridge University Press,

Cambridge
17. Enomoto S, Inomata N, Yamada T, Chiba H, Tanikawa R, Oota T and Fukuda H

(2001)Prediction of power output from wind farm using local meteorological analysis.
Proceedings of European Wind Energy Conference, Copenhagen, Denmark, p 749–752

18. Tanikawa R (2001) Development of the wind simulation model by LOCALS and
examination of some studies, Nagare, p.405–415 (in Japanese)

19. Yamada Y (2008) Optimal design of wind derivatives based on prediction errors. JAFEE J
7:152–181 (in Japanese)

20. Tanabe T, Sato T, Tanikawa R, Aoki I, Funabashi T, and Yokoyama R (2008) Generation
scheduling for wind power generation by storage battery system and meteorological forecast.
IEEE Power and Energy Society General Meeting—Conversion and Delivery of Electrical
Energy in the 21st Century, pp 1–7

21. Geman H (1999) Insurance and Weather Derivatives, Risk Books
22. Takezawa K (2006) Introduction to nonparametric regression. Wiley, New Jersey

66 Y. Yamada



Innovative Wind Energy Models
and Prediction Methodologies

Zekâi S�en

Abstract Energy sources are among the major driving forces almost all the
societal activities and its rather easiest way of extraction is from the fossil fuels,
especially, coal and petroleum. However, their exploitations have direct and side
effects on the most essential substances, air and water, because of greenhouse gas
emissions into the atmosphere. Recent climate change effects are all related to fossil
fuel exploitation, and therefore, the trend in the world now is towards excessive use,
if possible, of clean and hence environmentally friendly energy sources among
which apart from other alternatives wind power is present day attraction. In open
literature there are many classical wind power calculation methods. In this chapter
innovative ones are explained with applications. Among these stochastic temporal,
cumulative semivariogram spatial, statistical perturbation, and innovative wind
energy formulation and its Betz limit comparisons are presented.

1 Introduction

Presently, the global energy challenge is to tackle the threat of climate change,
meet the rising demand for energy and to safeguard security of energy supplies.
Renewable energy and especially wind energy technology are effective energy
tools that are ready for global deployment today on a scale that can help to tackle
climate change and global environment problems. Renewable energy use incre-
ment reduces CO2 emissions, cuts down local air pollution levels, creates high-
value jobs and curbs growing dependence on imports of fossil energy (which often
come from politically unstable regions).
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Long years’ experience gave rise to identification of various energy types and
their actual use in daily life throughout the human history. Today, the energy types
are categorized into two extensive groups as non-renewable (fossil) energy sources
and renewable energy sources, which are clean and environmentally friendly.
Among the renewable sources are the solar, wind, wave, and tide, geothermal and
solar-hydrogen energy alternatives. It is the main purpose of this chapter to present
the bases and modeling alternatives of the wind energy sources.

2 Global Circulation

The solar system and the earth’s atmosphere define one very large dynamic system
that creates horizontal motion in the atmosphere due to the differential heating of
the air which gives rise to mostly horizontal pressure gradients. The words dif-
ferential and gradient imply local, regional or local variability in the atmosphere.
Big temperature differences between the equator and the polar region cause the
global scale motions of the air. In addition to the main global wind system there
are also local wind patterns as sea breezes and mountain valley winds. However,
local wind speeds such as lake breezes are caused by local temperature differences.
There are also gradient winds that are associated with curved isobars. Within the
planetary boundary layer there are wind speed retardations which are functions of
the terrain surface roughness in addition to and the pressure and temperature
gradients in the lower atmosphere. Wind energy is equal to the kinetic energy of
these air mass movements.

In general, wind energy is affected by two sets of variables. These are mete-
orological variables within the boundary layer of the atmosphere and surface
features due to the natural or human activities such as urbanization. Among the
primary meteorological variables are the temperature and pressure which change
even in micro-scale instantaneously within the lower layers of the atmosphere and
consequently force air masses to move giving rise to wind speed. In the mean time,
simultaneously there are changes also in the wind speed direction which is a vector
quantity rather than a scalar variable. Furthermore, the changes in the wind speed
are also shown to be chaotic, and therefore, its prediction presents scientific
difficulties.

On the other hand, geomorphologic (surficial) features such as the surface
roughness, troughs, extended valleys, mountain ranges, high plateaus, existence of
boundary between the free surface body (oceans, lakes) and land masses still
modify general atmospheric affects on the wind speed depending on the location.
However, the changes from geomorphologic affects have spatial characteristics
only.

Although the atmosphere is on the average only 10 km thick all of the mete-
orological events occur within this conservation layer, which is referred to as the
troposphere. Convective movements also occur at global scales. The seasonal
cycle of the Earth orbiting around the sun creates global differences in the rate at
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which it is heated. The equator is heated most directly due to perpendicular solar
irradiation on the surface and higher latitudes (both north and south pole) expe-
rience seasonal changes depending on the angle of the hemisphere in relation to
the sun. These global and seasonal differences give rise to an unequal distribution
of heat across the globe and an imbalance in the density of air at any given latitude.
Due to extra heat at the equator and cooler places at the poles, convection cells
originate that circulate air through the atmosphere from equator towards both poles
(Fig. 1).

The two main driving factors in global circulation are the solar radiation and the
atmosphere and the Earth rotations. The seasonal variation is due to the tilt of the
Earth’s axis to the plane of the Earth’s movement around the sun. Since the solar
radiation is greater per unit area when the sun is directly overhead, there is a
transport of heat from the regions near the equator toward the poles (Fig. 1). Since,
the atmosphere is not attached to the Earth it can spin independently of the
atmosphere. These convection cells of air rotate from the equator to the poles with
the Earth spinning beneath it. The air moves eastward as the Earth moves eastward
at about a rate of 28 km/min along the equator. However, the Earth’s spin rate is
not the same at the equator as it is at the poles diameter of the Earth at higher
latitudes is less than the diameter of the Earth at lower latitudes. The Earth moves
half as slow at 60�N as it does at the equator. The net result is that the air is moving
eastward faster than the Earth and thus it appears to be deflected to the right (left)
in the northern (southern). The predominate surface winds are due to the earth’s
rotation on its axis and conservation of angular momentum. The wind is shifted in
the northern hemisphere as it moves along a longitudinal direction. Superimposed
on this circulation is the migration of cyclones and anti-cyclones across the mid-
latitudes, which disrupt the general flow. Also the jet streams influence the surface
winds as the fast core of the general westerlies at upper levels.

Any movement in the universe at various scales indicates the existence of
energy, which is the ability of temporal and/or spatial motions. Accordingly, wind

Fig. 1 Atmospheric
circulation in northern
hemisphere without Earth
rotation
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energy has also temporal and spatial types that are interrelated with each other. As
in Fig. 2 atmospheric motion occurs in scales between 1 mm and 1,000 km.

The motion of the atmosphere can vary in distance and time from the very small
to the very large scales. There is an interaction between each of these scales and
the flow of air (wind patter) is complex. The global circulation encloses eddies
which enclose smaller eddies until finally the micro-scale is reached.

As a result of the Coriolis force rather than one giant convection cell from the
equator to the poles (Fig. 1), there are three convection cells as in Fig. 3. As air
moves towards the north from the equator, it is deflected to the right (in the northern
hemisphere). The end result is that at about 30�N, the wind is ‘‘turned around’’
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such that it moves back towards the equator. The same thing happens to air moving
equator-ward from the poles; it deflects to the right and takes a turn at about 60�N
back towards the poles. This results in the formation of three giant atmospheric
circulation cells in both hemispheres.

The equatorial circulation cells between equator and 30�N latitude are known as
Hadley cells. The atmospheric circulation cell between 30 and 60�N is the Ferrel
cell, and finally, the poleward circulation cell between 60�N and the pole is known
as polar cell.

Wind blows not only air of different temperature or humidity into a region, but
also air of different momentum, which per unit mass is referred to as the wind and
it can change due to advection (horizontal movement). On the other hand, pressure
gradient force acts always perpendicular to the isobars (equal pressure lines) from
high to low pressure. It exists regardless of wind speed, starts the horizontal winds
and can accelerate, decelerate or change the direction of existing winds. This
gradient force is also the only force that can drive the horizontal winds in the
atmosphere. The other forces such as Coriolis, drag, centrifugal and even advec-
tion disappear for zero wind speed. Hence, they can change the direction and speed
of an existing wind, but they can not create a wind out of calm conditions.

3 Meteorological and Forces

Physically energy can be regarded as the work, which is force multiplied by
distance and hence the question is what is the force and how can one describe the
distance so that energy calculations can be achieved. This is rather straightforward
for wind energy where the force is the wind pressure (force per area) and the
distance is equal to velocity multiplication by time (Sect. 7). It is also known from
physical principles that the pressure exists where there is wind velocity and there is
a direct relationship between the pressure and the wind velocity and hence wind
energy. It is, therefore, logical to end up with saying that wind energy is a function
of wind velocity and direction, and therefore, velocity information is enough for
simple wind energy calculations. The source of wind velocity and direction are the
meteorological conditions in the lower atmosphere (troposphere) over the Earth
surface features.

Some of the meteorological characteristics as renewable energy sources are
wind, solar irradiation, water power and wave. If meteorological characteristics of
these renewable energy sources are not well know, then there will be important
gaps for energy investments [43]. Wind velocity changes with time, area and
elevation (see Fig. 2). The most obvious relationship among these factors is
between the wind velocity and height (elevation) from the earth surface because as
the elevation increases the wind velocity increases in a directly proportional and
non-linear manner but the rate of increase decreases with height (Sect. 4).

Since, the surface of the Earth is neither flat nor homogeneous, the amount of
absorbed heat energy varies spatially as well as temporally. This results in
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temperature, pressure and density (specific mass) differences, and in turn creates
forces that cause air to move from place to another. It is evident that depending on
the surface features of the Earth, some areas would be preferable to others for
extracting kinetic energy from the wind in the atmospheric boundary layer. This
situation gives a new tendency for wind speed modeling and searching. Wind takes
main role in meteorological trajectory movement. Petersen et al. [37] took into
account wind power meteorology in their paper and searched for relations between
meteorology and wind power in detail. They said that wind power meteorology is
an applied science, which is based on boundary layer meteorology depicting high
relations with climatology and geography. Wind power meteorology is not a
standard meteorological term and it must be thought as a composition of meteo-
rology, applied climatology and fluid physics.

Among the most effective meteorological variables temperature, pressure and
moisture take important role in wind occurrence (Sect. 6). Generally, in wind
engineering, moisture changeability is negligible and air is assumed at dry condi-
tions. This situation can give important errors in calculations and energy plans [43].

Spatio-temporal variation of meteorological variables such as pressure, tem-
perature, density and moisture generates dynamism, and hence movement in the
lower atmosphere (troposphere). It is possible to quantify this variability through
mass, momentum, energy conservations in addition to Newton’s mechanical force
balance and state equation of gases. Atmospheric movements such as geostrophic,
gradient, height and surface winds around low air pressure and atmospheric waves
can be explained on the basis of relevant equations, which represent atmospheric
spatial variables with convenient numerical models that depend on initial and
boundary conditions. The solution of these simultaneous equations is rather dif-
ficult and they can be solved only by ratios of time variables and finite element
with variation intervals [22].

3.1 Wind Types

Geostrophic wind has two main features as no friction and blows parallel to
isobars. Winds in nature are good approximations to geostrophic winds especially
in the upper troposphere. This is because winds are considered truly geostrophic
only when the isobars are straight and there are no other forces acting on it, and
these conditions are not found too often near the Earth surface. The geostrophic
assumption implies that there is a balance between the Coriolis and pressure
gradient forces.

Gradient winds do not have straight flow and can represent real wind due to
adding of the centrifugal force to other forces that are considered for geostrophic
wind. All the winds that occur at low and high pressure systems with consideration
of centrifugal force give a real approach to wind [37, 39].

Topographical effects are very affective for wind occurrence and hence another
wind type is topographic wind. For instance, it is easy to observe that in a narrow
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mountain the air becomes compressed on the windy side of the mountains, and its
speed increases considerably, which is known as a tunnel effect. In the very
complex terrain wind speed not only has weak power but also high turbulence.
Once again, this is due to the fact that the wind becomes compressed on the windy
side of the hill, and as the air reaches the ridge, it can expand again as its soars
down into the low pressure area on the lee side of the hill. This situation physically
is another kind of tunnel effect called as hill effect. The sea and lake surfaces are
obviously very smooth, thus the roughness of a seascape is very low. With
increasing wind speeds some of the energy in the wind is used to build waves on
sea surfaces, i.e. the roughness increases. Roughness classes or lengths are very
significant for wind conditions in a landscape. A high roughness refers to land-
scapes with many trees and buildings, while a sea surface is in the lowest
roughness class. These high roughness classes generate high turbulence areas. For
wind, laminar flow means that air flows along streamlines without whirling motion
mixing of the air in different stream layers. However, in turbulent flow, there is a
whirling motion and air mixture.

Winds are very much influenced by the ground surface at altitudes up to 100 m.
The wind will be slowed down by the Earth’s surface roughness and obstacles.
Wind directions near the surface will be slightly different from the direction of the
geostrophic wind because of the Earth’s surface properties. Among the topo-
graphical winds are sea–land and valley breezes together with adiabatic–catiabatic
winds with thermal origin. Land masses are heated by the sun quicker than the sea
in the daytime and hence the air rises, flows out to the sea, and finally creates a low
pressure at ground level, which attracts the cool air from the sea, which is called a
sea breeze. At nightfall there is often a period of calm when land and sea tem-
peratures are equal. At night the wind blows in the opposite direction. The land
breeze at night generally has lower wind speeds, because the temperature differ-
ence between land and sea is smaller at night. For instance, the monsoon origi-
nating from South-East Asia is in reality a large-scale form of the sea and land
breezes, varying in the direction between seasons, because land masses are heated
or cooled more quickly than the sea.

Mountain regions display many interesting weather patterns. One example is
the valley wind which originates on south (north) facing slopes in the southern
(northern) hemisphere. When the slopes and the neighboring air are heated the
density of the air decreases, and the air ascends towards the top following the
surface of the slope. At night the wind direction is reversed, and turns into a down
slope wind. If the valley floor is sloped, the air may move down or up the valley as
a canyon wind. Winds flowing down the leeward sides of mountains can be quite
powerful.

Synoptic system is another main factor for windy areas. Generally, land–sea
interaction areas are windy with stable conditions for wind speed and direction.
High differences between heating and cooling during the day lead to the secondary
windy areas in valleys. Astronomical seasonal time is important for heating and
cooling depending on Sun position and area location [50]. Although these features
provide advantages in wind engineering applications, discontinuities cause to
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disadvantages in wind energy studies. In practice, topographically stable areas can
be found easier than temporally stable areas. In other words, discontinuity is the
main problem in wind energy studies.

Wind means motion of air masses in synoptic scale, where these masses have
potential and kinetic energies because of their conditions and motions. Winds
occur as a result of potential energy transformation to kinetic energy by pressure
forces. Horizontal winds move and cover more extensive areas than vertical winds.
In wind energy calculations and applications vertical winds are negligible.

Solar energy drives the wind, which is then dissipated due to turbulence and
friction at the Earth’s surface. A comparison can be made on the basis of the
kinetic energy of the winds per unit area of the Earth’s surface. Incoming extra-
terrestrial solar irradiation is converted only 2 % into wind power and 35 % out of
this is dissipated within 1 km of the earth’s surface. This is the wind power
available for conversion to other forms of energy. Gustavson [21] assumed the
extractable limit as 10 % of the available wind power within 1 km of the surface.
The extractable amount is dependent on the local climate variation, where there
are large uncertainties in determining such criterion. So wind energy represents a
very large energy source.

4 Wind Speed Change with Height

The troposphere extends from the ground up to an average altitude of 11 km, but
often only the lowest few kilometers are directly modified by the underlying
surface features. One can define the atmospheric boundary layer (ABL) as that part
of the atmosphere, which is directly influenced by the presence of the Earth’s
surface, and responds to surface forcing with a timescale of about an hour or less.
These forcing include frictional drag, evaporation and transpiration, heat transfer,
pollutant emission and terrain induced flow modification. The boundary layer
thickness is quite variable in time and space, ranging from hundreds of meters to a
few kilometers.

The mixed layer can be subdivided into a cloud and sub cloud layers. Wind
speed changes with height at stable boundary layer (SBL) conditions given in
Fig. 4. It is seen that wind speed changes exponentially at stable boundary layer
(approximately 500 m) with height. This situation indicates that as height from the
Earth surface increases so does the wind energy production. The wind increases
with height to become equal to the geostrophic wind in the free atmosphere, both
in direction and velocity, at the top of the ABL.

In the unstable boundary layer, UBL, the temperature of the surface is greater
than the temperature of the air (the surface heats the air). Hence, there is a tem-
perature inversion which caps the ABL. In the capping inversion zone, the tur-
bulence is damped by a strongly stable stratification. The UBL occurs, generally,
during the day when the solar heating is important. In the SBL, the temperature
of the surface is lower than the temperature of the air (the air heats the surface).
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The wind is, generally, weak near the surface and a maximum (low level jet) is
often found at the top of the temperature inversion zone. The SBL usually occurs
during the night.

In horizontally homogeneous terrains, the turbulence intensity is a function of
height and roughness length, in addition to stability, whereas turbulence intensity
is not too far from the ground and may be considered as a function of stability
only. General properties can be given for air motions, which occur at ABL as,

1. Wind speed increases with height,
2. There are wind speed fluctuations within ABL,
3. Turbulence is distributed to wide frequency area,
4. There are relationships between turbulence at different heights. These relations

are stronger at low than high wind speeds.

Wind boundary layer is evaluated by Erasmus [18] for complex topographical
conditions by objective analysis methods. In this model, topographical effects are
conserved and do not impair wind flows. In any mathematical algorithms, surface
roughness, valley slopes, change of wind direction and mass conservation factors
are taken into account. Another work concerning the terrain topography for wind
energy calculations is presented by S�en [47].

The wind speed usually varies approximately logarithmically with height in the
ABL. For non-neutral situations, the wind profile deviates slightly from loga-
rithmic pattern. In SBL the wind profile is concave downward while unstable
boundary layers are concave upwards (see Fig. 4). The mean wind profile, V,
averaged over periods up to 1 h, is often described for engineering purposes by a
power law approximation. The following relationship relates two velocity values
(V1 and V2) at two different heights (z1 and z2) through such a power law as,

v1

v2
¼ z1

z2

� �n

ð1Þ

where n is the power law exponent with a typical value of 1/7 = 0.14 [42]. A
serious problem with this approach is that n varies with height, surface roughness
and stability, which means that Eq. (1) is of quite limited usefulness. There are
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various assumptions involved in the suggestion and application of the power law.
Among these are the following significant points.

1. The wind speed, v, profile change with elevation, z, is assumed to abide with a
power law having zero speed value at the earth surface,

2. An implied assumption in Eq. (1) is that wind speed records at different ele-
vations are independent from each other. This is not quite valid in actual
situations as will be documented later in this section. Physically, the closer the
two elevations, the greater is the cross-correlation coefficient between them,

3. In Eq. (1) the wind profile is assumed as a smooth curve defined by the
arithmetic averages of wind speeds at different elevations. However, there are
always fluctuations around these averages and consequently in the definition of
wind profile the variances and standard deviations must also be taken into
consideration.

A more realistic expression for the mean wind speed at height z, with much
more general validity, can be obtained from the so-called logarithmic wind profile
with stability correction. This expression, which is well supported by theoretical
considerations, can be written as,

v ¼ u�
k

ln
z
z0

� �
ð2Þ

where u* is the friction velocity, k is the von Karman constant (0.4), z0 is the
roughness length. The wind speed gradient is diminished in unstable conditions
(heating of the surface, increased vertical mixing) and increased during stable
conditions (cooling of the surface, suppressed vertical mixing). The term rough-
ness length is really the distance above ground level where the wind speed the-
oretically should be zero. A simple, yet subjective method represents the method
of terrain classification. Summarizing the results stated in the literature, which
were attained for z0 from measurements of wind speed and direction for several
heights a table can be compiled where for each surface type a certain roughness
length is assigned. From radiosonde measurements and maps (preferably from the
standard scales 1:10.000 to 1:50.000) z0 can be derived by means of the surface
types within a radius of some kilometers around the site. Unfortunately in the
literature the tables for z0 differ considerably. The oldest table comes from Dav-
enport [15] as Table 1.

Frictional effects proportional to the surface roughness retard the movement of
air near the earth’s surface. The surface roughness implies the effects and the
nature of terrain, the location of forests, lakes, depressions, hills, valleys and their
sizes in addition to the density of trees. Furthermore, the buildings produce dif-
ferent wind and velocity gradients in the vertical direction [53]. Practically, the
wind speed profile levels out at approximately 600 m and above this height there
are no significant roughness effects and the wind speed becomes equivalent with
the gradient wind speed [24].
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The ABL thickness decreases with the decrease in the surface roughness. With
decreasing roughness the profile is also steeper near the surface. Because of the
appreciable change in the wind speed with height in the ABL, any wind speed
value must be quoted with respect to the elevation at which it is measured. The
internationally accepted standard height is 10 m for surface winds. In many
meteorological stations the wind speed measurements are taken at elevations other
than the standard height. Many studies have been made to develop suitable ana-
lytical expressions for height extrapolations as in Eq. (1). Hence, the atmospheric
stability plays significant role in the form of wind speed profile and the depth of
ABL. As a first approximation, the exponent n must vary in relation to the stability
characteristics of the atmosphere. Sutton [42] has suggested related n to another
parameter, p, which specifies the atmospheric stability condition as

n ¼ p
2� p

Table 2 shows the values of p for various stability conditions. Furthermore, the
same author has related n to temperature differences as shown in Table 3.

In general the exponent value is found as 0.40 suitable for built-up areas; 0.28
for heavily wooded areas, cities and suburbs; and 0.16 for flat open country, lakes
and oceans.

Table 1 Roughness lengths from terrain classification

Class surface Landscape description z0 (m)

1 Sea open sea, fetch at least 5 km 0.0002
2 Smooth mud flats, snow; little vegetation, no obstacles 0.005
3 Open flat terrain; grass, few isolated obstacles 0.03
4 Roughly open low crops; occasional large obstacles 0.1
5 Rough high crops; scattered obstacles 0.25
6 Very rough orchards, bushes; numerous obstacles 0.5
7 Closed regular large obstacle coverage (suburb, forest) 1.0
8 Chaotic city centre with high- and low rise buildings [2

Table 2 Stability conditions, n and p values

Stability condition p n

Large lapse rate 0.20 0.11
Zero or small lapse rat 0.25 0.14
Moderate inversion 0.33 0.20
Large inversion 0.50 0.33
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5 Power Law Dynamics

In many meteorology stations all around the world, there are towers reaching to
100 m in the atmospheric surface layer. Anemometers located at different heights
on such as tower record with time the changes in the wind speed and direction. It is
logical that as stated before all the environmental, boundary layer and atmospheric
factors play roles of different weights on the power law exponent value. However,
all these factors are hidden in a way in the wind records and hence there should be
a method for the determination of the exponent value estimation from simulta-
neous wind speed time series at two fixed heights, z1 and z2. Since these elevations
are fixed in the field the only variations appear in the velocity records of, v1 and v2

in Eq. (1). It is therefore possible to express these speeds in terms of the mean
speeds and erratic deviations around them as perturbations,

v1 ¼ v1 þ v01 ð3Þ

and

v2 ¼ v2 þ v02 ð4Þ

where over bars indicate mean values and dashes the perturbation term. It is
important to remark that statistical analysis of wind speed data from non-overlapping
time intervals have shown that there are different estimates of the mean wind speed
data at a given location and height. Substitution of these two expressions into Eq. (1)
leads to

v1 þ v01
v2 þ v02

� �
¼ z1

z2

� �n

or after some algebraic manipulations as

v1

v2

� �
1þ v01

v1

� �
1þ v02

v2

� ��1

¼ z1

z2

� �n

ð5Þ

Table 3 Temperature
difference and n

Temperature difference n

-20 to -19 0.145
-19 to -17 0.170
-19 to -18 0.250
-18 to -17 0.290
18 to -17 0.320
-17 to -16 0.440
-16 to -14 0.530
-14 to -13 0.630
-13 to -12 0.720
-12 to -11 0.770
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The third parenthesis on the left hand side can be expanded into a Binomial
expansion which leads to the following expression

v1

v2

� �
1þ v01

v1

� �
1� v02

v2

� �
þ v02

v2

� �2

� v02
v2

� �3

þ v02
v2

� �4

� � � �
" #

¼ z1

z2

� �n

ð6Þ

It must be considered that terms v01
ffi

v01 and v02
ffi

v02 are significantly smaller than
1, and therefore, they may be ignored in further formulations. After the necessary
algebraic calculations on the left hand side of this expression and then by taking
the arithmetic averages of both sides one can obtain finally

v1

v2

� �
1� �v01�v02

�v1�v2
þ �v02

�v2
2

� �� �
¼ z1

z2

� �n

ð7Þ

Although by definition v01 ¼ v02 ¼ 0 but Eq. (7) is an approximate expression
because �v01�v022 is equal to zero approximately. For symmetrical (i.e. Gaussian)
perturbation terms the odd power arithmetic averages such as �v01�v022 are also equal
to zero by definition. From the stochastic process theory [14] the term �v01�v022 can be
written in terms of the standard deviations, s1 and s2 and the autocorrelation
coefficient, r12 between v1 and v2 wind speed time series and hence the final
expression becomes

v1

v2

� �
1� s1s2

�v1�v2
r12 þ

s2
2

v2
2

� �
¼ z1

z2

� �n

ð8Þ

Given wind speed time series at two elevations all the terms in this expression
are known with only one unknown n. Hence, Eq. (8) provides an objective way for
determining the value of n. This expression reduces to the classical Eq. (1) only
when the two wind speed time series at different elevations are independent from
each other. In such a case r12 = 0. Otherwise, the term within the second bracket
on the left hand side varies between zero and one. Besides,

n ¼
ln v1=v2ð Þ þ ln 1� Cv1 Cv2 r12 þ C2

V2

� �

ln z1=z2ð Þ ð9Þ

where Cv1 and Cv2 are the coefficient of variations at heights z1 and z2, respec-
tively. In order to illustrate the appropriateness of the methodology wind speed
data from the Millstone nuclear power plant in Waterford, Connecticut for the year
1975 was used as presented by Kaminsky and Kirchhoff [33]. At this location,
15 min averages with a 96 % recovery rate, were recorded at four different heights
above the earth surface as shown in the first column of Table 4.

The cross-correlation coefficients are between wind speed records at specified
height and wind speed at 136.25 m. It is obvious from this table that as the height
increases all the statistical parameters increase. Especially, the cross-correlations
in the last column shows that as the difference between two elevations decreases
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the correlation coefficient increases, which is an expected result. This also implies
that the closer the height to the Earth surface the greater is the instability of the air.
The power law exponent, n, calculation between height 136.25 m and others are
found from Eq. (9) and presented in Table 5.

Although the amount of wind energy is economically insignificant for the time
being in many parts of the world, mankind took the advantage of its utilization
since early years whenever he/she found the chance to provide power for various
tasks. Among these early utilizations are the hauling of water from a lower to a
higher elevation, grinding grains in mills by water and other mechanical power
applications for many centuries. It is still possible to see at some parts of the world
these types of marginal benefits from the wind speed. Perhaps the wind-mills in
Holland exemplify the most publicized application of wind power. All of the
previous activities have been technological and the scientific investigation of wind
power formulations and accordingly development of modern technology appeared
after the turn of twentieth century. In recent decades the significance of wind
energy originates from its friendly behavior to the environment so far as the air
pollution is concerned although there are, to some extent, noise and appearance
pollution in the modern wind-farms. Due to its cleanness, wind power is sought
wherever possible for conversion to the electricity with the hope that the air
pollution as a result of fossil fuel burning will be reduced [11]. In some parts of
USA, up to 20 % of electrical power is generated from wind energy. In fact, after
the economic crises in 1973 its importance increased by forcing the economic
limitations and today there are wind-farms in many western European countries
[1, 19, 52].

Although the technology in converter-turbines for the wind energy is advancing
rapidly, there is a need to assess its spatiotemporal behavior scientifically with
approaches. It is the purpose of this paper to develop a complete approach for
spatiotemporal wind energy formulations and then interpretations based on the
available meteorological variables. These formulations provide a basis to

Table 4 Wind speed summary statistics

Height (m) Mean speed (m/s) Standard deviation (m/s) Cross-correlation

9.75 4.15 2.43 0.795
43.28 5.45 2.95 0.875
114.00 6.73 3.32 0.975
136.25 6.87 3.55 1.000

Table 5 Exponent calculations

Height (m) Classical Extended (Eq. 9)

9.75 0.19 0.129
43.28 0.20 0.158
114.00 0.11 0.174
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understand, control and predict the spatial, height, temporal and meteorological
variations in total wind energy calculations.

In open literature, various researchers [7] have treated the problem of wind
energy evaluation and assessment by different statistical approaches, but they did
not present spatiotemporal and meteorological variability. The methodology pre-
sented in the following section has differences from their approaches by being
deterministic and analytical; and by considering the time, space and meteorolog-
ical variability in their most explicit behaviors during any wind energy
calculations.

6 Stochastic Wind Energy Calculation Formulation

Almost all the wind power investigations relied mostly upon arithmetic average of
the wind speed which represents the simplest central tendency measure of the wind
power density, i.e., probability distribution function [34, 46]. On the other hand,
many authors based the wind power estimates on elaborated wind speed statistics
including the standard deviation, variance, skewness coefficient and kurtosis. In
these studies several probability density functions (PDF) such as the log-normal,
Gamma (Pearson-type III), Weibull and Rayleigh distributions are tried as possible
useful fit to empirical wind speed frequency. Especially, Justus et al. [26, 29]
advocated for the use of the two-parameter Weibull distribution in wind velocity
applications. Consequently, their suggestions have been taken in granted in many
parts of the world during the wind power calculations. Unfortunately, in some of
the studies without testing the wind speed data for the suitability to the two-
parameter Weibull distributions, the calculations are carried out automatically. In
some researches not the genuine wind velocity data but their cubes are assumed to
have two-parameter Weibull distribution as noticed by Hennessey [23]. Auwera
et al. [4] showed that a three-parameter Weibull distribution fits the wind speed
data in a more refined manner than the two-parameter Weibull PDF.

For standard atmosphere where the average air density q = 1.225 g/cm3 at sea
level and the temperature 15 �C the instantaneous wind energy, EU, per unit time
and per unit area is formulated as,

EU ¼
1
2
qV3 ð10Þ

where V is the wind speed and the unit of power is W/m2 provided that V is in m/s.
Although ambient air density is not a dominant variable in the wind power inte-
gration assumption of sea-level standard density had been questioned. At high
altitude stations, the sea level density assumption causes available wind power to
be overestimated by nearly 30 % [38]. An air-density correction factor is provided
by the same author in order to convert the sea-level wind power estimates to the
site location. This density correction factor is dependent on the site elevation and
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the annual cycle of monthly mean temperatures. The density of air changes with
temperature and air pressure, i.e., altitude (Sect. 6). Furthermore, the power curve
for any given wind turbine depends on air density. Solar radiation that reaches the
earth’s atmosphere plays a distinctive role in the creation of winds because of
temperature differences and subsequent pressure differences. Wind is defined as
the horizontal movement of air due to pressure difference. In this statement the
word ‘air’ needs to be specified whether it is dry or moist. In all the applications so
far it is understood as the dry air with the assumption of standard atmosphere
which has the following specific points.

1. The air is completely dry,
2. The pressure at the average sea level is 1013.25 hPa,
3. The average temperature at the same level is 15 �C; and finally,
4. The air density at the same level is taken as a constant equal to 1.225 kg/m3.

Each one of these assumptions led to rather restrictive application in the
practice. According to the dependent random variables theory in the stochastic
processes [36] if the air density and the wind speed were dependent on each other
then taking the expectation of both sides in Eq. (10) should lead to,

EðEÞ ¼ 1
2

EðqV3Þ ð11Þ

However, the multiplication of two dependent random variables can be written
in terms of the covariance and the multiplication of expectations of the individual
random variables according to the definition of the covariance expression as,

Covðq;V3Þ ¼ EðqV3Þ � EðqÞEðV3Þ ð12Þ

Furthermore if the correlation coefficient between the wind speed and the air
density is denoted by r its classical definition in terms of the covariance and
standard deviations of the individual random variables can be written as,

r ¼ Covðq;V3Þ
SqSV3

ð13Þ

Hence, the substitution of Cov(q,V3) between these two last expressions gives
after simple algebraic manipulations,

EðqV3Þ ¼ EðqÞEðV3Þ þ rSqSV3 ð14Þ

The substitution of this last expression into Eq. (11) yields the most general
form of the wind power formulation as,

EðEÞ ¼ 1
2

EðqÞEðV3Þ þ rSqSV3

	 

ð15Þ

This expression reduces to some simple approaches that are available in the
practical applications.
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1. The second term in the brackets makes the major difference from the so far
presented formulations in the literature. This term vanishes for constant air
density assumption because r = 0, and Eq. (15) reduces to Eq. (10).
On the other hand, if the air density is constant over the whole time duration,
i.e., E(q) = q then

EðEÞ ¼ 1
2
qEðV3Þ ð16Þ

2. For instantaneous air density and wind velocity measurements there is no
cross correlation and hence Eq. (10) becomes valid. In the general stochastic
formulation of Eq. (15), r plays the significant role depending on its actual
value between -1 and þ1:Logically, the greater the air density the smaller
the wind speed. Since, moist air is lighter than dry air, the moisture plays a
lubricant role in the air giving rise to higher wind velocities. Hence, the cross
correlation is expected to have negative sign between wind speed and air
density. This argument indicates that Eq. (11) yields greater value than Eq.
(15) which can be rewritten as

EðEÞ ¼ 1
2

EðqÞEðV3Þ 1þ r
SqS3

V

EðqÞEðV3Þ

� �
ð17Þ

Hence, the term within the brackets can be defined as the correction factor, a,
and it does not have any dimension.

a ¼ 1þ r
SqS3

V

EðqÞEðV3Þ

It is also possible to rewrite this expression by considering the coefficient of
variation, C, definition, in general, as the ratio of the standard deviation to the
arithmetic average. Hence, two of such ratios appear in the last expression as the
coefficient of variation for air density Cq and wind speed cube CV3 . Finally, one
can write succinctly that

a ¼ 1þ rCqCV3 ð18Þ

This expression indicates that in the cases of small and especially less than one
coefficient of variations, the second term on the right hand side becomes negli-
gible. For such situations, the traditional formulation is quite acceptable. Fur-
thermore, although there are so many other uncertainties that the effort involved
for a correction does not seem worthwhile. On the other hand, for relatively big
coefficient of variations the second hand term may amount to significant level
which means that the traditional formulation overestimates the wind energy
potential. It is obvious that only when actually r = 0, the relative error becomes
equal to zero. The formulations in this paper provide a basis for assessing the size
of the correction factor for a given pair of air density and wind speed time series
records.
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6.1 Application

In order to show the random variability in the actual situation daily temperature,
pressure, air density and wind speed measurement time series as recorded at
Çanakkale meteorological station in the northwestern part of Turkey (Fig. 5) are
presented for complete year of 1995 in Figs. 6, 7, 8 and 9.

This is one of the most potential wind energy generation area in Turkey located
at longitude 40�080 and latitude 26�240 with average velocity 4.13 m/s and total
annual wind energy production as 93.50 W/m2 [45]. Especially, temperature,
pressure and air density time series exhibit within year seasonal variations rather
distinctively, the wind speed fluctuations are quite stationary without explicitly

 Istanbul 

 30° E 

 41° N 

 42° N 

 43° N 

 29° E  28° E  27° E  26° E  25° E 
 40° N 

ÇANAKKALE 

Black Sea 

Marmara Sea 

EUROPE 

Agean Sea 

Fig. 5 Çanakkale station location

0 50 100 150 200 250 300 350
-5

0

5

10

15

20

25

30

35

Day

T
em

pe
ra

tu
re

 (
o C

)

Fig. 6 Daily temperature
time series

84 Z. S�en



0 50 100 150 200 250 300 350
1000

1005

1010

1015

1020

1025

1030

Day

P
re

ss
ur

e 
(m

b)

Fig. 7 Daily pressure time
series

0 50 100 150 200 250 300 350
1.14

1.16

1.18

1.2

1.22

1.24

1.26

1.28

1.3

Day

D
en

si
ty

 (
gr

/c
m

3 )

Fig. 8 Daily density time
series

0 50 100 150 200 250 300 350
0

2

4

6

8

10

12

14

16

18

Day

V
el

oc
ity

 (
m

/s
ec

)

Fig. 9 Daily wind speed
time series

Innovative Wind Energy Models 85



observable periodicities or trends. This feature of the wind speed supports the use
of Eq. (16) as a rough approximation for wind energy calculation.

Table 6 presents the statistical properties of air density and wind velocity.
Additionally, it is calculated that the cross-correlation between the air density and
cube of the wind velocity time series is equal to -0.52.

The variations in the wind speed are comparatively very much than the air
density variations. As a first impression, since the variations in the air density are
very small, one might tend to ignore these variations and assume a constant air
density equal to the arithmetic mean which is 1.216 g/cm3 from Table 6. However,
although the variations in the air density are small their impact on the wind energy
calculations might be significant. In order to confirm this point, let us apply first
Eq. (18) to data given in Table 6.

First of all the coefficient of variation for air density and velocity cube series are
Cq = 1.216/0.036 = 33.778 and CV

3 = 226.037/441.203 = 0.603, respectively.
Hence, the substitution of these and cross-correlation value into Eq. (18) yields
correction factor as a = 0.975.

7 Theoretical Formulations of Spatio-Temporal Wind
Energy and Dynamics

The total amount of wind energy ET in a region with turbine surface area, A,
perpendicular to the wind direction and during a time interval, t, can be calculated
ideally from Eq. (10) as ET = AtEU. The implied assumptions in this equation are,

1. That the wind speed over the region considered remains almost the same at
every point without any turbulence effect,

2. That the average wind speed along the time interval considered does not change
significantly. The air density q at any point is dependent on the absolute
temperature T (K) and pressure P (hPa) according to the universal gas law as
P = RqT where R is the universal gas constant equal to 2.87 for dry air when P
in millibars, T in degrees Kelvin and q in kg/cm3. Elimination of q between
universal gas law and Eq. (10) leads to [46]

Table 6 Çanakkale station
statistics

Parameter Air density (g/cm3) Velocity cube (m/sn)3

Average 1.216 266.037
Median 1.216 166.375
Mode 1.216 300.763
Standard deviation 0.036 441.203
Maximum 1.298 4330.750
Minimum 1.143 0.512
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Eu ¼
1

2R
P
T

� �
V3 ð19Þ

This is the most explicit wind energy formulation showing the individual effects
of meteorological variables. The application of Eq. (19) is possible at any station
and time instant that instantaneous measurement of (T,P,V) triple is available.

7.1 Energy Ratios

Eq. (19) can be expanded to two-point formulation by considering its ratio at two
different times or places. Let us define this type of two-point ratio from Eq. (19)
between points i and j as,

Eui

Euj

¼ Pi

Pj

� �
Tj

Ti

� �
Vi

Vj

� �3

ð20Þ

here i and j indicate the position of two distinct points in the space or along the
time axis. The pressure ratio on the right hand side is similar to the sigma-
coordinate system in meteorology. As Holton [24] states, the isobaric coordinate
systems have many advantages such as that the meteorological data is normally
referred to isobaric surfaces and hence sound waves are completely filtered. On the
other hand, in the sigma system the vertical coordinate is the pressure normalized
with the surface pressure as Pj, hence, ri,j = (Pi/Pj). The value of rij assumes 1 at
the ground level and 0 at the top of atmosphere where the wind energy is equal to
zero.

Similarly, temperature ratio sj,i = (Tj/Ti) shows that since Tj [ Ti within the
troposphere sj,i \ 1, except in the case of inversion layer existence, when sj,i [ 1.
Finally, because of the surface roughness effects on vertical direction Vi [ Vj and
accordingly velocity ratio ti,j = Vi/Vj is expected as greater than one. The sub-
stitutions of these ratios into Eq. (20) lead to a non-dimensional form of energy as

ei;j ¼ ri;jsj;it
3
i;j ð21Þ

where ei,j is the energy ratio. It is possible to interpret this expression for various
iso-surfaces of different meteorological variables, as follows.

1. Isobaric Surfaces: These are equal pressure surfaces along which there is no
pressure gradient, and hence as long as points i and j remain on such a surface then
ri,j = 1.0, and Eq. (21) becomes

ei;j ¼ sj;it
3
i;j ð22Þ

This formulation shows that the wind velocity changes due to temperature
differences only between any two equal pressure points (Fig. 10). Physically, if
sj,i \ 1.0 then ti,j [ 1.0 or vice versa.
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2. Isothermal Surfaces: Absence of temperature gradient along any surface
implies that it is isothermal surface. In this case, the winds are generated due to
pressure differences only and hence si,j = 1.0 which converts equation to

ei;j ¼ ri;jt
3
i;j ð23Þ

It is obvious that similar formulations are valid for ei,j and ti,j variation provided
that sj,i is replaced with ri,j. It is physically plausible that air flows from high
pressure to low pressure zone. Since during such a flow due to the friction losses
the wind velocity is expected to decrease toward low pressure centers and con-
sequently it is always ri,j [ 1.0 for ti,j \ 1.0 or vice versa.

7.2 Vertical Wind Energy Variation

At a fixed time instant and location it is possible to calculate the correlation
between wind energy variation along the vertical direction and height h from the
earth’s surface. Bennett et al. [7] have shown the effect of upper air data on the
lower level wind estimation. First isothermal atmospheric case will be considered
which implies no vertical temperature change. In this case, the remaining effective
variables in wind energy generation are the pressure difference and the wind speed.
The vertical pressure change is given in many classical textbooks as
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Fig. 10 Wind speed ratio versus temperature ratio variation
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PðhÞ ¼ P0 exp �
Zh

0

dh
H

0

@

1

A ð24Þ

where H = RT/gM is defined as the local scale height of the atmosphere. Herein,
M is the average molecular weight of the atmosphere and it can be considered as a
constant up to 100 km. Additionally, g is the gravitational acceleration and it
depends on h, but its variation within 100 km is negligible at 3 % error level.
Consequently, in isothermal atmosphere, Eq. (24) can be rewritten simply as

PðhÞ ¼ P0e�h=H ð25Þ

where H would indicate the height at which the pressure has decreased by a factor
e-1 = 0.37, i.e., the height within about 2/3 of the atmosphere mass.

On the other hand, assuming an atmosphere with a constant lapse rate, b,
temperature at height h can be expressed as T = T0 - bh where T0 is the tem-
perature corresponding to P0. In this case the change of pressure with height is
given by

PðhÞ ¼ P0 1� b
T0

h

� �3:41=b

ð26Þ

It is to be noticed that in this formulation b is in �C/100 m. Although the
pressure-height expressions have physical basis, the velocity-height models have
empirical basis. The first of such empirical expressions is the classical power law
model which reads as

VðhÞ ¼ Vm

h
hm

� �c

ð27Þ

where Vm is the velocity measurement at height hm and c is an exponent depending
on the surface roughness around the measurement site. Finally, substitution of Eqs.
(26) and (27) into Eq. (20) leads after some algebra to

E
Em

¼ 1� b
T0

h

� �
= 1� b

T0
hm

� ��1
" #3:41

b �1
h

hm

� �3c

ð28Þ

This expression shows the variation of wind energy with height in its general
form. However, specially, the International Commission for Air Navigation
(ICAN) specified a standard atmosphere up to 11 km as P0 = 1013.2 millibar;
T0 = 288 K and b = 0.65 �C/100 m. Hence, for these values Eq. (28) becomes

E
Em

¼ 1� 2:25� 10�5h
1� 2:25� 10�5hm

� �4:25
h

hm

� �3c

ð29Þ
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7.3 Meteorological Wind Energy Dynamics

Atmospheric dynamics are governed by fundamental physical principles such as
conservation of energy, mass, momentum, state of gas, etc. Similar to basic
meteorological variables, namely, temperature, pressure and velocity the wind
energy calculations, energy field are also spatiotemporally continuous. Therefore,
energy changes can be calculated by considering the concept of continuous media.
Two types of energy calculations are commonly used in fluid dynamics. In the
Eulerian frame of reference system a fixed point is considered with its relevant
meteorological variables. Wind energy field variables are T, P and V which are
related to each other succinctly as

E ¼ a
P
T

V3 ð30Þ

where a is a constant equal to 1/2R. The energy change, dE, may be expressed in a
Taylor series expansion by assuming the first order approximation as

dE ¼ oE
oP

� �
dPþ oE

oT

� �
dTþ oE

oV

� �
dVþ e ð31Þ

in which e indicates an error component resulting from higher order terms con-
tribution. Substitution of partial derivatives from Eq. (31) leads approximately to

dE ¼ a
V3

T
dP� P

T2 V3dTþ 3
P
T

V2dV

� �
ð32Þ

This is a key expression from which it is possible to evaluate the rate of energy
change with respect to many significant meteorological, space and time variables
as follows:

1. Change with velocity: Division of Eq. (32) by very small increments in the
wind speed, dV, leads to

dE
dV
¼ a

V3

T
dP
dV
� P

T2 V3 dT
dV
þ 3

P
T

V2

� �
ð33Þ

where dE/dV is the rate of energy change per wind velocity increment. Similarly,
the pressure and temperature increments due to wind velocity are dP/dV and dT/dV,
respectively. These latter rates can be obtained from meteorological measurements
at a given station as will be explained in the application section.

2. Change with temperature: On the other hand, division of Eq. (32) by dT
leads to rate of energy change with temperature as

dE
dT
¼ a

V3

T
dP
dT
� P

T2 V3 þ 3
P
T

V2 dV
dT

� �
ð34Þ

90 Z. S�en



3. Change with pressure: Furthermore, wind energy rate with respect to
pressure can be obtained as

dE
dP
¼ a

V3

T
� P

T2 V3 dT
dP
þ 3

P
T

V2 dV
dP

� �
ð35Þ

The following general interpretations can be drawn from the last three energy
rate expressions.

1. If there are no pressure, temperature and velocity variations at a given mea-
surement point then Eqs. (33)–(35) yield equivalent result to Eq. (19). Such a
situation does not rise in any practical study for some time duration (short or
long term) during which there is always fluctuations in meteorological vari-
ables. Therefore, direct application of Eq. (19) is possible for either instanta-
neously measured or averaged meteorological variables.

2. If the pressure and temperature changes are neglected and the wind energy
calculations are based only on the wind velocity then energy rate with respect to
velocity increment becomes from Eq. (32) as

dE
dV
¼ 3a

P
T

V2 þ ePT ð36Þ

in which the amount of error, ePT, is

ePT ¼ a
V3

T
dP
dV
� P

T2 V3 dT
dV

� �
¼ a

P
T

V3 1
P

dP
dV
� 1

T
dT
dV

� �
ð37Þ

8 New Wind Energy Formulation and Betz Limit
Comparison

The advent and development of the air plane in the first decades of the twentieth
century gave rise to intense analysis and design studies of the propeller that could
immediately be applied to the wind turbine. Betz [10] evolved in clear form, the
magic value of 16/27 as the ideal maximum utilization factor which is called as
Betz limit pertaining to the flux of energy available from the wind.

There are two basic physical processes that limit the maximum rotor power
coefficient of an inducted wind turbine. First, a rotor increases the upwind static
pressure, reducing the mass flow rate through its swept area, and the wind energy
available for conversion. Second, a rotor converts some of the linear kinetic energy
of the wind to rotational kinetic energy in its wake, which is no longer available
for conversion to mechanical energy. The first retardation process limits the rotor
power coefficient at all tip-speed ratios to 0.593 (16/27), which is referred to as
Betz or, more accurately Lanchester-Betz limit [9]. This limit can be approached
when the wake rotation is low.
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It is not possible to extract all the energy from the air, which passes through the
windmill rotor, because the air does not cease to move and pile up behind the rotor.
The air flow through the stream tube and rotor disk is shown in Fig. 11 [17].

It has been shown by Betz [10] that under conditions of maximum power
extraction, the air velocity at the rotor will have fallen to 2/3 of the value of the
upstream wind velocity, V, and further decreases to a final value of 1/3, the initial
wind velocity well downstream of the rotor. This means that it is possible to
extract only a fraction 24/27 of the initial wind energy. In general, it is more
convenient to express the performance of a wind turbine as the power output
divided by the power in the wind passing through an area equal to the swept area
of the mill. It can be seen from Fig. 11 that this is equivalent to a fraction 16/27.

8.1 Classical Formulation Coupled with Betz Limit

It is well known from any classical textbook on wind energy that the wind power
per area per time is given by Eq. (10). On the other hand, for Betz limit approach
the wind power formulation can be derived as follows by considerations from
momentum rate. If the wind speeds are Vu and Vd for upstream (before the rotor)
and downstream (after the rotor), respectively, then the power that can be absorbed
by the wind turbine is,

PA ¼ m Vu � Vdð ÞVm ð38Þ

Upstream
Area       = (2/3)A
Velocity = V
Power     = (1/3)ρV3 

Downstream
Area       = 2A
Velocity = (1/3)V
Power     = (1/27)ρV3 

Rotor
Area       = A
Velocity = (2/3)V
Power     = (4/27)ρV3A 

Fig. 11 Betz limit, condition for maximum power
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in which m is the mass of air passing through the rotor in unit time and
Vm = 0.5(Vu - Vd) represents average wind speed actually passing through the
rotor. The rate of kinetic energy change in wind can be expressed as,

EK ¼ 1=2ð Þm V2
u � V2

d

� �
ð39Þ

It is obvious that these two expressions explain the same phenomenon, and
therefore, they should be equal to each other. On the basis of assumptions that the
direction of wind velocity through the rotor is axial and that the velocity is uniform
over the entire rotor area, A, the retardation of the wind (Vu - Vm) before the
rotor is equal to the retardation (Vu - Vm) behind it. Hence, the power extracted
by the rotor can be expressed in terms of air density as

PE ¼ qAVm Vu � Vdð ÞVm ð40Þ

which first by substitution of Vm = 0.5(Vu - Vd) and after algebraic arrange-
ments can be written as

PE ¼ 1=4ð ÞqAV2
1ð1þ aÞð1� a2Þ ð41Þ

where a = Vd/Vu is the velocity ratio, (0 \ a\ 1). In order to determine the
possibility of maximum power extraction, it is necessary to differentiate this last
expression with respect to a and then equate the result to zero which yields a = 1/3.
Thus the maximum power which is referred to herein as the Betz limitation for-
mulation can be found by substitution of is a = 1/3 into the last expression which
leads to,

PBetz ¼ 8=27ð ÞqV2
u ð42Þ

As compared with an ideal wind turbine can extract (Eq. 10), it is possible to
rearrange Eq. (42) as follows.

PBetz ¼ 1=2ð Þ 16=27ð ÞqV2
u ð43Þ

where the Betz limit 16/27 = 0.593 appears explicitly. Hence, if the power
extraction without any losses would be possible, only 59 % of the wind energy
could be utilized by a wind turbine. The derivation in Eq. (43) does not take into
consideration the change in momentum directly. In the following section the wind
power will be derived by taking into consideration the change in the momentum
right from the beginning of the evaluations.

8.2 New Derivation

In order to arrive at a more reliable and accurate formulation, it is necessary to
consider the fluid property of the air and hence the density prior to the kinetic
energy formulation. Physically, the retardation force of the wind passing through a
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wind turbine occurs in two steps, namely before and after the passage through the
rotor (see Fig. 11). This force can be expressed in term of the mass of air that passes
through the rotor in unit time and the velocity change. Furthermore, the mass is also
function of air density and the volume of air that passes through the rotor. In turn,
the air density is a function of air pressure and air temperature which both are the
functions of the height above sea level. The power in the wind is the total available
energy per time unit. The power in the wind is converted into the mechanical-
rotational energy of the wind turbine rotor, which results in a reduced speed of the
air mass. The power in the wind cannot be extracted completely by a wind turbine,
as the air mass would be stopped completely in the intercepting rotor area. Under
the light of the aforementioned statements, it is possible to write the force that
affects the wind turbine physically by considering Newton’s second law as,

F ¼ m � dV=dt ð44Þ

Provided that m is the mass of air passing through the rotor in unit time, then the
rate of momentum change per unit time (for constant m) can be written as mdv
which is equal to the resulting thrust. Herein, dV indicates the difference between
the upstream and downstream velocities from the rotor. During a time period, T, the
upstream mass covers VT distance and hence the volume of the air passing during
this period through the rotor is equal to AVT where A is the rotor area. Hence, the
air mass can be expressed as qAVT the substitution of which into Eq. (44) gives

F ¼ qATVdV=dt ð45Þ

On the other hand, the energy (or work) is defined physically as the multipli-
cation of force by distance, say dL, as

dE ¼ FdL ¼ qATVdVdL=dt ð46Þ

where the ratio, dL/dt is equal physically to the definition of velocity, V, and
hence, this expression can be rewritten as,

dE ¼ qATV2dV ð47Þ

Finally, the total energy can be obtained after the integration of both sides
according to

E ¼ 1=3ð ÞqATV3 ð48Þ

or similar the wind power per area per time becomes,

EW ¼ 1=3ð ÞqV3 ð49Þ

It is obvious that the only difference between this expression and the classical
counterpart in Eq. (43) is the numerical factor of (1/3) instead of (16/27)(1/2). It is
suggested herein that the use of Eq. (49) is more accurate theoretically because the
fluid property of the air is considered right from the beginning of the physical
derivations.
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8.3 Comparison of Formulations

As explained above, Eq. (43) takes into consideration the momentum effects after
the basic power formulation derivation based on the concept of kinetic energy in
Eq. (10). The Betz limit as 16/27 comes as a factor into this expression and yields
the Betz wind power formulation as given in Eq. (43). On the other hand, herein
derived wind power expression in Eq. (49) is physically based right from the
beginning on the rate of momentum change. Eqs. (43) and (49) are shown
graphically in Fig. 12 which indicates that practically these expressions are very
close to each other with slightly less wind power estimation according to the Betz
limitation formulation.

However, the difference within the practically valid range of velocities does not
exceed more than 10 %. For small velocities they both yield almost equal results,
but the difference increases by the velocity increase. Betz did not consider the
impact of unavoidable swirl losses. For turbines with a high tip speed ratio, and
optimum blade geometry, these losses are very low.

9 Wind Power Perturbation

Perturbation methodology has been used extensively since Taylor [51] research in
many studies concerning turbulent flow in channels. Since the wind also presents a
turbulent flow in the atmosphere the instantaneous wind speed, V, can be thought of
consisting two components namely, average wind speed, V, and the perturbation
term V0 as in Eq. (3). The perturbation term has the expected value equal to zero, i.e.,
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Fig. 12 Betz and the new power formulation comparison
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E(V0) = 0 and its variance is equal to the variance of the instantaneous wind speed
record, that is V(V) = V(V0). The substitution of Eq. (3) into Eq. (11) leads after
stochastically manipulations to,

EðPÞ ¼ 1
2

q E3ðVÞ þ 3EðVÞEðV02Þ þ EðV03Þ
h i ð50Þ

where P is used instead of E. This expression is common in many papers but the
last term in the big bracket is ignored and it is written in an approximate form as

EðPÞ ¼ 1
2
q E3ðVÞ þ 3EðVÞEðV02Þ
h i

ð51Þ

This expression is valid exactly for symmetrical probability distributions such
as the Gaussian distribution but the wind speed is never symmetrically distributed
in nature. Most often the wind speed distributed according to the Weibull, Gamma,
Chi squared, logarithmic-normal distribution etc. In this paper, refined wind power
expectation in Eq. (50) will be applied for the Weibull distribution in the following
section.

The general stochastic definition of variance of a random variable such as the
vend energy is defined as

VðPÞ ¼ EðP2Þ � E2ðPÞ ð52Þ

The second term on the right hand side is the square of expectation given in
Eq. (50) and it is necessary to calculate E(P2) for finding V(P). Substitution of
Eq. (3) into Eq. (11) and then taking the square of both sides leads to the desired
expectation as

EðP2Þ ¼ 1
4

q2E V
6 þ 6V

5
V0 þ 15V

4
V0

2 þ 20V
3
V0

3 þ 15V
2
V0

4 þ 6VV0
5 þ V0

6
h i

ð53Þ

Since by definition E(V0) = 0, this last expression becomes in an explicit form
as

EðP2Þ ¼ 1
4

q2 E6ðVÞ þ 15E4ðVÞEðV02Þ þ 20E3ðVÞEðV03Þ þ 15E2ðVÞEðV04Þ þ 6EðVÞEðV05Þ þ EðV06Þ
h i

ð54Þ

However, in the case of symmetric probability distribution this expression will
simplify to the following form because the odd order expectations of the pertur-
bation term are equal to zero. Hence,

EðP2Þ ¼ 1
4

q2 E6ðVÞ þ 15E4ðVÞEðV02Þ þ 15E2ðVÞEðV04Þ þ EðV06Þ
h i

ð55Þ
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Substitution of this expression together with Eq. (50) into Eq. (52) leads after
algebraic manipulations to

VðPÞ ¼ 1
4
q2 6E4ðVÞEðV02Þ þ 15E2ðVÞEðV04Þ � 9E2ðVÞE2ðV02Þ � E2ðV03Þ � 2E3ðVÞEðV03Þ
h

�6EðVÞEðV02ÞEðV03Þ þ EðV06Þ
i

ð56Þ

This is the general variance equation after perturbation of the wind speed value
that can be applied specifically to any probability distribution function. The
application of Eqs. (50) and (56) is performed for the Weibull wind speed dis-
tribution in the following sequel.

9.1 Weibull Distribution and Wind Power

All over the world, the two parameter Weibull probability distribution (WPD) is
employed in most of the wind speed assessments [26, 28]. It has been shown that
WPD of wind speed is a useful practical tool for estimation of future power in
many climatic regions. Petersen et al. [37] have shown that the Weibull wind
speed probability distribution is a useful practical tool for estimation of future
power from windmills in Denmark. A review of the relevant statistical methods for
estimation of Weibull parameters is given with emphasis on efficiency [12]. The
wind speed is treated as a random variable which abides with a two-parameter
Weibull distribution. The density function of such a distribution is given mathe-
matically as,

fðVÞ ¼ a
b

V
a

� �b�1

exp � V
b

� �b
" #

ð57Þ

where a is a scale parameter with the same dimension as V, and b is a dimen-
sionless shape parameter. In many applications of the Weibull distribution, it is
necessary to use the statistical moments. In general, k-th order statistical moment
of the WPD wind speed, V, is given as

EðVkÞ ¼ akC 1þ k
b

� �
ð58Þ

Hence, the expected value (k = 1) and the variance from Eq. (52) of a Weibull
distribution can be obtained analytically as

EðVÞ ¼ aC 1þ 1
b

� �
ð59Þ

and
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VðVÞ ¼ a2 C 1þ 2
b

� �
� C 1þ 1

b

� �� �
ð60Þ

In order to obtain an analytical expression for the Weibull wind speed proba-
bility distribution wind power expectation according to Eq. (50), it is necessary to
evaluate various terms in the big brackets. The first term is ready from Eq. (58) but
other two perturbation terms are obtained as

EðV�2Þ ¼ a2 C 1þ 2
b

� �
� C2 1þ 1

b

� �� �

and the third moment expectation becomes, in general, as

E V0
3

� �
¼ EðV� VÞ2 ¼ E V3

� �
� 3E Vð ÞE V2

� �
þ 2E2 Vð Þ

Under the light of Eq. (58) this expression takes the following form for the
Weibull distribution

EðV03Þ ¼ a3 C 1þ 3
b

� �
� 3C 1þ 1

b

� �
C 1þ 2

b

� �
þ 2C3 1þ 1

b

� �� �

Finally, the substitution of the necessary expectation terms into Eq. (50) leads
after some algebra to

EðPÞ ¼ 1
2

qa3C 1þ 3
b

� �
ð61Þ

On the other hand, in order to find an explicit expression for the wind power
variance according to Eq. (56), it is necessary to evaluate some other perturbation
term higher order moments as follows: The fourth order perturbation term
expectation, in general, is

E V0
4

� �
¼ EðV� VÞ3

¼ E V4
� �

� 4E Vð ÞE V3
� �

þ 6E2 Vð ÞE E2
� �

� 4E3 Vð ÞE Eð Þ þ E4 Vð Þ

However, for the Weibull distribution after the substitution of the necessary
moments from the Weibull distribution (use of Eq. 58), one can obtain

E V0
4

� �
¼ a4 C 1þ 4

b

� �
� 4C 1þ 3

b

� �
C 1þ 1

b

� �
þ 6C 1þ 2

b

� �
C2 1þ 1

b

� �
� 3C4 1þ 1

b

� �� �

On the other hand, the general fifth moment expression for the perturbation
velocity term can be expressed as
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E V0
5

� �
¼ EðV� VÞ5

¼ E V5
� �

� 5E Vð ÞE V4
� �

þ 10E2 Vð ÞE E3
� �

� 10E3 Vð ÞE E2
� �

þ 5E4 Vð ÞE Vð Þ � E5 Eð Þ

Its specific form for the WPD becomes

E V0
5

� �
¼ a5 C 1þ 5

b

� �
� 5C 1þ 4

b

� �
C 1þ 1

b

� �
þ 10C 1þ 3

b

� �
C2 1þ 1

b

� ��

� 10C 1þ 2
b

� �
C3 1þ 1

b

� �
þ 4C5 1þ 1

b

� �
�

ð62Þ

Furthermore, the sixth perturbation moment by stochastic definition can be
expanded into the following form

E V0
6

� �
¼ EðV� VÞ6 ¼ E V6

� �
� 6E Vð ÞE V5

� �
þ 15E2 Vð ÞE E4

� �
� 20E3 Vð ÞE E3

� �
þ 15E4 Vð ÞE V2

� �

� 6E5 Eð ÞE Eð Þ þ E6 Vð Þ

Its specific counterpart for the Weibull distribution is

E V0
6

� �
¼ a6 C 1þ 6

b

� ��
� 6C 1þ 5

b

� �
C 1þ 1

b

� �
þ 15C 1þ 4

b

� �
C2 1þ 1

b

� �

� 20C 1þ 3
b

� �
C3 1þ 1

b

� �
þ 15C 1þ 2

b

� �
C4 1þ 1

b

� �
� 5C6 1þ 1

b

� ��

ð63Þ

The substitution of all these necessary terms into Eq. (56) leads after the
necessary manipulations to desired variance of wind power as

V Pð Þ ¼ 1
4

q2a6 C 1þ 6
b

� �
� C2 1þ 3

b

� �� �
ð64Þ

The standard deviation of the wind power can be found by taking the square
root of this expression which leads to

SP ¼
1
2
qa3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

C 1þ 6
b

� �
� C2 1þ 3

b

� �s

ð65Þ

Finally, it is possible to define the coefficient of variation as the ratio of the
standard deviation to the expectation of the wind power which gives

Cv ¼
SP

E Pð Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 6

b

� �
� C2 1þ 3

b

� �r

C 1þ 3
b

� � ð66Þ
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or succinctly,

Cv ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C 1þ 6

b

� �

C2 1þ 3
b

� �� 1

vuuut ð67Þ

9.2 Vertical Extrapolation Weibull Distribution Parameters

Extrapolation of wind data to standard elevations poses a rather subjective
approach based on the mean wind velocity values only. Any unreliability in such
extrapolations is reflected in the subsequent wind energy, E, calculations by taking
into consideration Eq. (10). Most often the wind speed at a meteorology station is
measured along a tower at different elevations and it is desired to be able to find
the wind profile at this station for further wind loading or energy calculations.
Justus et al. [26, 28], Justus and Mikhail [27] have employed the Weibull prob-
ability distribution function (PDF) for empirical wind speed relative frequency
distribution, i.e., histogram and a set of formulas are derived for the extrapolation
of the Weibull PDF parameters. In general two-parameter Weibull PDF, its mean
and variance are given in Eqs. (58)–(60). On the other hand, it is already shown
that wind velocities at two different heights from the Earth surface on the same
vertical are related to each other through Eq. (9), where the dependence coefficient
is denoted by r12 in addition to the coefficient of variations and variances. In the
case of the two-parameter Weibull PDF, the coefficient of variation is presented in
Eq. (67). The value of a can be obtained from Eq. (59) as

a ¼ E Vð Þ
C 1þ 1

b

� � ð68Þ

By using approximate expansion of Gamma function as given in standard
mathematical textbooks, it is possible to obtain b value after some algebraic
approximations from Eq. (67) as,

b ¼ 1

C1:086
v

ð69Þ

The substitution of last two expressions for two elevations into Eq. (9) leads to

v1

v2

� �
1� b1b2ð Þ�0:921r12 þ b�1:841

2

h i
¼ z1

z2

� �n

ð70Þ

or the power exponent becomes

n ¼
Ln v1=v2ð Þ þ Ln 1� b1b2ð Þ�0:921r12 þ k�1:841

2

h i

Ln z1=z2ð Þ ð71Þ
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Hence, once the Weibull PDF parameters are determined the power exponent
can be calculated provided that the cross-correlation coefficient is found from the
available wind speed time series data. It must be noticed that this last expression
reduces to the classical counterpart by substitution of r12 = 0 and SV2 ¼ 0.

9.3 Application

Wind speed data from the Millstone nuclear power plant in Waterford, Connec-
titut, for the year 1975 is adopted to illustrate the validity of the methodology
developed in the previous section. The data is presented by Kaminsky and
Kirchhoff [33]. In fact, it is very difficult to find suitable data for the application of
the developed methodology. At the Waterford location, 15 min averages with
96 % recovery rate were recorded at different heights (9.75, 43.28, 114, and
136.25 m). The average wind speed V, the standard deviation S, and the corre-
lation coefficient r are given in Table 3.

The cross-correlation coefficients are between wind speed at specified height
and wind speed at 136.25 m. It is obvious from this table that as the height
increases all the statistical parameters increase. Especially, the cross-correlations
in the last column shows that as the difference between two elevations decreases
the correlation coefficient increases which is an expected result. This also implies
that the closer the height to the earth surface the greater is the instability of the air.
The power law exponent, n, calculation between height 136.25 m and others are
found from Eq. (69) and presented in Table 7.

10 Statistical Investigation of Wind Energy Reliability
and its Application

The energy, E, in the wind is equivalent to flux of the kinetic energy of a moving
air mass, m, with a speed, v (Eq. 10).

Since, in hydro- and aero-dynamics, the measurement of m is almost impos-
sible, it is preferable to use specific mass q ¼ m=V. The substitution of m between
this expression and Eq. (10) gives,

E ¼ 1
2
qVv2 ð72Þ

Table 7 Exponent calculations

Height (m) Classical Extended (Eq. 18)

9.75 0.19 0.13
43.28 0.20 0.16
114.00 0.11 0.18
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However, the wind is a horizontal air movement and, therefore, the volume, V,
can be defined as V = AL in which A is vertically fixed control cross section and
L is the horizontal distance. This distance is related to the wind velocity as L = vt.
The necessary substitutions lead to,

E ¼ 1
2

qAtv3 ð73Þ

For practical purposes, it is preferable to consider the wind energy per vertical
unit area per time which will be referred herein onwards as the unit wind energy
Eu as in Eq. (10). In general, the variations in absolute temperature, T, pressure, p,
and specific mass, q are interrelated to each other through the state equation of
gases,

p ¼ qRT ð74Þ

where R is the universal gas constant equal to 2.87 for dry air when p is in
millibars, T in degrees Kelvin and q in kg/cm3. Finally, the elimination of q
between Eqs. (73) and (74) gives,

EU ¼ a
p
T

� �
v3 ð75Þ

where a is a constant and equal to 0.5/R or 0.174 with the aforementioned units.
The meteorological variables on the right hand side are conventionally measured
at any meteorology station, but Eu cannot be measured directly. Hence, the
questions are to find ways of estimating wind energy from these measurements
whenever the basic meteorological data are available.

10.1 First Order Statistical Analysis

It is obvious from any record on p, T and v that their measurements fluctuate with
time in a random fashion depending on weather patterns. They are regarded as
random variables with a persistence to a certain extent. Consequently, wind energy
evaluations along time axis in a given station are also random in their characters.
This enables one to use the statistical techniques in the wind energy assessments.
Eq. (96) is a nonlinear relationship between four variables, namely, Eu, p, T and v.
A nonlinear function of random variables can be approximated using the linear
terms of a Taylor series expansion [2, 8]. For instance, if Y is a function of several
random variables as,

Y ¼ f X1;X2; . . .;Xnð Þ ð76Þ
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then f(X1, X2,…., Xn) can be expanded into a Taylor series about the mean values
X1 to Xn. Considering the linear first order terms and over bars as indicators of
mean values,

Y ¼ fðX1;X2; . . .;XnÞ þ
Xn

i¼1

ðXi � XiÞ
of
oXi

þ e ð77Þ

where the partial derivatives are evaluated at respective mean values and e rep-
resents error term consisting of higher-order terms. The mean of Y, Y then
becomes,

Y ¼ fðX1;X2; . . .;XnÞ ð78Þ

The variance of Y, is rY2 with its implicit expression as

r2
Y ¼

Xn

i¼1

of
oXi

� �2

r2
Xi
þ
Xn

i¼1

Xn

j¼i

of
oXi

� �
of
oXj

� �
Cov Xi;Xj

� �
ð79Þ

in which r2
Xi

is the variance of random variable, Xi, and Cov(Xi, Xj) is the variance
of Xi and Xj which is given by definition as

Cov Xi;Xj

� �
¼ qXiXj

rXi
rXj

ð80Þ

where qXiXj
is the correlation coefficient between Xi and Xj. However, if all the

random variables are independent, the covariance equals zero, and accordingly
Eq. (79) reduces to,

r2
Y ¼

Xn

i¼1

of
oXi

� �2

r2
Xi

ð81Þ

It is interesting to note that these equations require no assumptions about the
form of the probability distributions of the component random variables.

10.2 Statistical Properties of Wind Energy

The main energy considered as a random variable will have mean value and
variance according to the expressions mentioned in the previous section. In order
to derive their explicit forms, all of the variables on the right hand side (rhs) of
Eq. (75) are considered as random variables. Hence, the mean value of wind
energy under the light of Eq. (78) becomes,

EU ¼ a
p

T
V

2 ð82Þ
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On the other hand, the variance of wind energy, r2
E can be written, in general,

by considering Eqs. (79) and (80) which leads explicitly to

r2
E ¼

oEU

op

� �
r2

p

oEU

oT

� �
r2

T þ
oEU

oV

� �
r2

V þ 2
oEU

op

� �
oEU

oT

� �
qpPrprT

þ 2
oEU

op

� �
oEU

oV

� �
qpVrprV þ 2

oEU

oT

� �
oEU

oV

� �
qTVrTrV

ð83Þ

where r2
i and qij are the variances and linear correlation coefficients of relevant

indices. The partial derivations in Eq. (83) are as follows.

oEU

op
¼ EU

p
ð84Þ

oEU

oT
¼ �EU

T
ð85Þ

and

oEU

oV
¼ 3

EU

V
ð86Þ

The substitution of which into Eq. (83) yields after some simple manipulations
to

r2
E ¼

r2
p

p
� r2

T

T
þ 3

r2

V

 !
EU � 2E

2
U

rprT

pT
qpT � 3

rprV

pV
qpV þ 3

rTrV

TV
qTV

� �
ð87Þ

If the meteorological variables p, T and v are linearly independent from each
others, i.e., qpV ¼ qpV ¼ qTV ¼ 0, then Eq. (87) simplifies to,

r2
E ¼

r2
p

p
� r2

T

T
þ 3

r2
V

V

 !
EU ð88Þ

Given time series of p, T and v at any meteorological station one can calculate
their statistical parameters and, subsequently, substitutions into Eqs. (82) and (87)
yield the average and variance of wind energy. Eq. (87) assumes simpler forms for
isobaric and isothermal atmospheric situations. For instance, if the wind velocity
field is measured within an isobaric environmental, i.e., rp ¼ 0 then the variance
of wind energy simplifies to,

r2
E ¼ 3

r2
V

V
� r2

T

T

� �
EU � 6

rTrV

TV
qTVE

2
U ð89Þ
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On the other hand, if the atmospheric events take place within an isothermal
environment then rT ¼ 0 and consequently,

r2
E ¼

r2
P

P
þ 3

r2
V

V

� �
EU þ 6

rprV

pV
qpVE

2
U ð90Þ

10.3 Wind Energy Risk and Reliability

In general, reliability of an event is defined as the percentage of cases that this
event does not cause any undesirable consequences. For instance, there is certain
cut-in velocity, v0, which gives rise to significant wind energy to be greater than
any prefixed threshold value, E0. Hence, the probability, P(E [ E0), is the reli-
ability whereas the complementary event P(E \ E0) = 1 - P(E [ E0), represents
the failure, i.e., risk. Unfortunately, the exact probability distribution function of E
is not known but the Chebyschev’s inequality helps us to find the reliability as in
terms of E and rE. In the absence of exact probability distribution function (PDF)
of the wind energy, the mean and standard deviation alone are sufficient to make
certain exact statements on the probability of a random variable which lies within a
given upper and lower boundaries. For this purpose, the Chebyschev’s inequality
states with the notations used in this paper

P E� Eu

�� ��� krE

� �
� 1

k2 ð91Þ

Fig. 13 Graphical
representation of
Chebyschev’s inequality
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Note that corresponding to the one-, two-, and three-standard deviation bounds
k equals 1, 2 and 3, respectively. In the wind energy calculation values that are
greater than or equal to an upper limit, i.e., in the upper tail of the PDF are
considered and by assuming almost a symmetrical PDF. By consideration from
Fig. 13 Eq. (91) can be rewritten for wind energy generation purpose as

P ðE� EuÞ� krE

	 

� 1

2
� 1

2k2 ð92Þ

In fact, this expression shows the basic equation for wind energy risk. Figure 13
indicates schematically the notations used in the previous expressions.

Since at maximum 1/2k2 can assume the value of one which implies that the
minimum value of k is equal to H0.5. As stated above for reliable wind energy
generations in practice, the lower limit defined as EL must always be exceeded and
hence it can be written as

EL ¼ Eu � krE ð93Þ

The graphical representation of this equation is shown in Fig. 14. It is obvious
that the minimum and maximum values of k emerge, respectively, as H0.5 and
Eu=rE which can be calculated from the data at hand by using Eqs. (82) and (87).

In the same figure the feasible and non-feasible regions of the EL and k
parameters are shown graphically. In cases when Eu=rE is less than H0.5 reliable
then generation of wind energy is not possible Eq. (93) can be rearranged such that

k ¼ Eu � EL

rE

¼ UE ð94Þ

which is the definition of the standard energy value? Hence, the standard reliability
statement of the wind energy can be stated as

PðE�ELÞ ¼ 1� r2
E

2ðEL � EuÞ2
¼ 1� 1

2U2
E

ð95Þ

Since, 0 \ P(E [ EL) \ 1 then this last expression defines the variability
domain of UE as H0.5 \ UE \þ1: Knowing that the risk is the complementary

EL 

Eu 0.5E σ−uE

0.5

E

uE

σ

λ

Non-
feasible
region Feasible

region

0

Fig. 14 Feasible and non-
feasible regions
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statement, the standard risk and reliability curves are drawn with the help of
Eq. (95) as in Fig. 15. The following sequences of steps are necessary in finding
the lower energy limit for a given reliability (or risk) level

a. Calculation of Eu and rE from Eqs. (82) and (87) provided that the meteoro-
logical data are available.

b. Prepare a special k - EL graph as in Fig. 2 for the station concerned. Find the
feasible and non-feasible parameter space separation value as
E� ¼ Eu �

ffiffiffiffiffiffiffi
0:5
p

rE.
c. A level of reliability in general as a must be adopted or in particular 90 or 95 %

are suitable in practical applications.
d. Enter the vertical axis in Fig. 15 with this reliability value and read from the

horizontal axis the standard energy value, UE.
e. Calculate from Eq. (95) the lower limit as EL ¼ Eu � rEUE.
f. Control whether 0 \ EL \ E* or not. If not, then go to step (c) and adopt a

lower reliability value and repeat the subsequent steps until the control is
acceptable. Consequently, the reliability (risk) level of wind energy generator at
a given site can be obtained.

There is also another procedure, this time to find the reliability (or risk) cor-
responding to a given lower limit according to the following steps:

(a) After finding the parameters as in step (a) in the previous procedure adopt a
lower wind energy limit as EL.

(b) Calculate the standard energy value from Eq. (95).
(c) Check whether UE [H0.5, if not go to step (a) and increase EL value and find

the corresponding reliability (risk) values from Fig. 15.

10.4 Application

The methodology developed in the previous sections is implemented for the daily
meteorological data available at Gökçeada island station in the northwestern part
of Turkey (Fig. 16).

Reliability

Risk

1.0                         2.0    3.0 4.0

Standard energy,   UE 

1.0

0.8 

0.6 

0.4 

0.2 

0.0 

Fig. 15 Reliability and risk
curves
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This is the windiest area within Turkey and all the wind energy studies within
the country first concentrates on the data available at this station. Various authors
have studies the wind potential in this area but none of them were concerned with
the reliability (risk) calculations but applied directly the formula given in Eq. (10)
with standard atmosphere conditions where q was considered as constant. Also the
concern was either in the wind speed frequency distribution parameters according
to traditional Weibull function [3, 16, 25, 32] or in the wind energy statistical
parameters such as arithmetic average and variance.

 Istanbul 

GÖKÇEADA 

Black Sea 

Marmara Sea 

EUROPE 

Agean Sea 

 41° N 

 42° N 

 43° N 

 40° N 
 30° E  29° E  28° E  27° E  26° E  25° E 

Fig. 16 Gökçeada location map

Table 8 Wind energy reliability (risk) calculations at Gökçeada station

Month E W=m�2ð Þ rE W=m�2ð Þ Eu=rE E� EL

90 % 95 %

January 1085.4 100.2 10.83 1014.5 857.7 754.4
February 151.6 19.5 7.75 137.8 107.3 87.2
March 151.0 21.4 7.04 135.8 102.4 80.4
April 184.7 26.4 6.99 166.0 124.7 97.6
May 88.8 8.3 10.70 82.9 70.0 61.4
June 107.0 13.8 7.75 97.2 75.7 61.5
July 132.9 8.3 15.90 127.0 113.9 105.2
August 173.0 11.8 14.55 164.6 146.0 133.7
September 153.4 13.1 11.65 143.8 122.5 109.8
October 142.0 10.2 13.90 134.8 118.8 108.3
November 290.8 54.0 5.38 252.6 168.2 112.6
December 137.2 47.5 2.88 103.6 29.4 -19.6
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The arithmetic average and standard deviation of the wind energy for various
months at Gökçeada station are presented in the second and third columns of
Table 8. The execution of the steps in the previous section in finding the reliability
(risk) values are performed in detail but the conclusive values for each month are
presented in the same table.

The unit energy values corresponding to 90 and 95 % reliability levels are read
off from Fig. 15 as 2.25 and 3.3, respectively. Due to increase in the reliability
level there is decrease in the lower reliable limit value, EL. In fact, in December it
is not possible to generate reliable wind energy at 95 % reliability level. The
biggest EL value for a given reliability levels the more will be the wind energy
generation. From this point of view, the priorities according to the order of sig-
nificance go to months January, November, August, April, March, etc.

11 Areal Assessment of Wind Speed and Topography

Dynamic meteorological structures in the troposphere and the topographic features
cause temporal and spatial variability in wind speed. In large-scale wind energy
utilization establishment feasibility depends on the areal wind variability in addi-
tion to sitting, sizing, operation and maintenance policies. Corotis et al. [13] have
used the auto-correlation and cross-correlation analysis in order to confirm the
existence of significant correlation in the wind records at a single site for a period of
8–12 h within a day; 10–17 days within one month and between sites for similar
time lags and separations up to 100 km or more. They have shown that the daily
averages are highly correlated above the correlation coefficient 0.8 for distances up
to about 100 km in winter and summer seasons for seven northern Illinois sites.

On an areal basis, in order to predict the winds at one site from records at
others, it is necessary, to have detailed information on terrain and weather patterns.
Although the cross-correlation function definition can give a direct indication of
the dependence of variations from the mean at any two sites, it suffers from the
following drawbacks.

1. Auto-correlation and cross-correlation formulations require symmetrically (nor-
mal, Gaussian) frequency distribution of wind speed data for reliable calculations.
It is well established in the literature that wind speeds accord with a Weibull,
Gamma or logarithmic normal frequency distributions which are all skewed.
However, the Point Cumulative Semi-Variogram (PCSV) technique proposed in
this paper does not have symmetricity requirement for wind speed data.

2. Correlation function measures the variation around the arithmetic average
values of the wind speed data at individual sites. However, in the regional
calculations, a measure of relative variability between two sites is necessary.
For this purpose, the Semi-Variogram (SV) or Cumulative Semi-Variogram
(CSV) concepts are developed and their modification as the PCSV is presented
and used for the regional assessment of the wind variability in this section.
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Barros and Estevan [6] presented a method for evaluating wind power potential
from a 3 months long wind record at a site and data from an areal network of wind
systems. Their key assumption was that ‘‘wind speed has some degree of areal
correlation’’ which is logical, but they failed to present an effective method for the
objective calculation of the areal variability, except by employing cross- and auto-
correlation techniques. Their statement does not provide an objective measure of
spatial correlation. Skibin [40] raised the following questions:

1. What is ‘‘a reasonable areal correlation?’’; are the correlation coefficients
between the weekly averages of wind speed a good measure of it? Answers to
these questions are necessary by any objective method. In this section, PCSV
technique is proposed to answer these questions.

2. Do the calculated averages represent the actual ones?
3. How applicable to the siting of wind generators the results obtained by the use

of spatial correlation coefficients?

In deciding about the effectiveness of the wind speed measurement around a
site, the topographic and climatic conditions must be taken into consideration.
Especially, any method of wind speed prediction should consider the topographic
and climatologic features. The smaller the area of influence, the more homoge-
neous orographic, weather and climatologic features, and consequently, the sim-
plest is the model. However, large areas more than 1,000 km in radius around any
site may contain different climates with different troughs and ridges, high and low
pressure areas with varying intensities. Furthermore, in heterogeneous regions with
varying surface properties (such as land–sea–lake–river interfaces) and variable
roughness parameters, the local wind profile and wind potential will be affected
significantly. The wind energy potential is highly sensitive to height variations of
hills, valleys and plains. The reasons for wind speed variations are not only of
orographical origin, but also different flow regimes (i.e. anabatic–katabatic influ-
ences compared with hill top conditions, upwind compared with leeside sites, flow
separation effects). All these effects will lose their influence further away from the
siting point. It can be expected that smaller distance from the site corresponds to a
larger correlation. It has been noticed that a small region had a higher correlation
coefficients between the sites [6]. Additionally, the wind speed variance is actually
needed for more accurate predictions of wind energy potential.

Barchet and Davis [5] have stated that better estimates were obtained when the
radius of influence was about 200 km from the site. However, this information is
region dependent and there is a need to develop an objective technique whereby
the radius of influence can be estimated from a given set of sites.

The wind speed measured at a site is determined mainly by two factors; the overall
weather systems (which usually have an extent of several hundred kilometers)
and the nearby topography within few kilometers of the station. The application of
measured wind speed statistics for calculating the wind energy potential in an area
requires therefore, extrapolation of wind speed statistics to points at which mea-
surements were not taken.
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The collective effect of the terrain surface and obstacles, leading to an overall
retarding of the wind near the ground, is referred to as the roughness of the terrain.
Orographic elements such as hills, cliffs, ridges and escarpments exert an addi-
tional influence on the wind. Roughness and orography are amongst the main
factors that affect the wind speed.

The main purpose of this section is to present Point Cumulative Semi-Variogram
(PCSV) technique to depict the regional variation in the wind speed, in the
topography of nearby sites, and hence, to assess the roughness, spatial dependence,
wind climatologic features and wind energy potential. Contrary to the correlation
functions, the PCSV’s are rather robust and valid for any distribution function. In
fact, the central limit theorem of classical statistics states that whatever the
underlying probability distribution function of a random variable, its successive
summations or averages approach a normal distribution [20].

11.1 Point Cumulative Semivariogram

Most often quantification of degree of regional variability is measured by statis-
tical variance, covariance or correlation function. They cannot account completely
for the regional dependence due to either non-normal (skewed) distribution
functions as mentioned above and/or irregularity of wind generator sites. The
variability of any phenomenon within an area can best be measured by comparing
the relative changes, i.e., deviation between any pairs of site values. For instance,
if any two sites, d apart have wind speeds Si and Si+d then the relative variability
(deviation) can simply be written as (Si - Si+d). The closer the two speed values
the smaller the deviation. In the case of m wind speed measurement sites in an
area, there will be N = m(m - 1)/2 possible different deviation values. Each
deviation will have positive or negative sign, and if a regional variability measure
is proposed as the summation of these deviations, it will not reflect the real
situation. This is because in the summation positive and negative values might
cancel each other and the resulting total deviation becomes rather small. In order
to define an objective measure of regional variability on the basis of deviations, it
is better to consider deviation-squares which are all positive. Hence, the deviation
square, D2(d) dependent on the distance, d is defined as

D2ðdÞ ¼ ðSi � SiþdÞ2 ð96Þ

This is also referred to as the structure function of the regionally varying wind
speeds. Equation (96) assumes that the smaller the distance, d, the smaller will be
the structure function. This regional variability in the wind speed may be a product
of an active weather phenomenon and surface roughness, i.e., orography in the
case of wind energy potential assessments.

The classical semivariogram (SV) technique is defined from Eq. (96) as the
arithmetic average of all available structure functions within the study area [35].
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cd ¼
1

2NðdÞ
XNðdÞ

i¼1

ðSi � SiþdÞ2 ð97Þ

where cd is the SV value at distance d, and N(d) is the total number of equally
spaced observations. It is noticed that in Eq. (97) the arithmetic average of
structure functions is divided by 2 which again by definition comes from theo-
retical requirements.

The SV provides a measure of spatial dependence among a multitude of sites as
an alternative to the auto-covariance of a time series. Its change with distance on a
Cartesian coordinate system is referred to as the SV function. The SV technique is
approximately suitable for irregularly-spaced data, but it has practical difficulties
[44]. On the other hand, an alternative cumulative semivariogram concept (CSV)
proposed by the same author alleviates most of the SV drawbacks in identifying
the spatial dependence structure of regionalized variables (ReVs). However, the
CSV definition is similar to the SV and the only difference is the successive
summations procedure. The CSV has all of the advantages of SV and additionally
it provides an objective way to derive theoretical models of the regional depen-
dence behavior of the regionalized variables (ReVs).

The point Cumulative Semi-Variogram (PCSV) function is proposed as the
CSV calculated for a single point (site). The PCSV identifies the areal variability
of wind speed around a single site rather than the whole region. It presents the
areal effect of all the sites within the study area on a particular site. Consequently,
the number of PCSV’s is equal to the number of available sites. Each PCSV
provides a basis for nearby station variability interpretations and their mutual
comparisons at different sites lead to invaluable information for describing the
heterogeneity of the ReV in an area. The treatment of available wind speed data at
m sites according to the following steps leads to sample PCSV for a particular site.

1. Calculate the arithmetic average, S and standard deviation, Ss for the area
from wind speed data. Standardize all wind speed data by subtracting from each
wind speed record the average and then divide this difference by the standard
deviation. Hence, the standardized wind speed value at site i become

si ¼
Si � S

SS

ð98Þ

2. Calculate distances between the desired site and the remaining sites. If there
are m sites the number of distances is m - 1, di (i = 1, 2,…, m - 1).

3. For each pair calculate the squared differences between wind speeds similar
to Eq. (96); hence each distance will have corresponding squared difference,
(sD - si)

2 where sD and si are the regionalized variables at the desired and i-th
sites, respectively. Consequently, there are (m - 1) squared differences of wind
speed. Take the half values of these squared differences in order to comply with
Eq. (97).

4. Rank the distances in ascending order and plot distances di versus corre-
sponding successive cumulative sums of half-squared differences. Hence, a
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non-decreasing function will be obtained which is named as the sample PCSV for
the desired site. A representative PCSV is shown in Fig. 17. All these steps imply
that the PCSV, c(di) can be expressed as

c dið Þ ¼
1
2

Xm�1

i¼1

sD � sið Þ2 ð99Þ

5. Application of these steps in turn for each site leads to m sample PCSVs of
wind speeds.

The sample PCSVs are potential information sources in describing the areal
wind speed variation characteristics around each site. Among these characteristics
are the radius of influence, areal dependence and structural behavior of the
regionalized variable near the site such as the nugget (sudden changes) and sill
effects, heterogeneity as will be explained in the following section. All what is
applied for the wind speed data can be applied similarly for the site elevations
leading to elevation sample PCSVs. Hence, the comparison of these two sets of
PCSVs for the same station provides five different categories (A, B, C, D and E) as
shown in Fig. 18. As mentioned above since wind speed and elevation data are
standardized prior to PCSV calculations the sample PCSVs do not have dimen-
sions on the vertical axis. This gives opportunity to show wind speed and elevation
sample PCSVs on the same Cartesian coordinate system for the same site.

Each category implies different weather and orographic conditions around the
station considered. The following general descriptive interpretations are valid for
each category [47].

Category A: Wind speed and station elevation PCSVs fall on almost each other
at all distances with small deviations. In practice, such deviations may be tolerated
up to within ±10 % error limits. In this category, areal wind speed pattern is
entirely dependent on the orographic features and weather conditions of wind
climatology are governed by the topography in the lower planetary boundary layer.

Fig. 17 A representative
PCSV
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Category B: Elevation PCSV is completely below the wind speed PCSV which
implies more dominant air shed born effects than the topographic influence on the
wind speed. Consequently, wind speed regional variability is more effective than
the topographic roughness. Compared with category A, this case gives rise to more
wind energy generation possibilities.

Category C: This is opposite to category B and the wind speed PCSV is smaller
than the elevation PCSV at all distances. Hence, less regional variability exists in
the wind speed than the surrounding topography. Since the topographical effects
are more dominant wind energy generation is expected to be comparatively
smaller than categories A and B.

Category D: Herein, to a certain distance around the station wind speed, hence
air shed born weather effects are dominant over topographic variation. However,
opposite situation occurs at large distances.

Category E: This is contrary to category D and the station site may be sur-
rounded by high hills, and consequently, the wind energy generation is compar-
atively smaller than any other category.

11.2 Application

The sample PCSV methodology is implemented to 35 wind speed measurement
sites scattered all over Turkey as shown in Fig. 19 [30, 31].

The location and wind speed characteristics of each site are presented in
Table 9 for 10 major centers in Turkey.

The sample PCSVs for 35 station sites considered in this study are presented in
Fig. 20. It is to be noticed that all the horizontal axis have the same scale however
it has not been possible to do the same for the vertical axis.
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Although there are many interpretation facilities throughout the sample PCSVs
several of them are presented in the following. By considering the basic definition
and becoming more familiar with PCSV after some interpretive application
studies, the reader may add many other significant interpretations for his/her
purpose concerning wind energy generation possibilities at any site.

1. Wind speed and elevation PCSVs at sites have rather different appearances
from each other which indicate that the wind speed variability over the area
around the site is heterogeneous. For instance, PCSVs for Adana and Alanya
appear significantly different from each other. A first glance through the whole
sample PCSVs gives the impression that, in general, all five distinctive cate-
gories explained in the previous section are available at different sites in
Turkey. Some of the sample PCSVs has a convex curvature initial portion (at
small distances) then either single or multiple broken straight lines follow at
large distances. This means that at small distances the spatial dependence is
strong but with the increase of distance such a dependence decreases. Espe-
cially, wind speed PCSVs at Adana, Alanya, Ankara, Antalya, have such
behaviors. Such patterns are not common in the elevation PCSVs except at
Ankara where both wind speed and elevation PCSVs have initial curvatures
with PCSVs starting right from the zero distance. Some other group of indi-
vidual PCSVs does not have any curvature but many broken straight lines and
have an intercept on the horizontal distance axis. This is a common appearance
in the elevation PCSVs and abundance of broken straight lines indicates the
heterogeneity involved around the reference station at a variety of distances.

2. Mutual considerations of wind speed and elevation PCSVs at each station
together with the aforementioned five categories (A, B, C, D and E) give
anyone the ability to categorize each site as shown in the last column of
Table 9. The stations with the same category can be regarded as homogeneous
collectively and hence whole Turkey can be divided into five distinct wind
speed homogeneity regions.

Table 9 Wind characteristics in Turkey

Station name Latitude Longitude Elevation
(m)

Wind speed (m/s) Category

1. Adana 36.98 35.30 20 1.4 E
2. Adapazarı 40.68 30.43 31 1.7 C
3. Afyon 38.75 30.53 1034 2.7 B
4. Alanya 36.55 32.00 7 1.9 D
5. Ankara 39.95 32.88 891 1.8 B
6. Antalya 36.86 30.73 51 2.7 B
7. Çanakkale 40.13 26.40 3 3.9 C
8. Istanbul 40.97 29.08 33 3.2 C
9. Izmir 38.40 27.17 25 3.6 E
10. Sinop 42.03 35.17 32 3.6 A
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3. Some of the sample PCSVs does not pass through the origin. This indicates that
wind speed or elevation variability is not a regionally smooth process. For
instance, in the case of wind speed PCSVs, they are under the control of some
topographic and/or meteorological factors. This further implies that in spatial
wind speed characteristics, homogeneous conditions do not prevail and mete-
orological factors (wind direction, pressure, temperature and humidity) influ-
ence the regional wind speed variability concurrently and sequentially in
addition to the topographic factors.

4. Some of the sample PCSVs has intercept, on the horizontal (distance) axis very
distinctively for the elevation PCSV as in Fig. 20. Hence, from Eq. (99) sD ffi si

which implies structural control in the regional topographic behavior?
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Fig. 20 10-Site PCSVs. a Point CSV for Adana. b Point CSV for Adapazan. c Point CSV for
Afyon. d Point CSV for Alanya. e Point CSV for Antalya. f Point CSV for Ankara. g Point CSV
for Çanakkale. h Point CSV for Sinop. i Point CSV for Göztepe. j Point CSV for Izmir

Innovative Wind Energy Models 117



••••

0           250         500         750       1000 
Distance (km) 

Point CSV for Ankara 

70

35

0

Po
int 
CS
V 

(f)

••••

••••
••••

••••
••••

••••
••••
••••

••••

••••

••••••••••••••••

••••
•••• Elevation 
 Wind speed ••••

0           250         500         750       1000 
Distance (km) 

Point CSV for Antalya 

30

15

0

Po
int 
CS
V 

(e)

••••
••••••••

••••
••••

••••••••
••••

••••

••••••••••••••••••••

••••

••••
 Elevation 
 Wind speed ••••

0           250         500         750       1000 
Distance (km) 

Point CSV for Çanakkale 

40

20

0

Po
int 
CS
V 

(g)

••••

••••

••••
•••• ••••

••••

•••• •
••••

••••
••••

 Elevation 
 Wind speed ••••

••••
••••

0           250         500         750       1000 
Distance (km) 

Point CSV for Sinop 

40

20

0

Po
int 
CS
V 

(h)

••••••••
••••

•••• ••••

••••
•••• •

••••

••••
••••

 Elevation 
 Wind speed ••••

••••

••••••••
••••

0           250         500         750       1000 
Distance (km) 

Point CSV for Göztepe 

30

15

0

Po
int 
CS
V 

(i)

••••

••••

••••
•••• ••••

••••

••••

•

••••
 Elevation 
 Wind speed ••••••••

••••
0           250         500         750       1000 

Distance (km) 
Point CSV for Göztepe 

30

15

0

Po
int 
CS
V 

(j)

••••
••••

••••••••

••••

••••

••••
•

••••

 Elevation 
 Wind speed ••••

••••

••••

•••• ••••
••••

••••

Fig. 20 (continued)

118 Z. S�en



5. A group of sample PCSVs passes through the origin (see Ankara PCSVs). Such
a property on PCSV diagram implies the continuity in the regional variability
(herein, wind speed and elevation). Continuity means that there are no nugget
effects or distinctive discontinuities within the regional variable concerned.

6. Some of the sample PCSVs has ‘‘curvature portions’’ at moderate distances. In
fact, such a range corresponds to the distance scale, i.e., radius of influence, as
defined in turbulent flow [51]. The radius of influence is defined as the radius at
which the PCSV reaches a particular magnitude, say, c and it can be simply
stated with the notation from Eq. (4) as

lim
di!1

cðdiÞ ¼ c ð100Þ

The initial curvature implies that the ReVs at these sites have regional
dependencies which weaken towards the end of curvature distance range [48].
Since curvatures are convex the implication is that there is a positive regional
structural dependence. Furthermore, the curvature implies that the ReV has areal
serial dependence, i.e., not only external factors but also the ReV generating
phenomena in the troposphere contribute to the regional dependence structure.

7. The sample CSVs help to identify the underlying generating mechanism of
areal phenomenon. Likewise, the sample PCSVs provide clues about the wind
speed generating mechanism around the site concerned. For instance, if the sample
PCSV passes through the origin with straight line portion only, then the regional
variable complies with an independent (white noise) process with no regional
dependence. However, when the sample PCSV is in the form of a straight line but
does not pass through the origin then a moving average process describes the
underlying generating mechanism of regional variability [48].

Curvature in the CSV implies, in general, auto-regressive processes among
which the Markov and ARIMA processes theoretical CSVs are presented in a work
for a set of parameters [48]. Generally, the existence of a straight line following an
initial curvature portion indicates that the underlying generating process of the
regionalized variable agrees with a regional Markov process, whereas, if the
curvature continues at reduced rates at large distances then an ARIMA process is
the convenient model. It is necessary to state herein that future studies are nec-
essary for a complete picture of theoretical PCSVs in cases of other stochastic
processes which will help to identify the most suitable one for the regionalized
wind speed data.

8. In the case of a single straight line following an initial curved section, the
slope of the large-distance straight line portion is related to the standard deviation
of the wind speed or elevation variability.
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12 Wind Energy Evaluation from Wind Speed Time Series

Although the amount of wind energy is economically insignificant for the time
being in many parts of the world, mankind took the advantage of its utilization
since early times whenever he/she found the chance to provide power for various
tasks. Among these early utilizations are hauling of water from a lower elevation
to a higher level, grinding grains in mills by water power and other mechanical
power applications for many centuries. It is still possible to see at some parts of the
world these type of marginal benefits from the wind speed. Perhaps the wind-mills
in Holland exemplify the most publicized application of wind power. All of the
previous activities have been technological and the scientific investigation of wind
power formulations and accordingly development of modern technology appeared
after the turn of twentieth century. In recent decades the significance of wind
energy originates from its friendly behavior to the environment so far as the air
pollution is concerned although there are, to some extent, noise and appearance
pollution in the modern wind-farms. Due to its cleanness, wind power is sought
wherever possible for conversion to the electricity with the hope that the air
pollution as a result of fossil fuel burning will be reduced [11]. In some parts of
USA, up to 20 % of electrical power is generated from wind energy [41]. In fact,
after the economic crises in 1973 its importance increased by forcing the economic
limitations and today there are set up wind-farms in many western European
countries [1, 19, 52].

Among the renewable energy sources wind provides a potential alternative to
fossil fuel sources and recently due to the economical feasibilities at low costs the
wind energy generation became attractive for power generation. As the issue of
fossil fuel pollution of the lower atmospheric layers leading to carbon dioxide
increase as consequently the global warming (greenhouse) effect there is an
increased interest in alternative, renewable and less expensive energy resources.
Hence, in recent years studies concerning the solar and especially wind energy
have appeared more frequently in the scientific literature. Almost all the wind
power investigations relied mostly upon arithmetic average of the wind speed
which represents the simplest central tendency measure of the wind power density,
i.e., probability distribution function [34, 49]. On the other hand, many authors
based the wind power estimates on elaborated wind speed statistics including the
standard deviation, variance, skewness coefficient and kurtosis. In these studies
several probability density functions (PDF) such as the log-normal, Gamma
(Pearson-type III), Weibull and Rayleigh distributions are tried as possible useful
fit to empirical wind speed frequency. Especially, Justus et al. [26, 28, 29]
advocated for the use of the two-parameter Weibull distribution in wind velocity
applications. Consequently, their suggestion has been taken in granted in many
parts of the world during the wind power calculations. Unfortunately, in some of
the studies without testing the wind speed data for the suitability to the two-
parameter Weibull distributions the calculations are carried out automatically. In
some researches not the genuine wind velocity data but their cubes are assumed to
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have two-parameter Weibull distribution as noticed by Hennessey [23]. Auwera
et al. [4] showed that a three-parameter Weibull distribution fits the wind speed
data in a more refined manner than the two-parameter Weibull PDF.

12.1 Classical Wind Energy Calculation Formulations

Since wind speed is a kinematics variable accordingly the wind energy is closely
related to the kinetic energy. In fact, by considering various physical definitions
and the specific density, q, of the air the very basic wind energy, EU, is obtained as
in Eq. (10). In the application of this formula the following assumptions must be
kept in mind.

1. The standard air density is assumed temporally and spatially constant as
q = 1.23 g/cm3. This further implies that the air is dry with no water vapor and
therefore the temperature and pressure changes do not effect the wind energy
calculation.

2. This wind energy is valid per unit time per area. So far area is concerned with
the turbine blade sweeping area and therefore related to the turbine design but
the time is closely related either to the time intervals in a time series or the wind
energy calculation time interval such as the question of what is the wind
potential of the wind at a given site for one day, week, month or year.

3. The wind speed in this formulation is in fact the instantaneous velocity.
However, for some finite time period it is necessary to consider the average
speed because in this case the wind velocity can be considered as constant. It is
very important to notice at this stage that rather than the cube of the average
speed the average speed cube value must be substituted in Eq. (10).

4. Although in nature the wind speed changes rather randomly except from the
arithmetic average value none of the other significant statistical parameters
such as the variance, skewness, kurtosis, etc. are employed in Eq. (10).

In order to alleviate some of the drawback in the application of Eq. (10) some
other alternative are proposed in the literature. For instance rather than the use of
the arithmetic wind speed value in order to include the variance of the wind speed
over the considered time interval the wind speed is expressed first in terms of the
average speed V and fluctuation term, e, around it. The fluctuation term is in fact
the deviations from the average wind speed in the interval and therefore it can
assume positive as well as negative values. In fact the average of this fluctuation
term is equal to zero with a constant variance, r2

e . It is assumed at this stage that
the fluctuation term has a normal probability distribution function which implies
that the skewness coefficient is equal to zero. Hence, the substitution of V ¼ Vþ e
into Eq. (10) after some algebraic manipulation leads to
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E ¼ 1
2

q V
3 þ 3Vr2

e

� �
ð101Þ

This expression considers uniform change in the wind speed between two
successive wind speed measurement instances and in the applications there arise
the question of whether adopting the wind speed at the initial time instant or at the
final instant as the constant wind speed. However, adaptation of the wind speed as
the arithmetic average of the initial and final wind speed measurements provide
another constant speed. Hence, the change in the wind speed during the time
period is not considered but rather the variance is taken into consideration.

A further improvement in the wind energy calculations can be obtained by
considering the dependecce of the air density on the pressure and temperature
changes and consequently on the basis of the gas state equation one can write that

EU ¼ a
P
T

� �
V3 ð102Þ

where a is a constant and equal to 0.5/R or 0.174 where R is the universal gas
constant equal to 2.87 for dry air when P is in millibars, T in degrees Kelvin and q
in kg/cm3. The meteorological variables on the right hand side are conventionally
measured at any meteorology station, but Eu cannot be measured directly. Hence,
the questions are to find ways of estimating wind energy from these measurements
whenever the basic meteorological data are available. A common point of critics
for all these formulations is that the wind speed is not constant over the interval
considered but either increases or decreases.

12.2 Suggested Wind Calculation Formulation

None of the aforementioned wind energy formulations are directly applicable to a
given time series of wind speed. For instance, one of the common mistakes in use
of Eq. (10) for calculating the total wind energy during a time duration s is the
direct substitution of average wind velocity V. Hence, Eq. (10) takes the following
form

ET ¼
1
2
qV

3
s ð103Þ

which includes a great mistake in that the average wind speed is assumed as the
instantaneous wind speed and uniformly effective over the time duration consid-
ered? Another alternative for the use of the same Eq. (10) in total wind energy
calculation is the substitution of average of the velocity cube which leads to

ET ¼
1
2
qV

3
s ð104Þ
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which again requires the averages of the velocity cubes during the time duration
considered? This is logically better than the use of Eq. (103) but extreme wind
speeds are included very extremely by taking the cube of the speed and it will
effect unexpectedly the overall wind energy calculation. In fact this is the special
case of Eq. (101) when the wind speed variance is assumed as zero which is
tantamount to saying that the wind velocity throughout considered time duration is
uniform with no fluctuations. This is not a representative actual case for wind
energy calculations.

Another alternative in the total wind energy calculation is the use of Eq. (101)
by taking into consideration the variance in the wind speed variations around the
mean wind speed value. In this equation after determining the basic time period s
the mean wind velocity, variance of the wind speeds over this period and the
average of the wind speed cubes over the same period must be calculated. Hence,
the total energy calculation formula becomes as

ET ¼
1
2

q V
3 þ 3Vr2

e

� �
s ð105Þ

This expression takes into account the average deviations from the wind speed
time series. Its total wind energy yield is more than Eq. (104). Representative wind
speed time series and the standard deviation are shown in Fig. 1. However, still
better approximations to the total wind energy calculation can be obtained by
considering the basic definition of Eq. (1) that it is valid for unit time. Hence,
during an infinitesimally small time period, dt, there will be infinitesimally small
energy, dE, as

dE ¼ 1
2

qV3dt ð106Þ

However, it is obvious from a given time series that during two successive time
intervals namely t1 and t2 there are wind speeds V1 and V2, respectively and the
change of velocity between these two time instances is assumed to be linear. The
slope, say a, of such a segment is assumed constant. Hence, infinitesimally small
time dt corresponds to infinitesimally small speed dV and by definition dV = adt,
or dt = dV/a the substitution of which into Eq. (106) leads to

dE ¼ 1
2
qV3 dV

a
ð107Þ

Consequently, with the condition of remaining within t1 - t2 time interval this
equation can be integrated and the result is the total wind energy ET after some
algebra one can obtain

ET ¼
1
8

q
a

V4
2 � V4

1

� �
ð108Þ

On the other hand by definition a = (V2 - V1)/(t2 - t1) and if the basic regular
time interval in the time series is assumed as a unit bid and equal to 1 then
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a = (V2 - V1) and the substitution of this into the last expression leads after the
necessary manipulations to

ET ¼
1
8
q V2 þ V1ð Þ V2

2 þ V2
1

� �
ð109Þ

This is the total amount of wind energy generated during one unit time duration
of the basic time series. If there are many basic time intervals within a given time
duration then the total wind energy can be obtains as the summation of similar
expression in Eq. (109). This is the fundamental total wind energy calculation
equation suggested and used in this paper. In fact, when the wind speed is assumed
as uniform, i.e., V2 = V1 then Eq. (109) reduces to Eq. (10). By definition this
formulation takes into account every possible deviation in the form of linear
variation in the wind speed it is expected to yield the greatest wind energy amounts
among other formulations.
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Part II
Grid Integration of Wind Power Systems



Integration of Wind Power Production
in a Conventional Power Production
System: Stochastic Models
and Performance Measures

Maria Teresa Vespucci, Marida Bertocchi, Asgeir Tomasgard
and Mario Innorta

Abstract A stochastic programming model for the daily coordination of hydro
power plants and wind power plants with pumped storage is introduced, with
hourly wind power production uncertainty represented by means of a scenario tree.
Historical data of wind power production forecast error are assumed to be avail-
able, which are used for obtaining wind power production forecast error scenarios.
These scenarios are then combined with information from the weather forecast,
resulting in wind power production scenarios. Ex-ante and ex-post measures are
considered for assessing the value of the stochastic model: the ex-ante perfor-
mance evaluation is based on the Modified Value of Stochastic Solution for
multistage stochastic programming, introduced independently in Escudero (TOP
15(1):48–66, 2007) and Vespucci (Ann Oper Res 193:91–105, 2012); the ex-post
performance evaluation is defined in terms of the Value of Stochastic Planning,
introduced in Schütz (Int J Prod Econ, 2009), that makes use of the realized values
of the stochastic parameter. Both measures indicate the advantage of using the
stochastic approach.
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1 Introduction

Due to the significant changes toward deregulation and competition in the elec-
tricity industry and market, electricity firms are exposed to significantly higher
risks and opportunities than in the previous monopolistic context. At the same time
electricity production technologies have been developed based on renewable
resources (photovoltaic solar power, wind power, geothermal power, biomass and
waste power) as an alternative to the use of conventional sources (coal, natural gas,
oil), with the aim of reducing fuel consumption and pollution. With the intro-
duction of power production from renewable energy sources the need of suitable
decision-support models for coordinating conventional and new technologies in
energy production systems has greatly increased and the operation scheduling
models have been generalized so as to take into account the interactions between
conventional and new technologies. In particular the integration of large amounts
of wind power into the electricity system can cause transmission grid instabilities,
due to the unbalance between local power demand and wind power production,
characterized by intermittency, see [1] and the references therein. The most tra-
ditional method to the integration of intermittent power is the use of other power
plants to provide operational and capacity reserve. Hydropower is the technology
that plays a key role in providing grid balancing services, see [2–6]. In order to
investigate the technical and economic issues related to the integration of large
amounts of wind power into the electricity system, stochastic programming models
have been introduced, see [7–10].

In [11] the problem of a power producer who aims at maximizing his own profit
by efficiently coordinating wind power production with the operation scheduling
of hydro plants has been analyzed on the basis of historical data. In the operation
scheduling models presented in this chapter, we consider a power producer who
owns both hydropower plants and wind power plants. In our operation scheduling
model, the hourly wind power production is a parameter depending on wind speed
forecasts and the time horizon considered is the day, as weather forecasts can be
valid up to 24–36 h. We develop two stochastic scheduling models where the
uncertainty of the hourly wind power production values in the next 24 h is rep-
resented by means of a scenario tree, with a probability value associated to each
scenario, generated by quantile regression and by ARIMA techniques. In order to
assess the convenience of using the stochastic programming approach, we use both
the ex-ante measure, introduced independently in [11] and in [12], and the ex-post
measure, suggested by [13] to evaluate the value of stochastic planning.

This chapter is organized as follows. In Sect. 2 the stochastic model of the daily
operation scheduling model for a generation system consisting of pumped storage
hydro plants and wind power plants is developed, based on a node representation
of the scenario tree for the uncertainty of the hourly wind power production. In
Sect. 3 the two scenario generation techniques for errors forecasting, namely
quantile regression and ARIMA, are discussed. In Sect. 4 we discuss ex-ante and
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ex-post performance measures of the proposed model. This comparison shows the
losses that the producer may suffer if he implements the deterministic solution
instead of the stochastic one.

2 The Stochastic Model

In this section we introduce the linear stochastic programming model for the daily
coordination of wind power plants and hydro power plants with pumped storage,
taking into account wind power production uncertainty. The scheduling problem is
considered within a daily time scope, as (24–36 h), and the time unit is one hour.

The power producer is assumed to have hourly commitments deriving from
bilateral contracts with customers. If his own production is not sufficient to satisfy
the hourly commitments, the producer may purchase electricity on the spot market;
analogously, if his hourly production exceeds the amount required to satisfy
bilateral contracts, the producer may either sells the excess production on the spot
market, or use it for pumping water toward up-stream reservoirs, therefore storing
potential energy for later use. The power producer is assumed to aim at profit
maximization, which implies that he will tend to sell electricity on the spot market
in hours with high market price; he will instead reduce hydro production and pump
water in up-stream reservoirs in hours with low market price.

Hourly spot prices are exogenous model parameters, as the power producer is
assumed to be a price taker. In order to study the effect of wind power production
uncertainty on power producer’s decisions the hourly electricity sell price
kt ½Euro=MWh� and purchase price lt � kt are assumed to be known with certainty,
i.e. the forecast of the hourly wind power production for the next 24 h is the only
stochastic parameter. The stochasticity of energy prices will be included in a
planned future development of the model.

On the basis of forecasts on power production output for each hour of the
following day, the producer has to find the profit maximizing schedule of the hydro
production system, taking into account technical constraints and the restriction
imposed by the medium term scheduling on the amount of water available for
production in the considered day: at the end of the day a minimum water volume,
determined by the medium term scheduling, must be guaranteed in every reservoir.

A large number of references in the literature deals with hydropower production
planning via stochastic programming, see among others [14–18]. In this chapter
we are mainly interested in assessing the impact of wind power production
stochasticity on the daily operation of the hydropower system. Therefore, we do
not consider other sources of stochasticity.

In the following the representation of wind power production uncertainty and
the models we have used for the hydro production system and the interactions with
the spot market are modeled.
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2.1 The Stochastic Parameter Representing the Hourly
Wind Power Production Forecast

The uncertainty on the hourly wind power production is represented by means of a
scenario tree, see reference papers [19] and [20], whose structure is described by a
set of nodes f1; . . .; n; . . .;Ng and a pointer pred(n), that associates every node
n; 2� n�N, to its ancestor. A probability value pn is associated to every node
n; 1� n�N, as the stochastic model is written in terms of the scenario tree nodes.

The day is divided in K stages, with Tk representing the set of hours belonging to
stage k; 1� k�K. At stage 1 a vector of dimension T1j j is associated to the root
node of the scenario tree and represents the known wind power production in hours
1 to T1j j. At stage k; 2� k�K, wind power production uncertainty is represented
by the set of nodes Nk: each node is associated to a vector of dimension Tkj j
expressing the wind power production forecast in hours Tk�1j j þ 1 to Tk�1j j þ Tkj j.
The stochastic parameter WPt;n½MWh� represents the hourly wind power production
forecast in node n and hour t. The number of scenarios represented by the scenario
tree equals the number of its leaf nodes and the 24-dimensional vectors containing
the hourly wind power production forecast in one scenario can be traced from the
leaf node back to the root node by means of the pointer pred(n). For instance, the
scenario tree in Fig. 1 represents 27 scenarios and contains 40 nodes, the first 13 of
which are branching nodes: N1 ¼ f1g in stage 1, N2 ¼ f2; 3; 4g in stage 2, N3

contains nodes 5–13 in stage 3 and N4 contains nodes 14–40 in stage 4.

2.2 The Model of the Hydroelectric System

The hydroelectric system consists of a number of cascades, i.e. sets of hydrauli-
cally interconnected hydro plants, pumped storage hydro plants and reservoirs. It is
mathematically represented by a directed multi-graph, see Fig. 2, where nodes
represent water storages (reservoirs) and arcs represent water flows (either power
generation, or pumping, or spillage).

Let the set of nodes and the set of arcs be denoted by J and I respectively and let
the interconnections among water storages and water flows be represented by the
arc-node incidence matrix A (Ai;j ¼ �1, if arc i leaves node j; Ai;j ¼ 1, if arc
i enters node j; Ai;j ¼ 0, otherwise). The energy coefficient ki ½MWh=103 m3� is
associated to arc i 2 I, with ki [ 0, if arc i represents generation, ki \ 0, if arc
i represents pumping, and ki = 0, if arc i represents spillage. For i 2 I; j 2 J; t 2
Tk; n 2 Nk and 1� k�K the decision variables of the stochastic model for the
hydro system are

• qi;t;n ½103 m3=h�, the water flow on arc i in hour t in node n: this variable
represents either a turbined volume, if arc i represents generation, or a pumped
volume, if arc i represents pumping, or a spilled volume, if arc i represents
spillage) in node n;
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• vj;t;n ½103 m3�, the storage volume in reservoir j at the end of hour t in node n.

The feasible values of qi;t;n and of vj;t;n are defined by the following technical
constraints that describe the hydroelectric system

• for 1� k�K; t 2 Tk and n 2 Nk

0� qi;t;n� qi i 2 I ð1Þ

0� vj;t;n� vj j 2 J ð2Þ

vj;t;n ¼ vj;t�1;q þ Fj;t þ
X

i2I

Ai;j � qi;t;n j 2 J ð3Þ

• for n 2 NK

vj;T ;n� vj;T j 2 J ð4Þ

Fig. 1 Structure of the four-stage scenario tree obtained by the quantile regression method

Fig. 2 The hydro system
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Constraints (1) require that in every stage k the water flow qi;t;n on arc i 2 I in
hour t 2 Tk and in node n 2 Nk is nonnegative and bounded above by the maxi-
mum flow �qi ½103 m3=h� that can be either turbined, or pumped, or spilled in arc i.

Constraints (2) ensure that in every stage k the storage volume vj;t;n of reservoir
j 2 J at the end of hour t 2 Tk in node n 2 Nk is nonnegative and bounded above
by the maximum storage volume vj ½103 m3� in reservoir j.

The mass balance equations (3) relate the storage volumes in two subsequent
hours, t-1 and t. If hours t-1 and t belong to stage k, then q = n; if hour t-1
belongs to stage k-1 and hour t belongs to stage k, then q = pred(n). The initial
storage volume in reservoir j is represented by the parameter vj;0;1½103 m3�. The
parameter Fj;t½103 m3=h� represents the natural inflow in reservoir j 2 J in hour
t and is assumed to be known with certainty in the daily planning horizon. In this
chapter we do not consider extreme weather scenarios, like sudden floods or period
of storms, that may happen in some geographical areas. Constraints (3) require the
storage volume in reservoir j at the end of hour t in node n to be equal to the
storage volume at the end of the previous hour plus the sum of inflows in hour
t (i.e. turbine discharge from upstream hydro plants, pumped volumes from
downstream hydro plants, spilled volumes from upstream reservoirs) minus the
sum of outflows in hour t (turbine discharge to downstream hydro plants, pumped
volumes to upstream hydro plants and spilled volumes to downstream reservoirs).

Constraints (4) require that in every scenario the storage volume of reservoir j at
the end of hour T is bounded below by vj;T ½103 m3�, the minimum storage volume
required at the end of the current planning period, so as to provide the required
initial storage volume at the beginning of the following planning period.

2.3 The Interactions with the Spot Market and the Objective
Function

In every hour t of the planning period the power producer must satisfy a load,
represented by the parameter Lt½MWh�; 1� t� T , that derives from bilateral
contracts with customers. If the total hourly production is less than Lt, an amount
of energy must be bought on the spot market in order to satisfy the load demand. In
the daily horizon this demand is known with certainty, while in papers dealing
with longer time horizon as [21] stochasticity may become a relevant issue. The
amount of energy to be bought is represented by the nonnegative decision variable
buyt;n. On the other hand, if the total hourly production exceeds the load from
bilateral contracts, the excess quantity can be sold on the spot market and/or used
for pumping. The amount of energy to be sold is represented by the nonnegative
decision variable sellt;n, while the amount of energy used for pumping is given byP

i2I; ki\0 kij j � qi;t;n. Therefore, the constraints
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X

i2I

ki � qi;t;n þWPt;n þ buyt;n � sellt;n ¼ Lt ð5Þ

buyt;n� 0 ; sellt;n� 0 ð6Þ

for 1� k�K; t 2 Tk and n 2 Nk, describe the interactions with the spot market.
The power producer aims at maximizing the expected daily net revenues,

expressed as

XK

k¼1

X

n2Nk

pn �
X

t2Tk

ðkt � sellt;n � lt � buyt;nÞ
" #

: ð7Þ

Summarizing, in the stochastic linear programming model for the optimal
coordination of wind power plants and hydro power plants with pumped storage
the objective function (7) is to be maximized under constraints (1–6). For the sake
of clarity, we report the input variables, the procedure and the output variables of
the deterministic and stochastic models respectively in Figs. 3 and 4.

The scheduling of the hydro-wind production system determined by the sto-
chastic model may substantially differ from the one determined by the determin-
istic model, as it is shown in the following example. Let the hydro production
system consist of three hydro plants, one of which with pumped storage, see
Fig. 2. The wind power production in the first six hours is known to be zero, i.e.

Fig. 3 Flow chart describing
inputs, outputs and procedure
of the deterministic approach
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WPt;1 ¼ 0 for 1� t� 6, while for 7 B t B 12 it is predicted to be either
WPt;2 ¼ 10, with probability p2 ¼ 0:3, or WPt,3 = 400, with probability p3 = 0.7.
The deterministic model solves the problem on the basis of the average prediction
WPt = 283, for 7 B t B 12, and yields the solution reported in Fig. 5a, where qi;t

represents a turbined volume, for i = 1, 3, 4, and a pumped volume, for i = 2. In
Fig. 5b the turbined and pumped volumes of the stochastic solution are shown. It
can be noticed that the stochastic solution suggests pumping in 5 out of the 6 first-
stage hours, while no pumping is suggested by the deterministic solution. More-
over, in the stochastic solution only the hydro plant located at the end of the
cascade generates electricity, i.e. more potential energy is saved in the upstream
reservoirs. Figure 6a and b show, for a low wind power production scenario, the
impact of using in first-stage hours the deterministic solution and the stochastic
solution respectively. From the graphs it can be noticed that, in order to satisfy
commitments deriving from bilateral contracts, a large quantity of energy must be
bought in second-stage hours, when in first-stage hours the deterministic solution

Fig. 4 Flow chart describing
inputs, outputs and procedure
of the stochastic approach
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is used; on the other hand, no energy must be bought in second-stage hours, when
the stochastic solution is used. An analogous comparison is made in Fig. 6c and d
for a high wind power production scenario: more energy can be sold in second-
stage hours, when in first-stage hours the stochastic solution is used.

3 Scenario Generation

Depending on the available data, different approaches have been introduced for
generating scenarios representing the uncertainty of wind power production. In
[11] wind power production scenarios are obtained by first generating scenarios of
wind speed, on the basis of historical wind speed data, and then using the wind
farm power curve to compute the power production scenarios corresponding to the
wind speed scenarios.

In this chapter we develop an alternative procedure for generating wind power
production scenarios that combines information from weather forecast and from
time series of wind power production forecast errors. This methodology is suitable
to be used when data series on predicted power production and on measured power

Fig. 5 Optimal values of water flows qi;t; 1� i� n and 1� t� 6, computed by the deterministic
model. a (black line) q1;t ¼ 100; t 2 ð0; 1� and 0 otherwise; (blue line) q2;t ¼ 0; t 2 ð0; 6�; (green
line) q3;t ¼ 100; t 2 ð0; 1� [ ½3; 4� and 150 otherwise; (red line) q4;t ¼ 120; t 2 ð0; 6� and by the
stochastic model. b (black line) q1;t ¼ 100; t 2 ð0; 6�; (blue line) q2;t ¼ 50; t 2 ð0; 4�; q2;t ¼ 0;
t 2 ð4; 5�; q2;t ¼ 38; t 2 ð5; 6�; (green line) q3;t ¼ 0; t 2 ð0; 6�; (red line) q4;t ¼ 120; t 2
ð0; 4�; q4;t ¼ 0; t 2 ð4; 5�; q4;t ¼ 70; t 2 ð5; 6�
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production are available, as well as a wind power forecast system based on a tool
for simulating and forecasting meteorological phenomena. In [22] a wind power
forecast system has been developed based on the high-resolution Regional
Atmospheric Modeling System (RAMS), see [23], for simulating and forecasting
meteorological phenomena, and on a set of post processors that reduce the sys-
tematic errors and compute the predicted power of a wind farm. In the forecast
system described in [22] boundary conditions from a weather forecast
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Fig. 6 Wind power production in hours 1–12 (red line) and optimal values of sold energy (green
line) and bought energy (blue line). a deterministic model, low wind power production.
b stochastic model, low wind power production. c deterministic model, high wind power
production. d stochastic model, high wind power production
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deterministic model are fed into RAMS, in order to generate the wind forecast
hourly time series for the day ahead period; a correction of the wind speed, aiming
at reducing systematic errors, is then performed by using a Model Output Statistic,
see [24]; finally, the resulting wind speed is used to compute the predicted power
through the wind farm power curve. In order to test the performances in predicting
the power production, this wind power forecast system has been tested on data
related to the KLIM wind farm, located in Denmark, which have been supplied in
the frame of the ViLab exercise, promoted by the European POW’WOW project
[25]. A data set produced in the ViLab exercise, referred to the period from
16 December 2002 to 30 April 2003, has been used for generating the wind power
production scenarios used in this work. For every hour t the following information
are contained in this data set:

1. WPM
t : measured wind power production in hour t;

2. WPR
t : forecast of wind power production in hour t obtained by first predicting

the wind speed in hour t by RAMS and then applying the wind farm power
curve;

3. WPC
t : forecast of wind power production in hour t obtained by first predicting

the wind speed in hour t by RAMS, then correcting the forecast computed by
RAMS, in order to reduce systematic errors, and finally applying the wind farm
power curve.

In the first hours of the daily forecast period, the values of WPC
t are closer to

WPM
t than the values of WPR

t , as it can be noticed in Figs. 7 and 8 where the values
of WPM

t ;WPR
t and, WPC

t are shown for 16 December 2002 and 17 December 2002
respectively. It can be noticed, however, that a relevant forecast error is still
present in some hours. Based on this evidence and on the papers [8] and [26], we
introduce a procedure for generating scenarios of the forecast error et, defined as

0 5 10 15 20 25
0

1000

2000

3000

4000

5000

6000

7000

8000Fig. 7 WPM
t (black line),

WPR
t (blue line) and WPC

t
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et ¼ WPM
t �WPC

t : ð8Þ

We consider two alternative methods for estimating the forecast errors, namely
the Quantile Regression method [27] and the Autoregressive Integrated Moving
Average (ARIMA) method, see [28] and [29].

3.1 The Quantile Regression Method

Let the power production forecast error et be described by the model

et ¼ aþ
XD

d¼1

bd � et�d; ð9Þ

where D is the number of time lags. By the quantile regression approach, the
values of the model parameters a and bd; 1� d�D, can be computed so as to
identify the hyperplane HðhÞ; 0� h� 1, such that h % of sample data lies above
the hyperplane and ð1� hÞ% of sample data lies below the hyperplane. This is
done by determining the values of a and bd; 1� d�D; that solve the problem

min h �
X

t:et � aþ
PD

d¼1
bd �et�d

et � a�
XD

d¼1

bd � et�d

 !

þ ð1� hÞ �
X

t:et\aþ
PD

d¼1
bd �et�d

aþ
XD

d¼1

bd � et�d � et

 ! ð10Þ

i.e. by minimizing the sum of magnitudes of the differences between the observed
value et and the value predicted by the model, with positive differences weighted
by h and negative differences weighted by 1� h.
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In order to construct the balanced scenario tree shown in Fig. 1, where at each
stage the branching nodes are equally probable, the interval [0, 1] has been divided
in the subintervals [0, 1/3], [1/3, 2/3] and [2/3, 1], which are represented by their
mean values, 0.16, 0.50 and 0.84 respectively. The quantile regression hyperplanes
HðhÞ; for h ¼ 0:16; 0:50 and, 0:84 have been computed: by construction any
point of the three hyperplanes may occur with probability 1/3. The model
parameters a and bd, for the three considered values of h, have been computed
using the time lag values D = 1, 2, 3. The best fit of data was obtained with the
time lag D = 1 and the forecast error scenario tree has been generated with the
values of ah and bh reported in Table 1.

The forecast errors in the first-stage hours are assumed to be known and are
computed as

et;1 ¼ WPM
t �WPC

t ; t 2 T1: ð11Þ

Uncertainty in the second-stage hours is represented by nodes n = 2, 3, 4, that
are associated to quantile regression models with h ¼ 0:16; 0:50 and, 0:84
respectively. In the three nodes the forecast error values of the first hour are
computed as

et;n ¼ ah þ bh � et�1;1 ð12Þ

and the forecast error values of the remaining second-stage hours are

et;n ¼ ah þ bh � et�1;n ð13Þ

This procedure is repeated for all branching nodes in the scenario tree reported
in Fig. 1. The wind power production forecast WPt;n is finally obtained by
computing

WPt;n ¼ WPC
t þ et;n ð14Þ

In Fig. 9 the wind power production scenario together with the measured one
are reported for comparison: we notice that the wind power production scenarios
are within a reasonable distance from the measured wind power production.

Table 1 Optimal quantile regression coefficients for D = 1

D = 1 h ¼ 0:16 h ¼ 0:50 h ¼ 0:84

ah -1220.16 -11.19 1,111.17
bh 0.81 0.91 0.93
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3.2 The Autoregressive Integrated Moving Average Method

The historical power production forecast errors have alternatively been assumed to
be described by the autoregressive integrated moving average model (Fig. 10).

et ¼ cþ
XD

d¼1

dd � et�d þ
XC

c¼1

gc � et�c ð15Þ

In fitting the model the lowest standard deviation was obtained with
ARIMA(1,0,1), i.e. no integration (no differencing of data), one lag (C = 1) for
the autoregressive part and one lag (D = 1) for the moving average part, with
coefficients c ¼ 148:678; d1 ¼ 0:822093 and g1 ¼ 0:142345. By Eq. (15) forecast
error scenarios are generated, which are then used for obtaining power production
forecast scenarios by the formula

WPt ¼ WPC
t þ et ð16Þ
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Finally, by applying the backward scenario reduction technique introduced by
Pflug and Hochreiter [30], 27 scenarios have been obtained, in order to compare
the quantile regression approach and the ARIMA approach on the basis of the
information contained in an equal number of scenarios. In Fig. 11 the scenarios of
hourly wind power production obtained by the ARIMA method are shown, as well
as the reduced scenario tree obtained by applying the backward scenario reduction
technique.

4 Performance Measures

Two approaches have been introduced in the literature in order to assess the value
of modeling uncertainty. The first approach gives rise to the ex-ante performance
measures, like the Value of the Stochastic Solution (VSS) for two-stage problems,
introduced in [31]. As scenario tree is assumed to represent the future realizations
of the stochastic parameter, ex-ante performance measures compare the result
obtained by the stochastic model, in which the scenario tree represents the sto-
chastic parameter uncertainty, and the result obtained by the corresponding
deterministic model, where the uncertain parameter is assigned the best ex-ante
knowledge, i.e. the average scenario computed on the scenario tree. This measure
for assessing the value of using the stochastic model is available before uncertainty
is revealed.

The second approach, see [13], gives rise to the ex-post performance measures:
these can be computed only after uncertainty has been revealed, as they make use
of the realized values of the stochastic parameter. Here the actual result of having
solved the problem by the stochastic model is computed.
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4.1 Ex-ante Performance Evaluation

In order to assess the value of modeling uncertainty, the following procedure has
been introduced in [31] for evaluating the Value of the Stochastic Solution of a
two-stage model:

1. solve the stochastic model, obtaining the so called here-and-now solution
optimal value (HNS);

2. solve the Expected Value (EV) problem, or Mean Value problem, i.e. the
deterministic problem where at each stage the stochastic parameter takes the
expected value computed on the scenario tree;

3. solve the Expected Mean Value (EEV) problem, i.e. the problem obtained by
substituting into the stochastic problem the optimal values of the first-stage
decision variables of the EV problem;

4. compute the Value of Stochastic Solution (VSS): for a maximization problem it
is defined as

VSS ¼ HNS � EEV : ð17Þ

In order to deal with stochastic problems with more than two stages, we have
extended the definition of VSS by introducing the Modified Value of Stochastic
Solution (MVSS), defined as

MVSS ¼ HNS � MEEV ; ð18Þ

i.e. MVSS is the difference between the (optimal) objective value of the here-and-
now solution and the (optimal) objective value of the Modified Expected Mean
Value (MEEV) problem, which, for a four-stage stochastic problem, is computed
by the following procedure. Let T denote the scenario tree used for computing the
here-and-now solution, let Tn; n 2 Nk; k ¼ 1; 2; 3, denote the subtree of T with

root in node n and let TðrÞ; r ¼ 1; 2; 3, denote the scenario tree obtained from T
by substituting the subtrees Tn; n 2 Nr, with the expected values of the stochastic
parameter computed on Tn. Let SPðrÞ denote the problem where the uncertainty of

the stochastic parameter is represented by the scenario tree TðrÞ. In order to
compute the (objective) value of MEEV, problem SPð1Þ is solved first; then
problem SPð2Þ is solved, where the first-stage variables of SPð2Þ are assigned the
optimal values determined by SPð1Þ; finally problem SPð3Þ is solved, where the
first-stage and the second-stage variables of SPð3Þ are assigned the optimal values
determined by SPð1Þ and by SPð2Þ respectively. This procedure reproduces the
sequence of decisions taken in the real situation. Indeed, suppose the planning
problem is going to be solved with the uncertainty represented by only one sce-
nario and suppose the future behavior of the stochastic parameter is described by
the scenario tree T. When only first-stage values of the stochastic parameter are
revealed, the best prediction of the stochastic parameter values in stages 2–4 is
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represented by Tð1Þ and problem SPð1Þ is solved. When the second-stage values of
the stochastic parameter are revealed, these values are, with probability p(n), those
represented in node n; n 2 N2: therefore, with probability p(n), the problem will
have to be solved taking into account that

• the known values of the stochastic parameter are given in node n; n 2 N2,
• the stochastic parameter in stages 3 and 4 takes the expected value of subtree
Tn,

• first-stage variables must take the optimal value computed at stage 1.

This is done by solving problem SPð2Þ, with the first-stage variables constrained
to be equal to the optimal values determined by SPð1Þ. At stage 3 an analogous
procedure is performed (Fig. 12).

4.2 Ex-post Performance Evaluation

In [13] an evaluation procedure for a two-stage stochastic model is introduced,
which is based on the use of the realized values of the stochastic parameter and
yields the so-called Value of Stochastic Planning (VSP). The problem in [13] is to
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Fig. 12 Computation of the Modified Expected Mean Value (MEEV) objective function
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be solved every week, with a time horizon of four weeks, the first of which is in
stage 1, while the following three are in stage 2. A yearly planning is obtained by a
rolling horizon procedure: a four-week problem is solved for weeks 1–4, then a
second four-week problem is solved for weeks 2–5, and so on. Therefore, 52 four-
week problems are solved, spanning a time horizon of 55 weeks. The procedure
for computing the VSP requires considering different types of problems:

1. solve the 52 four-week stochastic problems, where in each problem the first-
stage values of the stochastic parameter are the realized ones; compute the sum,
over the 52 problems, of the profit pertaining to the first week (PSTOCH);

2. solve the 52 four-week mean value problems; compute the sum, over the 52
problems, of the profit pertaining to the first week (PEV);

3. solve the 52 four-week deterministic problems where the stochastic parameters
are assigned their realized values; compute the sum, over the 52 problems, of
the profit pertaining to the first week (PPIR);

4. solve the 55 week deterministic problem where the stochastic parameters are
assigned their realized values; compute the sum of the profit pertaining to the
first 52 weeks (PPI).

Problem types STOCH, EV and PIR are solved R = 52 times and the VSP is
assessed on the basis of the ratios

PSTOCH

PPI
;

PEV

PPI
;

PPIR

PPI
: ð19Þ

In the hydro-wind coordination problem the subsequent problems to be solved,
as uncertainty is revealed, must all consider a time horizon up to the end of the
day, as constraint (4) requires that in every scenario the storage volume of res-
ervoir j at the end of the last hour of the planning period is bounded below by vj;T .
Table 5 shows how the time horizon has been divided in stages (sets Tr

k ) in each of
the problems considered. The profit values PSTOCH ;PEV and, PPI , are defined as

PSTOCH ¼
XR

r¼1

X

t2Tr
1

ðkt � sellt;1 � lt � buyt;1Þ ð20Þ

PEV ¼
XR

r¼1

X

t2Tr
1

ðkt � sellt;1 � lt � buyt;1Þ ð21Þ

PPI ¼
X24

t¼1

ðkt � sellt;1 � lt � buyt;1Þ: ð22Þ

As all problems must consider a time horizon up to the end of the day, the profit
value computed by the problem type PIR coincides with that computed by the
problem type PI. Note that in problem type PI the 24 h can be thought as all
belonging to node 1. The values PSTOCH and PEV express the total daily profit that
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the power producer obtains if he reschedules his own production decisions, as new
information becomes available, by the stochastic model and by the mean value
model respectively. The value of PPI represents the profit that the power producer
would obtain if he had perfect knowledge of the future.

5 Numerical Results

In this section we discuss the numerical results obtained by solving the stochastic
model on the previous discussed cases studies. The simulation framework is based
on ACCESS 2000, for data input, on EXCEL 2000 and MATLAB release 12, for
data output, and on GAMS release 21.5, for modeling and solving the optimization
problem by using the CPLEX solver. In both the cases considered, the hydro
system is composed by one cascade with three reservoirs and three hydro plants,
one of these is a pumped storage hydro plant as shown in Fig. 2 (see Tables 2
and 3 for input data of the hydro system).

5.1 Case Study 1

In case study 1 the uncertainty on the hourly wind power production is represented
by the scenario tree in Fig. 1, characterized by an initial stage comprising 1 h,
followed by three proper stages (i.e. stages with branching) of three, eight and
twelve hours respectively. In each node the following information are contained:
the node number n; 1� n� 40, the forecast on wind power production in hours
t 2 Tk (i.e. in the hours associated to the stage which node n belongs to) and the

Table 2 Hydro reservoir data: capacity, initial and minimum final storage volumes, natural
inflow

Reservoir �vj vj;0 vj;T Fj;t

V1 1,000 100 0 1
V2 2,000 1,000 500 1
V3 2,000 1,000 500 1

Table 3 Hydro arc data: energy coefficient and capacity

Arc ki �qi

c1 1.0 100
c2 -1.7 50
c3 1.1 150
c4 0.9 120
c5 0.0 50
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node probability pn. The hourly wind power production values at each node n have
been generated on the basis of the forecasting procedure based on quantile
regression method on prediction errors described in the previous section. As
already mentioned we have constructed a balanced tree where all nodes at the
same stage have the same probability. In Fig. 13 we report the difference along
the various scenarios of the wind power obtained by quantile regression method
and the measured wind power production.

We use the procedure suitable for multi-stage problems described in the pre-
vious section, based on the idea of reproducing the decision process as the
uncertainty reveals.

Table 4 illustrates the ex-ante comparisons of deterministic and stochastic
models using the two types (ARIMA and quantile regression) of scenarios.

A large difference appears in the value of MVSS for the two types of scenarios.
This may suggest that the quantile regression scenarios describe better the vola-
tility in wind power production along time. Indeed, from Figs. 9 and 11 it can be
noticed that the scenarios produced by the quantile regression approach are less
concentrated around the average scenarios, that is more extreme situations may be
represented.

Another measure of the role of randomness of the model parameters is given by
the Expected Value of Perfect Information (EVPI) (see [31]). EVPI is defined as
the difference between the expected value of the wait-and-see solution (WSS),
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Fig. 13 The difference between the wind power obtained by quantile regression along the
scenarios and the measured wind power

Table 4 Table containing the MVSS for the two types of scenarios

Profit value (in Euro) Quantile regression scenarios ARIMA scenarios

EV model 3,701.27 3,672.73
HNS model 3,626.65 3,669.87
MEEV model 1,714.97 3,612.03
MVSS 1,911.68 57.84
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computed by finding the optimal solution for each possible realization of wind
power production, i.e. for each scenario, and the optimal objective value of the
stochastic model, HNS, as follows:

EVPI ¼ WSS� HNS ð23Þ

For the quantile regression scenarios, EVPI ¼ 3657:39� 3626:65 ¼ 30:74, this
means that one should be willing to pay 30.74 in return for complete information
in advance about the wind power production, which represents about 1 % of the
optimal profit.

This case study shows that the quantile regression technique is appropriate to
describe the uncertainty of wind power production.

5.2 Case Study 2

The advantage of using the stochastic model with respect to the mean value model
may also be assessed on the basis of realized wind power production values and
this is the aim of this section. We perform further testing of the stochastic model
described in Sect. 2 in order to produce ex-post performance evaluation as
described in Sect. 4.2. Based on the results of case study 1, we focus our analysis
on the scenario tree obtained by the quantile regression method.

In this case study the wind power production of the first 3 h of the planning
period is assumed to be known. Every three hours the scheduling model is solved
on a time horizon up to midnight. The three problem types (STOCH, EV, PI) are
solved 8 times on a time horizon with a decreasing number of hours. Each instance
consists of a first-stage of 3 h and successive stages as described in Table 5.

The scenarios are generated by the regression quantile technique described in
Sect. 3.1, where each stage follows the scheme in Table 5. For the configuration
corresponding to r = 1, we get the following ex-ante measures MVSS = 35.34 and
the EVPI is in percentage 46.80. This result has been obtained considering a higher
load demand. We note that they go in opposite direction with respect to case study
1 where a better value of MVSS was obtained together with a worst value of EVPI
obtained when the load was lower. We compute the MVSS and EVPI for various
load values and we report for an intermediate load value the following results:
MVSS is 28.83 and EVPI in percentage equals to 48.98.

Table 6 reports the values obtained by the three problem types.
If we assume as a basis for the high load the optimal profit PPI ¼ 1332:83 for

the 24 h coming from realized wind production, we can compute the following
percentages

PSTOCH

PPI
¼ 90:75 %;

PEV

PPI
¼ 59:56 %: ð24Þ
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Analogously, if we assume as a basis for the intermediate load the optimal profit
PPI ¼ 1452:83 for the 24 h coming from realized wind production, we can com-
pute the following percentages

PSTOCH

PPI
¼ 96:64 %;

PEV

PPI
¼ 70:07 %: ð25Þ

The ex-post performance measures confirm a strong superiority of the sto-
chastic approach with respect to the mean value model.

6 Conclusions

In this chapter we have introduced a stochastic multi-stage linear model for the
daily hydro-wind power system scheduling problem with scenarios on hourly wind
power production. In order to study the influence of scenario generation on the
optimal solution, we studied two approaches for scenario generation, the quantile
regression and the autoregressive integrated moving average techniques. We got,
from the value of stochastic solution, that the quantile regression scenarios
describe the uncertainty better than the ARIMA scenarios. We also give two types
of performance measures of the multi-stage stochastic model, the ex-ante and the
ex-post measures. We show the difference among the two measures and discuss a
case where the ex-post measures gives further information.

Table 5 Elements of sets Tr
k used in the computation of VSP

r Tr
1 Tr

2 Tr
3 Tr

4 Number of
scenarios

1 {1, 2, 3} {4, 5, 6} {7, …, 12} {13, …, 24} 27
2 {4, 5, 6} {7, 8, 9} {10, …, 15} {16, …, 24} 27
3 {7, 8, 9} {10, 11, 12} {13, …, 18} {19, …, 24} 27
4 {10, 11, 12} {13, 14, 15} {16, …, 18} {19, …, 24} 27
5 {13, 14, 15} {16, 17, 18} {19, 20, 21} {22, 23, 24} 27
6 {16, 17, 18} {19, 20, 21} {22, 23, 24} – 9
7 {19, 20, 21} {22, 23, 24} – – 3
8 {22, 23, 24} – – – 1

Table 6 Optimal profit for stochastic model, mean value model, perfect information model

Load PSTOCH PEV PPI

High 1,209.48 793.89 1,332.83
Intermediate 1,404.08 1,017.98 1,452.83
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Grid Integration of Wind Power Systems:
Modeling of Wind Power Plants

Mithun Vyas, Mohit Singh and Surya Santoso

Abstract In the United States, wind power is expected to make up a significant
portion of future generation portfolios. A scenario in which wind power will supply
20 % of U.S. peak demand by 2030 has been examined and found feasible [1].
A challenge facing power system planners and operators, in the near future, is the grid
integration of large amounts of wind power. To determine the impacts of large wind
power plants on system stability, reliable computer models are necessary. However,
wind turbine models are not readily available in most dynamic simulation software.
The diversity and manufacturer-specific nature of technologies used in commercial
wind turbines exacerbates the modeling problem. A solution to this problem is to
develop a generic, manufacturer-independent modeling framework that can be
implemented in any software capable of simulating power system dynamics.

1 Introduction

1.1 Motivation

In the United States, wind power is expected to make up a significant portion of
future generation portfolios. A scenario in which wind power will supply 20 % of
U.S. peak demand by 2030 has been examined and found feasible [1]. A challenge
facing power system planners and operators, in the near future, is the grid inte-
gration of large amounts of wind power. To determine the impacts of large wind
power plants on system stability, reliable computer models are necessary. How-
ever, wind turbine models are not readily available in most dynamic simulation
software. The diversity and manufacturer-specific nature of technologies used in
commercial wind turbines exacerbates the modeling problem. A solution to this
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problem is to develop a generic, manufacturer-independent modeling framework
that can be implemented in any software capable of simulating power system
dynamics. This chapter describes the development of generic models for:

1. A fixed-speed wind turbine,
2. A wind turbine employing the principle of rotor resistance control, and
3. A turbine with a doubly-fed induction machine employing flux-vector control

(DFIG).

The focus of this chapter is on wind turbines which use induction generators,
since they comprise the largest installed base of wind turbines and also have more
significant effects on the bulk power system than other machines. A detailed
description of the wind turbine models is provided along with details of their
implementation on two different software platforms, widely used in industry and
academia namely PSCAD/EMTDC and MATLAB/SIMULINK. While the central
purpose of these models is to study the interaction between the wind turbine and
the power system, they may also be used to examine the interaction of aerody-
namic, mechanical, and electrical functions within the wind turbine.

1.2 Wind Turbine Technologies

Fixed-speed wind turbines are so named because they operate with less than 2 %
variation in turbine rotor speed. They employ squirrel-cage induction machines
directly connected to the power grid. The rotor blades are attached to the hub at a
fixed pitch, and are designed in such a manner that the air flow over the blades
changes from streamline flow to turbulent flow at high wind speeds. This limits the
kinetic power extracted from the wind at high wind speeds in order to protect the
induction machine and drive train between overheating and overspeeding.
Turbines using this design are known as stall-regulated. A side-effect of stall
regulation is that energy capture from the wind is sub-optimal. In contrast, vari-
able-speed wind turbines are designed to operate at a wide range of rotor speeds.
The rotor speed may vary with the wind speed, or with other system variables,
depending on the design employed. Typically in variable-speed turbines, the
blades are not rigidly fixed to the hub, and can be rotated a few degrees to turn
them out of or into the wind. Additional speed and power controls allow these
turbines to extract more energy from a wind regime than would be possible with
fixed-speed turbines. For DFIG turbines, power converters are needed to interface
the wind turbine and the grid. One important advantage of converter-based
systems is that they allow independent real and reactive power control.

Fixed-speed wind turbines are low-cost, robust, reliable, simple to maintain,
and proven in the field [2]. A large number of fixed-speed wind turbines have been
installed over the past decade-and-a-half, and more continue to be installed [3].
While variable-speed wind turbines form the bulk of new installed capacity, a
niche for fixed-speed wind turbines still exists. Therefore, it can be expected that
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fixed-speed wind turbines will continue to play a role in the power systems of the
future. While there are many wind turbine dynamic models available in the literature,
the focus is largely on modeling variable-speed wind turbines [4–9]. These models
often oversimplify the mechanical drive train and aerodynamics, since the aim is to
evaluate power and rotor speed control mechanisms. In the model developed here, a
modular approach is used to represent each of the turbine’s functions. One block
represents the aerodynamics, another the mechanical drive train, and a third repre-
sents the electrical generator. A control block may also be included. The blocks are
integrated to form the complete wind turbine model, which is implemented in
PSCAD/EMTDC and MATLAB/SIMULINK. This model is a platform on which
more advanced variable-speed wind turbine models can be developed.

Variable-speed turbines use wound-rotor induction machines as generators, and
control over output power is achieved through control of the rotor resistance, or
through the use of power electronic converters in the rotor circuit in DFIG tur-
bines. This chapter explains the principle behind rotor resistance control in detail,
and discusses different control strategies for achieving optimal power extraction.
The DFIG technology is also discussed and a model is developed and validated
using available wind power plant field data.

1.3 Background on Wind Turbine Modeling

Modeling of wind turbine generator systems (WTGS) can be broadly classified
into:

1. Static modeling
2. Dynamic modeling

Static models of WTGS can be used for steady state analysis or quasi-steady
state analysis such as load flow studies, power quality assessment, short circuit
calculations whereas a dynamic model of WTGS is needed for various types of
system dynamic analysis e.g. stability study, control system analysis, optimization
techniques to mention just a few. Considering the static models of a WTGS, they
are characterized by a simple voltage source (V), a voltage and real power source
(V, P) or a real and reactive power source (P, Q). The choice of model used
depends on specific application and the type of WTGS [10]. The tree diagram of
Fig. 1 shows the model types and their applications. In this chapter the focus is on
functional models designed for studying transient stability.

In general, a WTGS can be equipped with either a synchronous or asynchro-
nous generator, it can be directly connected to the grid or connected through a
power electronic converter. It may use aerodynamic torque control (blade pitching,
stall control) and/or generator torque control (varying the rotor resistance, flux-
vector control) for output power optimization. The possibilities stated give rise to a
very general model framework, whose block diagram in shown in Fig. 2. This
general framework is used to represent each wind turbine technology that is
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modeled in this chapter, with suitable modifications for each technology. This
general framework is software-independent. In this chapter, each block of the
framework is discussed. The physical theory behind each block is presented, and
implementation of each block is also described. The development of the complete
models is achieved by combining these blocks.

Machine model 
types

Steady state 
models 

(V),(P,V),(P,Q)

• Analysis of voltage variation
• Analysis of load flow
• Analysis of short circuits

• Analysis of transient stability
• Analysis of small signal stability
• Analysis of transient response
• Analysis of steady state waveforms
• Synthesis control
• Optimization

• Analysis of start up transient
• Analysis of load transient effects
• Analysis of fault operation
• Analysis of harmonics

Transient state 
models    

(dynamic 
models)

Functional 
models

Mathematical              
physical models

Fig. 1 Model types and their applications

Turbine 
rotor

Gear 
train

Generator

Grid side converterRotor side 
converter

Grid

Asynchronous/
synchronous

3-  voltage 
source

Controls rotor geometry 
(blade pitch angle)

Converter controlTurbine control

Low 
speed 
shaft

High 
speed 
shaft

Optional Gear Train

Optional Controls and Converters

Incident Wind

Fig. 2 Functional block diagram for a generic wind turbine generator system
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1.4 Chapter Organization

In the next section, the theory behind the blocks comprising the general framework
is discussed. The following section describes the implementation of the wind
turbine models for each of the three technologies mentioned previously, using the
general framework. The implementation is carried out using PSCAD/EMTDC and
MATLAB/SIMULINK platforms. The practical modeling issues, such as tuning of
controllers for the various subsystems, are also discussed in this section. This
section also includes the modeling of a DFIG WTGS with validation.

2 Modeling Concepts and Related Theory

Wind turbines are designed to capture the kinetic energy present in wind and
convert it to electrical energy. An analogy can be drawn between wind turbines
and conventional generating units which harness the kinetic energy of steam. From
a modeling standpoint, a fixed-speed wind turbine consists of the following
components:

1. Turbine rotor and blade assembly (prime mover)
2. Shaft and gearbox unit (drive-train and speed changer)
3. Induction generator
4. Control system

The interaction between each of the components listed above determines how
much kinetic energy is extracted from the wind. Figure 3 illustrates the interaction
between the wind turbine components in a basic fixed speed wind turbine. Mod-
eling of the electrical subsystems is fairly straightforward, as power system
modeling software usually includes a built-in induction machine model. However,
modeling of the aerodynamics and mechanical drive-train is more challenging.
These components are modeled based on the differential and algebraic equations
that describe their operation. The following subsections describe the modeling of
the four components listed above.

2.1 Aerodynamic Model

The aerodynamic block consists of three subsystems: tip-speed ratio calculation,
rotor power coefficient (Cp) calculation, and aerodynamic torque calculation. Wind
speed (Vwind) and pitch angle (b) are user-defined inputs. Since the model is
intended to study the dynamic response of wind turbines to grid events, the
assumption is usually made that the wind speed stays constant during the grid
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event. However, the models allow the wind speed input signal to be set to any
value at the start of the simulation run-time and also to be modified during the run.
It is also possible to use a time-series of actual wind speed data.

2.1.1 Power Available in Wind Stream and its Extraction

The kinetic energy (KE) in any object of mass m moving with a velocity v is given
by

KE ¼ 1
2

mv2 ð1Þ

A wind turbine is an electromechanical energy conversion device, that captures
kinetic energy available from wind. This kinetic energy is turned into mechanical
energy of the rotor and eventually into electrical energy from the generator. Power
available in moving air is given as follows

Pwind ¼
dðKEÞ

dt
¼ 1

2
m0v2 ð2Þ

where m0 is the mass flow rate. For a wind turbine rotor sweeping an area A of
radius R, power available in that area is given by Eq. (3)

Pwind ¼
1
2
qAv3 ð3Þ

where q is the air density, A = pR2 and v is the velocity of the moving air particles
or in general wind. To determine the power extracted by a wind turbine rotor, Betz
model (1926) is widely used. Betz model is not only used to find the power from
an ideal turbine rotor, but also to find the thrust of the wind on the ideal rotor and
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Fig. 3 Block diagram for a fixed-speed stall-regulated wind turbine

158 M. Vyas et al.



the effect of the rotor operation on the local wind field. This simple model is based
on linear momentum theory. The analysis assumes a control volume whose
boundaries are the surface of a stream tube and its two cross sections. The turbine
in the analysis is represented by a uniform actuator disk or converter which creates
a discontinuity of pressure in the stream tube of air flowing through it. Betz
analysis further assumes that [12].

• Air is homogeneous, incompressible and has achieved steady state fluid flow,
• There is no frictional drag,
• Number of blades on the rotor are infinite,
• Uniform thrust occurs over the disk or rotor area,
• A non-rotating wake, and
• The static pressure far upstream and far downstream of the rotor are equal to the

undisturbed ambient static pressure;

Figure 4 shows the wind flow conditions for an energy converter. The power
extracted from wind using such a converter, is given by the difference in moving
air particle power before and after the converter. The power extracted by the
energy converter is given by Eq. (4)

Pextracted ¼ Pwind1 � Pwind2 ¼
1
2
qðA1v3

1 � A2v3
2Þ ð4Þ

Figure 4 describes the change in wind velocity before and after the converter.
To achieve ideal efficiency in energy conversion it is required that the air velocity
after the converter (v2) becomes zero. This is physically impossible, because that
would render a need for the wind velocity before the converter to be zero and the
air to be still. A more practical energy converter, will have air pressure increase
just before the converter, which would simultaneously result in air velocity
decrease, thus exerting a force given by Eq. (5)

F ¼ m0ðv1 � v2Þ ð5Þ

Thus, the power extracted from wind is given by Eq. (6)

Pextracted ¼ Fv0 ¼ m0ðv1 � v2Þv0 ð6Þ

Fig. 4 Wind flow conditions before and after the converter

Grid Integration of Wind Power Systems 159



By comparing the two equations obtained for Pextracted [Eqs. (4)–(6)], and
assuming that the mass flow rate through the converter is constant, the air velocity
through the converter is the average wind velocity v0 ¼ 1

2 ðv1 þ v2Þ. Then the power
extracted from the converter can be computed as

Pextracted ¼
1
4
qAðv2

1 � v2
2Þðv1 þ v2Þ ð7Þ

The term rotor power coefficient can now be defined (since, Pextracted\Pwind) as
follows

Cp ¼
Pextracted

Pwind
ð8Þ

It is the ratio of power extracted from the rotor to the power available from
wind, also known as rotor performance coefficient and sometimes referred as Betz
factor. As described earlier, Betz created a (1D) model based on linear momentum
theory, along with some assumptions for the analysis. The power coefficient can
achieve a maximum value of 0.593, when v2

v1
¼ 1

3. This is the maximum theoreti-

cally possible value of Cp. Due to aerodynamic losses, actual value of power
coefficient never achieves 0.593. In practice three effects are accounted for
decrease in maximum achievable value of Cp.

1. Rotation of wake behind the rotor
2. Finite number of possible rotor blades and their associated tip losses, and
3. Non-zero aerodynamic drag [12]

In the next section, the relation between Cp and tip speed ratio (kr) at a par-
ticular value of blade pitch angle (b) will be presented. This relation can be used to
develop Cp - kr curves. These are used to determine the rotor power for any
combination of wind speed and rotor speed. These curves provide immediate
information on the maximum value of Cp and optimum tip speed ratio. The data
for such a relationship is found from turbine tests and modeling [12].

2.1.2 Relation of Power Coefficient with Pitch Angle
and Tip Speed Ratio

An empirical relation between Cp (rotor power coefficient), tip speed ratio (kr) and
blade pitch angle (b) is used for developing a look-up table that provides a value of
Cp for a given value of wind speed and tip speed ratio. Blade pitch angle can be
defined as the angle between the plane of rotation and blade chord line. Tip speed
ratio is defined as the ratio of the blade-tip linear speed to the wind speed [12]

kr ¼
xrotR

v1
ð9Þ

where R is the rotor radius and xrot is the angular velocity of the rotor.
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Shown below is one such empirical relation between Cp, kr, and b. Equation
(10) is used to generate a look-up table for Cp. When provided with the values of kr

and b, the corresponding value of Cp can be found. The CpðkrÞ curve obtained
from the equation works only for positive values of pitch angle b.

Cpðk; bÞ ¼ c1 c2
1
K
� c3b� c4b

x � c5

� �
e�c6

1
K ð10Þ

1
K
¼ 1

kþ 0:08b
� 0:035

1þ b3 ð11Þ

while the coefficients c1 � c6 are proposed as equal to : c1 ¼ 0:5; c2 ¼ 116; c3 ¼
0:4; c4 ¼ 0; c5 ¼ 5; c6 ¼ 21 [10]. Once, Cp is determined, aerodynamic torque of
the rotor can be computed using Eqs. (3), (8) and (12). A mechanical model for the
drive train developed in next Sect. 2.1.3 is used to determine the angular speed of
the generator, xgen and angular speed of the turbine rotor, xrot. For all the models
developed xgen is provided as an input to the induction machine.

Pextracted ¼ srotxrot ð12Þ

Figure 5 shows the Cp versus kr characteristics obtained from Eq. (10), note that
only positive values of blade pitch angle can be used with these curves.

2.1.3 Blade Pitching

Blade pitch angle control is used to directly vary the power coefficient of a wind
turbine. As it determines the operating power coefficient, it can be effectively used
to control the mechanical output power of the rotor. A reduction in mechanical
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power of the rotor can be achieved by reducing or minimizing the angle of attack
above its critical value. By limiting the power coefficient, power extracted from
the wind is limited. This kind of power control is also known as pitch control.
Pitch control can be used to serve different purposes such as

• Optimizing the power output of the wind turbine, by maximizing the mechanical
power output for a given wind speed, this is generally applied for low and
moderate wind speeds below rated wind speed.

• Preventing excess mechanical power output in strong winds above rated wind
speeds. This keeps a check on the mechanical power and keeps it below the
rated value in strong winds.

• To prevent disconnected wind turbines from turning [11].

There are two common ways in which pitch angle control can be used for
regulating the power output of wind turbines

• Active pitch control: For variable-speed pitch-regulated wind turbines, wind
turbine operation and power output can be affected either by speed changes or
blade pitch angle changes. Below rated power, such machines operate at variable
speed to optimize the tip speed ratio at fixed pitch. After rated power output is
achieved generator torque control is used to maintain output power, while pitch
control is used to maintain rotor speed. At high wind speeds, power output of the
generator can be maintained constant, with an increase in rotor speed. This
increased energy available from the wind is stored as kinetic energy in the rotor.
This results in reduced aerodynamic torque and thus deceleration of the rotor.
If the wind speed continues to remain high, aerodynamic efficiency of the rotor
can be reduced by changing the pitch, resulting in reduced rotor speed.

• Passive pitch control : In case of passive control wind speed is used to provide
the actuator power, which adjusts the blade pitch angle to shape the power curve
of the wind turbine. In such wind turbine designs, the effects of change in rotor
speed or wind speed are related to change in blade pitch angle.

2.2 Mechanical Drive Train Model

The drive train of a wind turbine generally consists of turbine rotor, low speed
rotor shaft, gearbox with transmission ratio a, high speed shaft of the generator and
the generator itself (either synchronous or induction). In case of wind turbines
using synchronous generators, usually the design calls for a generator with a high
pole count, thus reducing the mechanical speed of the generator shaft. The gearbox
can then be omitted from the drive train. More than 90 % of the drive train
moment of inertia is accounted for by the rotor (blades and hub) [10]. The gen-
erator accounts for 6–8 %, while the remaining parts account for 2–4 % of the
total moment of inertia. Since the generator’s torsional stiffness is very high,
approximately two orders of magnitude higher than that of the rotor shaft, and
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about fifty times higher than the hub with blades, the torsional vibration on the
drive train elements cannot be ignored. Their characteristics (frequency and
amplitude) can affect wind turbine performance. Hence, it is impossible to model
the drive train as a lumped single mass. Typically the masses of the rotor and the
generator are much larger than the mass of the gearbox. If we neglect the mass of
the gearbox, the properties (stiffness constant and torsional constant) of the two
shafts can be combined into one equivalent shaft resulting in a two-mass model as
shown in Fig. 6. Moreover, the equivalent shaft of the two-mass model is not
infinitely stiff, and thus the model cannot be generally reduced to a one-mass
model. Hence, a two-mass model is preferred.

Note from Fig. 7 that the aerodynamic torque from the rotor is counteracted by
the electromagnetic torque from the generator. Also note from Fig. 6 that rotor
speed xrot, torque srot and moment of inertia Jrot are all referred to the generator
side using the gear transmission ratio a.

By balancing the torque for each mass, differential equations formed can be
solved to determine the rotor, generator speeds xrot and xgen respectively. For
each rotating mass, the product of moment of inertia J and angular acceleration h00

must equal the sum of the torques acting on the mass.
For the turbine rotor torque, equation can be written as

JTh00T ¼ sT � BeqvðxT � xGÞ � KeqvðhT � hGÞ ð13Þ

Aerodynamic 
torque

Jrotor

Jgen

N1

N2

Krotor, Brotor

Kgen, Bgen

Electromagnetic 
torque

Rotor inertia referred 
to the generator side

KT, BT

Kgen, Bgen

JT

Jgen

Fig. 6 Two-mass model for the drive train

Fig. 7 Two-mass model for
the drive train with opposing
torque action
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For the generator torque, equation can be written as

JGh00G ¼ �sG þ BeqvðxT � xGÞ þ KeqvðhT � hGÞ ð14Þ

subscript T used in Eqs. (13) and (14) denotes the rotor parameters referred to the
generator side of the gearbox and subscript G denotes generator parameters.

2.3 Modeling of Induction Machines

The induction machine has typically been favored for use in wind turbines due to
the fact that induction generators do not need to be synchronized with the grid.
Since wind turbines operate under varying wind speed conditions, resulting in
varying shaft speeds, conventional synchronous generators cannot be easily used
for this application. In a conventional synchronous machine connected to a steam
turbine, it is possible to control real and reactive power output independently of
each other by varying the steam flow rate and the excitation respectively. This
decoupling effect cannot be achieved in fixed-speed and rotor-resistance control
based technologies. In a DFIG turbine, the decoupling of real and reactive power is
achieved through the use of power electronics and flux-vector control. In this
subsection the considerations for modeling an induction machine and the concept
of flux-vector control are introduced.

2.3.1 Introduction

The winding arrangement of a conventional 2-pole, 3-phase, wye-connected
symmetrical induction machine is shown in Fig. 8. The stator windings are iden-
tical with equivalent turns Ns and resistance rs. The rotor windings can be
approximated as identical windings with equivalent turns Nr and resistance rr. The
model assumes the air-gap is uniform and the windings are sinusoidally distributed.

In Fig. 8, the winding of each phase is represented by an elementary coil. One
side of the coil is represented by a � indicating that the assumed positive direction
of current is down the length of the stator (into the plane of the paper). The other
side of the same coil is represented by a � which indicates that the assumed
positive direction of current is out of the plane of the paper. The axes as, bs and cs
represent the positive directions of the magnetic fields produced due to the currents
flowing in the stator windings of phase a, b and c respectively. These directions are
obtained using the right hand rule on the phase windings. Similarly axes ar, br and
cr with respect to the rotor windings are shown. These rotor axes are fixed to the
rotor and rotate with it at an angular velocity of xr. The angular displacement of
the rotor with respect to the positive as axis is hr. In the stationary abc reference
frame, the relationships between voltages, currents and flux linkages of each phase
for this machine can be written from Fig. 9.
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2.3.2 Reference Frame Theory and the Clarke and Park Transforms

It is known that for rotating machine inductances are functions of the rotor speed,
due to which the coefficients of the differential equations (voltage equations)
describing machine operation vary with time, except when the rotor is stationary.
It is difficult to develop machine models that can be used for dynamic studies,
using these complex equations. These time-varying equations can be written in a
time-invariant form by choosing a frame of reference that is rotating at the
appropriate speed. Referring machine variables to a rotating frame can, not only
reduce the complexity of modeling the machine but also serve as a tool for better
understanding of machine operation. Two such transformations to be used for

Fig. 8 Schematic winding diagram

Fig. 9 Equivalent circuit (2-pole, 3-phase, wye-connected IM)
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developing a doubly-fed induction generator based wind turbine model are the
Clarke and Park transforms. These are two different transformations used to
achieve independent active and reactive power control for induction generators.
When used in conjunction, these transforms convert stator abc quantities to a - b
quantities (stationary two axis frame also known as (a - b) frame—Clarke
transform) and eventually to the rotating qd0 frame (Park Transform) as shown in
Fig. 10.

Transformation from abc Frame to qd0 Frame

In the stationary abc reference frame, the relationships between the voltages,
currents and flux linkages of each phase for an induction machine can be written as
follows:

~Vabcs ¼~rs~iabcs þ
dð~kabcsÞ

dt
ð15Þ

~V 0abcs ¼~rs~i
0
abcs þ

dð~k0abcsÞ
dt

ð16Þ

where, k is the flux linkage, subscripts s and r stand for variables and parameters
associated with the stator and rotor side respectively, Eq.(16) represents machine
parameters when referred to the rotor side. The flux linkages in the Eqs. (15)–(16)
can be written as

~kabcs ¼~Lsr~iabcs þ~L0sr
~i0abcr ð17Þ

~k0abcr ¼~L0Tsr
~i0abcs þ~L0r~i0abcr ð18Þ

Fig. 10 Block diagram for abc-ab-qd0 transform used for DFIG
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The resultant voltage equations from Eqs. (15)–(18) are as follows

~Vabcs ¼ ~rs þ
d~Lsr

dt

 !
~iabcs þ

d~L0sr

dt
~i0abcr ð19Þ

~V 0abcr ¼
d~L0Tsr

dt
~i0abcs þ ~r0r þ

d~L0r
dt

 !
~i0abcr ð20Þ

As can be seen in Eqs. (19) and (20) voltages, inductances and currents are in
the stationary abc reference frame. They are thus time-variant. Analysis and
modeling of time-variant equations is cumbersome. Using the Clarke and Park
transforms these time-variant quantities can be converted into time-invariant
quantities. Applying Park transform, the abc frame quantities are converted in qd0
frame quantities. qd0 frame is rotating at the synchronous frequency.

~Vqd0s ¼~rs~iqd0s þ xqds
~kdqs þ

d~kqd0s

dt
ð21Þ

~V 0qd0r ¼~r0r~i0qd0r þ ðxs � xrÞ~k0dqr þ
d~k0qd0r

dt
ð22Þ

where xs and xr are the rotational speed of the synchronously rotating qd0 frame
and rotor frame respectively.

A wound rotor induction machine can be represented in a synchronously
rotating qd0 reference frame as described above. Assuming that the stator currents
are balanced, a resultant stator magnetic field (Htotal) with a constant magnitude
and rotating at synchronous speed (xs) is produced [13]. Using Clarke’s transform,
hs can be obtained and qd0 frame rotated at synchronous speed xs. Now, since the
angular speeds of the stator magnetic field and the qd0 rotating frame are identical,

stator magnetic field vector ~ktotal is fixed with respect to the q- and d-axes of the
qd0 rotating frame. If the q-axis of the rotating qd0 frame is oriented in such a

manner, so that it aligns perfectly with the~ktotal, field along the q-axis would be of
zero magnitude. Figure 11 shows MATLAB plots for the stator magnetic field in
stationary abc, ab and rotating qd0 frames. Figure 12 shows the alignment of
equivalent stator flux along the q-axis.

Since, ktotal is aligned along the q-axis,

kqs ¼ ktotal ð23Þ

and

kds ¼ 0 ð24Þ

substituting Eqs. (23)–(24) in Eqs. (21)–(22), Vds and Vqs are obtained

Vds ¼ �xskqs ¼ xsktotal ¼ constant ð25Þ
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and

Vqs ¼ 0 ð26Þ

From Eq. (25) speed of the stator field xs is constant, hence Vds is time invariant
and Vqs is almost negligible, with kds ¼ 0, the stator q-axis current can be obtained
as

iqs ¼
kqs � Lmi0qr

Lls þ LM
ð27Þ

Similarly, the stator d-axis current can be obtained as

ids ¼
�Lmi0dr

Lls þ LM
ð28Þ

From these results it can be seen that the stator currents are linearly dependent
on the rotor currents. Inductance and flux quantities in Eqs. (27) and (28) are time-
invariant, thus the stator qd0 axis currents can be controlled by adjusting the rotor
q-axis and d-axis currents appropriately. The next step is to show that the real and
reactive power output of the machine can be decoupled, and control over real and
reactive power can be achieved through controlling rotor q- and d-axis currents
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respectively. The real and reactive power in the stator windings can be derived as
follows:

S ¼ VsI
�
s ð29Þ

Vs ¼ Vqs þ jVds ð30Þ

Is ¼ Ids þ jIqs ð31Þ

Thus, apparent power S is given by

S ¼ Ps þ jQs ¼ ðVqsIds þ VdsIqsÞ þ jðVdsIds � VqsIqsÞ ð32Þ

Ps ¼
3
2
ðVqsids þ VdsiqsÞ ð33Þ

Qs ¼
3
2
ðVdsids � VqsiqsÞ ð34Þ

Since, Vqs ¼ 0, Eqs. (33) and (34) can be written as

Ps ¼
3
2

Vdsiqs ð35Þ

Fig. 12 Aligning equivalent
stator flux ktotal along q-axis
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Qs ¼
3
2

Vdsids ð36Þ

From Eqs. (35), (36), (27) and (28) active and reactive power equations can be
simplified as follows

Ps ¼
�3
2

xskqs

kqs � Lmi0qr

Lls þ LM

� �
ð37Þ

Qs ¼
3
2
xskqs

Lmi0dr

Lls þ LM

� �
ð38Þ

From Eqs. (37)–(38) it can be noted that, quantities like kqs, xs, Lls, LM, Lm are
all time invariant quantities, thus Eqs. (37)–(38) can be further simplified as

Ps ¼ ðkps1 � kps2Þi0qr ð39Þ

Qs ¼ kqsi
0
dr ð40Þ

where kps1, kps2, kqs are the respective constants of active and reactive power
equations. It can be clearly seen from Eqs. (39)–(40) that stator active power Ps

can be independently controlled by q-axis rotor current, while stator reactive
power Qs can be independently controlled by d-axis rotor current in an induction
machine.

3 Wind Turbine Model Development and Implementation

This section describes wind turbine models developed in PSCAD/EMTDC and
MATLAB/SIMULINK platforms. The first model developed was a fixed speed
wind turbine model, it produces rated active power at rated wind speed (one wind
speed only). As the wind turbine operates at a constant angular speed (rpm),
maximum power is obtained at one wind speed only. It should be noted that blade
pitch angle is kept constant for the model. Hence, the efficiency of such a wind
turbine at varying wind speeds is less. The blade pitch angle for such wind turbines
is a preset value, determined by wind speed in the area of installation. The blade
pitch angle at which maximum power is obtained varies for different Cp versus kr

characteristics. For simulation purposes, the rated wind speed was set at 14 m/s,
with cut-in speed of 6 m/s and cut-out speed of 20 m/s. The blade pitch angle was
set to -6.1667�. With the basic model at hand, fixed speed model is further
developed into a variable speed wind turbine model [14]. The advantage of a
variable speed wind turbine is that, the torque speed characteristics of the machine
can be manipulated, to obtain maximum/rated power at varying wind speed. To
put it very precisely, a variable speed wind turbine has larger generator speed
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variations than the fixed speed wind turbine. It is capable of producing maximum
torque, thus maximum power at different generator speeds.

To achieve rated power output above rated wind speed, different control
strategies are implemented. Now, rated power above rated wind speed can be
produced in two ways

• Pitch control
• Rotor resistance based control

In case of the first method, the operating, blade pitch angle is varied to obtain
rated power at any wind speed above rated, this method does not manipulate the
torque speed characteristics of the machine. It can be visualized as fixed speed
wind turbine, which operates at variable pitch angles achieved by calculating the
optimum pitch angle for a given wind speed and output power, and then physically
changing the rotor blade pitch angle, while the turbine is in operation. The second
method entails, more control over the torque speed characteristics of the machine,
as the rotor resistance is varied, generator speed changes, and the machine operates
with new torque speed curve depending on the output torque and thus the power
requirement.

As discussed earlier, in case of utilizing an induction machine for wind tur-
bines, it can be directly connected to the grid, or through a power electronic
converter. When the rotor and stator side of the machine are switched using
converters (rectifier and inverter), such a system is called doubly-fed induction
generator system (DFIG). Using a DFIG provides independent active (P) and
reactive (Q) power control of the machine. When using a variable-speed rotor
resistance control or variable-speed pitch control strategy, desired active power
can be obtained, but there is no control over the reactive power absorbed or
generated by the machine. In further sections, a detailed model development
procedure for fixed speed, variable speed and DFIG based wind turbine system has
been discussed. Given below is a list of wind turbine models. All models employ
induction machine, which is rated at Vll ¼ 690 V; S ¼ 1:8 MVA. A detailed
machine specification including stator and rotor resistances and inductances can be
found in the appendix section. The rated power output of the turbine was set to
1.5 MW.

The different configurations of wind turbine models, that were implemented are
listed below

• Fixed speed wind turbine model
• Variable speed wind turbine model

– Rotor resistance control

Constant power strategy
Constant current strategy

• Doubly Fed induction generator model
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3.1 Fixed Speed Wind Turbine

For fixed speed wind turbine, over the entire wind sweep from cut-in speed of 6 m/s
to cut-out speed of 20 m/s, generator speed does not vary much, hence the name
fixed speed wind turbine. The aerodynamic model developed for a fixed speed wind
turbine, is used for all the other wind turbine models. The only function of the
aerodynamic model is to provide the speed input to the generator. As the generator
speed input varies with wind speed, the power output of the generator varies
accordingly. In case of the fixed speed wind turbine, the output power profile builds
up with increase in wind speed from cut-in wind speed of 6 m/s, peaks at 14 m/s
(rated wind speed) and then drops later due to passive stalling of the rotor blades.
Figure 13 shows the specific block diagram representation of the fixed speed wind
turbine which is modeled, based on the more general diagram given in Fig. 3.
Figure 14 shows the simulation model components in PSCAD.

3.1.1 Fixed-Speed Wind Turbine Model in PSCAD/EMTDC

As can be seen from the block diagram, wind speed variable Vwind and rotor speed
xrot are used to compute the tip speed ratio (kr) given by the relation in Eq. (9),
where R = 36 m. Using kr and the a blade pitch angle as inputs to a lookup table,
corresponding value of power coefficient (Cp) is computed. The relation between
Cp, kr and blade pitch angle (b) used for all models are given in Eqs. (10) and (11).
The Cp versus kr characteristics obtained are shown in Fig. 5. Once, Cp is

Tip speed 
ratio 

calculation

Power 
coefficient 

lookup

Aerodynamic 
torque 

calculation

Two-mass 
model

Induction 
machine

Step-up 
transformer

Power grid

Vwind

r aero
Cp

gen

rot

gen

Aerodynamic model
Mechanical drive train 

model
Machine + Grid model

Fig. 13 Generic model for fixed speed wind turbine

Vwind

Lambda

Compute

wRot

Vwind

lambdawRot

Vwind
Look-up table

x
y

x

y

z
Pitch

Cp
Aero

dynamic

torque

wRot

Radius

Cp

Vwind

AeroT

Vwind
36.0

Radius
Radius

Radius

wRot

AeroT

Reffered

AeroT

Tem

wRot

wGenpu

AeroT wRot

wGenpu

TemCompute tip 
speed ratio

Aerodynamic 
torque 

Variable wind 
speed

Shaft model

Fig. 14 PSCAD simulation model for a WT

172 M. Vyas et al.



obtained, it is then used by the aerodynamic torque calculation block to calculate
the instantaneous aerodynamic torque of the rotor. Shown in Fig. 15 is the internal
block diagram of the aerodynamic torque calculation block.

Since, the rotor shaft is a low speed shaft rotating between 15 and 20 rpm, a
gear train has to be included, which is then connected to the high speed shaft of the
induction generator rotating at a base frequency of 125.667 rad/sec, for a 6 pole
machine converts to 1,200 rpm. To model the gear train, incorporating the rotor
slow speed shaft, gear train and generator high speed shaft as a two-mass model.
The two-mass model is governed by three differential equations, Eqs. (41), (42)
and (48) and a gear ratio of a = 70 was assumed. A detailed list of constants used
for modeling the gear train and the rotor, generator shafts is provided in the
Appendix section. Given below is the set of differential equations used to model
the gear train and rotor generator shafts as a two-mass.

dX1

dt
¼ xrotr � xgen ð41Þ

dxrotr

dt
¼ saeror � Beqvðxrotr � xgenÞ � KeqvX1

Jrotr
ð42Þ

dxgen

dt
¼ �sgen � Beqvðxrotr � xgenÞ þ KeqvX1

Jgen
ð43Þ

Jrotr ¼
Jrot

a2
ð44Þ

Beqv ¼
Brot

a2
þ Bgen ð45Þ

Keqv ¼
Krot
a2 Kgen

Krot
a2 þ Kgen

ð46Þ

Equations (41), (42) and (48) can be solved with initial conditions of the inte-
grator set for xrot ¼ xgen ¼ 125:66 rad=sec from Eq. (47), (48). saeror is the
aerodynamic torque referred to the generator shaft, obtained by dividing it by the
gear ratio. Jrotr is the moment of inertia of the rotor referred to the generator shaft.
Electromagnetic torque output of the induction machine sgen is converted from its
per unit equivalent by multiplying it by the rated generator torque = 15,914.67 Nm
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[refer Eq. (12)]. A negative value of sgen is applied to the two-mass model, as it
operates against the rotor torque. Before feeding xgen to the machine, it is converted
to its per unit equivalent by dividing it by the rated speed of 125.667 rad/sec.

N ¼ 120f

P
ð47Þ

xgen ¼
2pN

60
ð48Þ

where N is the generator speed in rpm, P is the number of poles and f is the
synchronous frequency.

The PSCAD machine model is directly connected to the grid. A step up
transformer connected in delta-wye is used to connect the stator terminals to a
three-/ voltage source (representing the grid). Once the model is ready, the blade
pitch angle has to be set to obtain rated power of 1.5 MW. It was observed that, a
maximum power of 1.5 MW was obtained at b ¼ �6:166�. b is then kept fixed
and rated wind speed is set at which machine outputs 1.5 MW. The model is then
run at wind speed ranging from 6 to 20 m/s. The power profile for the model is
then obtained as shown in Fig. 16.

A look at the power profile of the wind turbine shows that rated power of
1.5 MW is obtained at a fixed wind speed of 14 m/s and, fixed pitch of -6.166�.
As the wind speed varies power produced varies roughly as the cube of the wind
speed. At rated wind speed the electrical power generated becomes equal to the
rating of the turbine, and then stalling takes place above the rated wind speed. This
is achieved by making use of post-stall reduction in lift coefficient and associated
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increase in drag coefficient, which places a ceiling on the output power as wind
speed increases. As can be seen from Fig. 16 power output of the generator falls
below 1.5 MW at any wind speed above 14 m/s. It can be also noted that, the
output of the generator drops significantly almost 0.079 MW at a wind speed of
6 m/s. This stalling of the wind turbine is attributed to the increase in angle
of attack as wind speed increases, and increasingly large part of the blade enters
the stall region. The stalling effect reduces the rotor efficiency and puts a cap on
the output power. Stall regulated machines generally suffer from the disadvantage
of uncertainties in aerodynamic behavior post-stall, which can result in inaccurate
power levels and blade loading at rated wind speed and above.

For a fixed speed wind turbine, rotor speed and thus the generator speed var-
iation as wind speed varies are very less. As can be seen from Fig. 17a, b, the
generator speed reaches a maximum of 126.281 rad/sec at 14 m/s and then
decreases due to passive stalling. The overall slip variation is a maximum of
-0.49 %. Results obtained from the PSCAD model are later compared with those
from a similarly developed MATLAB/SIMULINK model to demonstrate that the
model can be implemented in different platforms.

A torque Vs slip plot for the model shows that, the torque rise is very steep. As the
wind speed increases, the generator speed does not increase, as shown in Fig. 17a it
attains a maximum value at 14 m/s. The generator torque achieves maximum value
at 14 m/s and then drops above rated speed. Figure 18 shows the torque slip char-
acteristics of the machine during the entire wind speed sweep from 6 to 20 m/s.

3.1.2 Fixed-Speed Wind Turbine Model in MATLAB/SIMULINK

For the purpose of demonstrating the generality of the model shown in Fig. 13, the
results obtained from the PSCAD/EMTDC model of fixed speed wind turbine are
compared with those from a parallel MATLAB/SIMULINK model. A similar
approach for modeling the wind turbine was used. Initially an aerodynamic model
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simulating the rotor blades, rotor shaft, gear train and generator shaft was modeled
in SIMULINK. Generator speed output xgen was then fed to a induction machine
model, working in the squirrel cage mode (rotor circuit shorted). The built-in
machine model in SIMULINK provides a number of options for machine specifi-
cations. The machine can be customized very well according to the model demand.
It provides a greater depth in terms of setting the reference frame with options of
stationary, synchronous and rotor frames. The machine stator is connected to a three
phase RLC voltage source through a delta-wye connected 0.69/34.5 kV step up
transformer. X/R ratio for the voltage source is set at 10. Figure 19 shows the
internal block diagram for the aerodynamic model developed in SIMULINK. The
results from both the models were seen to match closely.

The aerodynamic model in Fig. 20 is provided a ramp input for wind speed, the
simulation time is set for 100 s with a ramp rate of 0.14 m/s2, with an initial wind
speed of 6 m/s, which means that at 100 s, the wind speed reaches a peak of 20 m/s.
The rotor blade pitch angle is set to -5.8� and an empirical lookup table is used to
determine Cp using tip speed ratio (k) and pitch angle (b) as inputs. Once, Cp is
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determined a subsystem block calculating the power available from the wind uses
Cp to determine the power extracted from the wind and thus, the aerodynamic
torque of the rotor blades.

This input is then used in the two-mass model of the rotor shaft, gear train and
generator shaft to solve the differential equations for generator speed (xgen) and
rotor speed (xrot). The generator speed (xgen) thus obtained is then fed to the built
in asynchronous machine model in SIMULINK, with rotor circuit shorted and
neutral grounded (squirrel cage mode). The electromagnetic torque (Tem) obtained
from the machine model is then fed back to the two-mass model. Figure 20 shows
the entire SIMULINK model of a fixed speed wind turbine, a multimeter mea-
suring the stator voltage and currents is used, whose outputs are Vabc and Iabc. The
voltage and currents measured are used to determine the active and reactive power
flowing out of the stator circuit of the machine.

The active and reactive power profile obtained from the SIMULINK model of
the turbine are shown in Fig. 21. It can be seen that the active power peaks at
14 m/s, while there is no control over the reactive power generated. It remains
negative, indicating that the machine constantly absorbs some reactive power from
the grid. A typical fixed speed wind turbine power profile is obtained from the
model, which is comparable to the PSCAD model described earlier in the previous
section. After the wind speed crosses its rated value, the active power output of the
machine drops to almost 1.2 MW.

A drop similar to the active power output of the machine can be seen in the torque
profile too (see Fig. 22), at 14 m/s Tem reaches a peak value of approx -12 kNm, as
the wind speed increases beyond 14 m/s Tem drops. A look at the speed profile of the
machine, shows that it does not vary much during the entire wind speed sweep from 6
to 20 m/s it holds almost a constant value above 1,200 rpm and reaches a high of
approx 1,205 rpm, when the wind speed reaches its rated value of 14 m/s. Overall,
xgen variation with wind speed is very less. It can be observed from the torque slip
characteristics of Fig. 23, that slip reaches a maximum value of -0.49 % at a
maximum torque of approx -12,000 Nm. Thus, a peak torque (producing peak active

torque

torque

speed

speed

slip compute

speed slip

slip

slip

rpm

−K−

Vdisp 1

Vabc

Torque and speed

Three −Phase

V−I Measurement

A

B

C

a

b

c

Real power

Pout

Reactive power

Qout

Ramp

P and Q

Mean Value 1

In Mean

Mean Value

In Mean

MW/MVAR

−K−

Idisp 1

Iabc

High R in parallel

A B C

A B C

[Tgen ]

[Tgen ]

Aerodynamic model

Wind speed

Tgen

wgen

34 . 5/0.69

 kV 10 MVA 

A

B

C

a

b

c

34 .5 kV 2000 MVA

A

B

C

2 MW 0.69 kV 

Induction Machine

w

m

A

B

C

Active & Reactive Power

Vabc

Iabc
PQ

<Rotor speed    (wm)>

<Electromagnetic torque Te  (N*m)>

Active power

Reactive power

Fig. 20 Fixed speed wind turbine model in SIMULINK

Grid Integration of Wind Power Systems 177



power) occurs at only one slip or speed value of the induction machine. The working
and functional characteristics of a fixed speed wind turbine have been shown through
models built on two different platforms. The results obtained are similar in many
respects. The power profile, torque, speed and torque-slip characteristics obtained
clearly show the stalling effect after rated wind speed. With the two models at
hand, working of a fixed speed wind turbine and further grid integration of such a
turbine can be studied in detail.
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3.2 Variable Speed Wind Turbine

As described in the previous section, for a fixed-speed wind turbine, there is no
active control over the power output of the machine, once the rotor blade pitch
angle is set. In variable-speed machines however, it is possible to control the
output power using torque control. Various possible torque control methods exist
to achieve constant power output above rated wind speed in variable-speed wind
turbines. Two of these torque control methods are implemented in this chapter.
These are:

• Aerodynamic torque control
• Generator torque control

Aerodynamic torque output from the rotor is determined by tip speed ratio and
Cp, rotor geometry (blade pitch and aileron settings), wind speed, yaw error and
rotor drag. Since, there is no control over the wind speed, other parameters have
been used to control the aerodynamic torque. Any change in the tip speed ratio
changes the rotor efficiency thus changing the rotor torque. A change in rotor
geometry i.e. varying the rotor pitch angle results in a change in lift and drag forces
thereby changing the torque output. Pitching the blade can regulate the torque
output either by reducing the angle of attack or increasing it, as in case of stalling.
Rotor blades for pitch-regulated wind turbines are designed to operate at maximum
efficiency (maximum power production) for relatively high angles of attack
(Fig. 24). At these high angles of attack, change in rotor blade position (typically
moving the turbine into the stall region) is accomplished with more exact control, is
faster and results in a quieter overall operation. The downside is that inducing
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stalling from the very start results in unsteady loads, less accuracy in control, and
greater thrust on the turbine due to unsteady nature of the stalled flow.

In case of generator torque control, torque of the generator can be either
changed through the design characteristics or by the use of power converters. As
demonstrated in the fixed speed wind turbine model, grid connected generators
operate over a very small or no speed range and provide the required torque at or
near synchronous speed, which depends on the type of machine (induction or
synchronous). For a grid connected induction generator change in xgen is a small
percentage of the synchronous speed, this results in low torque spikes and softer
response. In contrast, for a synchronous generator any forced torque change results
in an instantaneous compensating torque, which can result in higher torque and
power oscillations.

An induction generator can very rapidly achieve any desired value of target
torque by the use of a power converter. The converter determines the frequency,
phase angle and value of the currents to be injected into the machine windings, this
allows the machine to be set to any desired value of torque, thus controlling the
power output of the generator.

3.2.1 Pitch Control

As explained above, aerodynamic torque control can be achieved by changing the
rotor blade geometry (blade pitch angle b) for varying wind speeds. Pitch control
is somewhat analogous to steam governor action in a synchronous machine, as
both mechanisms control the mechanical input power to the generator. It can be
visualized as fixed speed operation with an optimum pitch angle to produce
maximum power at any wind speed above rated.
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Fig. 24 Blade geometry of
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3.2.2 Rotor Resistance Control

This section describes the simulation results of a variable speed wind turbine using
PSCAD/EMTDC. PSCAD has been used to model and simulate the turbine. A
built in machine model of a wound rotor induction machine is used to implement
constant power and constant current strategy. The rotor pitch angle is set to
-6.483� (rated pitch) to obtain a maximum power output of 1.5 MW at 14.2 m/s
(rated wind speed). The wind turbine uses a 6-pole, 690 V, 1.8 MVA wound rotor
induction machine as a generator.

Constant power strategy to maintain constant power
above rated wind speed
Constant power strategy aims to maintain a constant power output of the WTGS
above rated wind speed in the stall region. It was observed for the fixed speed
WTGS, that output power falls as wind speed exceeds the rated value. With the use
of PI controllers, rotor resistance of induction machine can be varied in such a
manner, that active power output remains constant. To maintain constant active
power output, reference value of active power is compared with actual power
generated. The error signal is then fed to a PI controller. The output of the PI
controller is the new value of single phase rotor resistance. Rotor resistance value
thus calculated is equal for all three-phases. To obtain a rated slip of 2.25 %
internal rotor resistance of 0.048 X is included in the rotor circuit. Figure 25
shows the PSCAD block diagram for the PI control implemented [14].

A rated slip of 2.25 % is obtained at 14.2 m/s and 1.5 MW output power. As
the wind speed increases above the rated wind speed output power of the generator
tends to fall. To maintain the output power constant calculated value of Rext is
included in the rotor circuit, to increase the torque and thus the output power. To
calculate the exact value of Rext, actual generated power is compared with rated
power (1.5 MW) and the corresponding error is converted into per unit (base as
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rated power) and error signal is fed to the PI controller. Once the output of the PI
controller converges, Rext is obtained.

Ziegler Nichols tuning algorithm [15] was used to tune the PI controller. Tuning
of the PI controller was done as follows:

1. Critical gain Kc was found by setting a very high value of integral time constant
Ti ¼ 106 s. At critical gain Kc ¼ 0:026 the output of the PI loop starts to
oscillate sustainably, below Kc the output just manages to converge and achieve
a constant value. Further integral gain Ki can be calculated using the formula
shown. Ki ¼ 1:2�Kc

Pc
¼ 0:0226 where Kp ¼ 0:45� Kc ¼ 0:011 and Pc ¼ 0:6 s is

the oscillation period of the PI controller output. Ti ¼ 1
Ki
¼ 45 s.

2. Ziegler Nichols method is an iterative process. Using the values obtained above
as initial values, further fine tuning of the controller was achieved following the
Table 1. The table shows the effect of increasing or decreasing the proportional
and integral gain Kp and Ki and was effectively used as guide in fine tuning the
PI controller.

It is clear from the above Fig. 26 that power remains constant above rated speed
of 14.2 m/s. The real power excursions with step changes in wind speed from
14.2 m/s (rated) to 15.2 m/s to 16.2 m/s are obtained using PSCAD model. Graph
in Fig. 27 shows the real power excursions while the wind speed is changed in

Table 1 Look-up table for PI controller tuning

Parameter Rise time Settling time Overshoot Steady-state error

Kp Decrease Small change Increase Decrease
Ki Increase Increase Increase Eliminate
Kd Indefinite Decrease Decrease None
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steps of 1 m/s, starting from 14.2 to 16.2 m/s. It can be seen that an undershoot for
a wind speed change from 14.2 m/s(rated) to 15.2 m/s is quite large
(1.5–1.2 MW). It can be attributed to the proportional gain and integral gain of the
integrator. The PI controller when tuned for low undershoot and overshoot
increases the settling time. It is also evident from the graph that the undershoot is
very less (1.5–1.41 MW) for a step change from 15.2 to 16.2 m/s.

Power excursion for change in wind speed from 18 to 19 m/s (see Fig. 28) is
more than that for 15.2–16.2 m/s, with a variation from 1.5 to 1.38 MW. It can
also be seen that the undershoot increases over further step changes from 18 to
19 m/s (1.5–1.33 MW) and 19–20 m/s (1.5–1.26 MW) simultaneously the settling
time goes down. Better results with reduced undershoots are demonstrated by the
PID controller, at the cost of increased settling time, which seems like a reasonable
trade-off.

It is observed that the power output of the generator is maintained constant at
1.5 MW above rated wind speed. As the slip increases, the frequency of rotor
current Irrms increases.

Torque slip characteristics in operating region

The torque slip characteristics plotted in Fig. 29 shows a large variation of slip
from 6 to 14.2 m/s. This increased slip variation is attributed to the internal rotor
resistance Rint = 0.048 X and can be changed to vary the rated slip from 2 to
2.5 %. As the slip variation is large over a range of increasing electromagnetic
torque (negatively), the wind turbine can be controlled using PI controller to
achieve a constant power output of 1.5 MW.
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Another way of plotting the torque speed characteristics is by the use of
electromagnetic torque formula as follows (Fig. 30),

se ¼
3
xs
:

V2
s

Rs þ Rrs
s

ffi �2þðXls þ XlrsÞ
:
Rrs

s
ð49Þ
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Fig. 28 Power excursion: constant power strategy using PI control from 17 to 18 to 19 to 20 m/s
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where

se Electromagnetic torque of the machine
Vs Generator terminal voltage
xs synchronous speed
Rs stator resistance
Rrs Rotor resistance referred to the stator side
Xls Stator leakage reactance
Xlrs Stator leakage reactance referred to the stator side

To improve the transient response of the machine, for step changes in wind
speed, a PID controller can also be used. PID controllers are tuned in a similar
fashion as demonstrated for the PI controller.

A differentiator is included in the PI control loop to reduce the overshoot and
settling time, with a flip side of increased system instability. Results obtained for
the PID controller show improvements not only on reduced undershoot and no
overshoot, but also highly accurate steady state value. As can be seen from the
power excursion shown in Fig. 27 the undershoot goes as low as 1.2 MW and an
overshoot of 1.52 MW. Opposed to this, the power excursion of the PID controller
has improved undershoot of 1.38 MW and overshoot totally eliminated. This
improvement can be attributed to the inclusion of the differentiator and reduced
values of integrator time constant.

As visible from the Fig. 31, overshoot is almost eliminated and undershoot
reduced with the use of PID controller. For a step change in wind speed from 14.2
to 15.2 m/s, the output falls till 1.38 MW and then tracks the rated value. Simi-
larly, the undershoot for a change in wind speed from 15.2 to 16.2 m/s has been
reduced to 1.41 MW.
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A similar power excursion profile can be seen in Fig. 32 for step change from
17 m/s to 18 m/s to 19 m/s to 20 m/s. The profile obtained is similar to that
obtained with PI controller. Thus, a PID controller proves to be better in reducing
the overshoots than the PI controller.
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Constant current strategy to maintain constant power above rated wind
speed

Another method to implement variable speed wind turbine model is constant current
technique. In this method rotor current is not allowed to fluctuate beyond a band-
width. Initially, constant current was implemented using an error signal obtained
from the Irref - Iract. Where, Irref is the rms value of rotor current at rated wind speed
(with rated pitch) and Iract is the rms value of rotor current at any wind speed
above rated. As we try to maintain the current in the rotor same as the rated value of
rotor current, it was observed that the power output falls, above rated wind speed.
The total variation in output power was 1.5–1.45 MW, for a range of wind speed
from 14.2 to 20 m/s. Though the rotor current was maintained constant at rated
value, the error current method did not provide a constant output power as desired for
a variable speed wind turbine. This is due to the phase angle of the rotor current,
which was not accounted, while maintaining constant current (only magnitude was
considered).

To maintain output power constant, another error loop of Pref - Pact was added
to the overall control loop calculating Rext, where Pref = 1.5 MW and Pact is the
actual power generated at any wind speed above rated. Error signal is then given to
the PI controller. Output of the PI controller when added to the Irated = Iref. This
Iref is then compared with Iact and output fed to the PI controller. Output of the PI
controller forms the Rext estimated. This method works, and is found to converge
to constant power output eventually. Wind power profile remains the same as
shown in Fig. 26), since the output power converges to 1.5 MW for all wind
speeds above rated.

Initially a PI controller is used to implement constant current strategy. Tuning
of the cascaded PI controllers in done using the same tuning algorithm as dem-
onstrated for constant power strategy.

Value of the integral time constant set for PI loop 1 (Fig. 33) is not used as the
final value. This is chiefly because, the final value of Ti (integral time constant)
also depends on proper tuning of PI loop 2 (Fig. 33).
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Power excursions for step change in wind speed from 14.2 to 15.2 to 16.2 m/s
has been shown in Fig. 34. The settling time increases, with increased oscillations
before the output settles.

The undershoot in this case is quite high 0.5 MW, while you can also see an
overshoot till 1.9 MW. This is mainly because, there are two PI controllers,
minimizing error in power output and then rotor current to obtain Rext so as to
achieve constant power output of 1.5 MW. The power excursion for step change in
wind speed from 15.2 to 6.2 m/s is far better, as the undershoot and overshoot is
very less 1.4 and 1.55 MW respectively.

Though the power output converges after oscillating for some time, still the
power excursions obtained using constant current strategy are worse as compared
to constant power strategy. While obtaining a reference current for each wind
speed, the rotor current oscillates a lot more as compared to the rotor current
oscillations in constant power strategy.

Power excursion shown Fig. 35 is for step change in wind speed from 17 m/s to
18 m/s to 19 m/s to 20 m/s. With a step change in wind speed from 17 to 18 m/s,
the output power oscillates from 1.38 to 1.57 MW, similarly larger oscillations can
be seen for step wind speed change from 18 to 19 m/s and from 19 to 20 m/s. Even
with increased oscillations, the power output converges and settles down to a
constant value of 1.5 MW after some time.

Comparing the two methods used to achieve constant power, constant power
strategy is clearly better than constant current. It is mainly due to reduced oscil-
lations during power excursion for step changes in wind speed. Even the rotor
current oscillations are less for constant power strategy. The phase angle of the

0 5 10 15 20 25 30 35 40
14

14.5

15

15.5

16

16.5

Time in seconds

W
in

d 
sp

ee
d 

in
 m

/s

0 5 10 15 20 25 30 35 40
0.8

1

1.2

1.4

1.6

Time in seconds

Po
w

er
 in

 M
W

Pgen
Pref

Vwind

Fig. 34 Power excursion: constant current strategy using PI control from 14.2 to 15.2 to 16.2 m/s

188 M. Vyas et al.



rotor current has not been accounted for, while keeping the current magnitude
constant. As we are considering only the current magnitude, results obtained using
constant current strategy are not as accurate, as obtained using constant power
strategy. To improve the accuracy of rotor resistance estimation, PID controllers
are employed, it can be seen from the results obtained, that overshoots and
undershoots have been reduced. Tuning of the PID controller is difficult as com-
pared to the PI controller. Mostly because, inaccurate gain Kd (differential gain)
can make the system unstable (Fig. 36).

Value of the integral time constant set for PID loop 1 was not used as the final
value. This is chiefly because, the final value of Ti also depends on proper tuning of
PID loop 2.
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Power excursions obtained for the PID controller are better than the PI con-
troller, the undershoot has reduced and the output falls till 1.23 MW for step
change in wind speed from 14.2 to 15.2 m/s. Similarly, the oscillation period and
the settling time of the power output has also been reduced for the change in wind
speeds shown in Fig. 37.

It is fair to conclude that the performance of self built PID controller is better
than built in PI controller, even during wind speed change from 17 to 18 to 19 to
20 m/s there are less oscillations. Figure 34 can be compared with Fig. 37, while
Fig. 35 can be compared with Fig. 38 to observe the difference, still the output
fluctuates far more as compared to the constant power strategy implemented
previously.

Constant power strategy and constant current strategy were successfully
implemented with PI as well as PID controller for a variable speed wind turbine.
The output power was maintained at 1.5 MW for any wind speed above rated wind
speed of 14.2 m/s. If we compare the performance of PID controllers with PI
controllers, it was observed that PID controllers, helped in reducing the under-
shoots, overshoots and oscillations in output power response. It was also observed
that constant power strategy is more favorable for faster response with almost no
oscillations as compared to constant current strategy.
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3.2.3 Hybrid Control

In the case of fixed speed wind turbine, the pitch angle (b) is set such that power
output reduces with increase in wind speed beyond the rated speed. This is due to
passive stalling above rated wind speed. The power extracted from the wind can be
obtained from Eqs. (3)–(8). In case of rotor resistance control, external resistances
are added to the rotor circuit to vary the slip or generator speed at which maximum
generator torque is obtained. Since external resistance is implemented electroni-
cally, it responds fast to rises in wind speed [14]. However, due to the inclusion of
the extra resistance, rotor thermal losses can be several hundreds of kW. A solution
to this problem is adjusting the value of the blade pitch angle for the purpose of
power control since Cp is dependent on pitch angle as well. Since pitching rate is
slow due to the high inertia of the rotor blades, rotor resistance can be included in
the circuit only until the time the pitch is re-adjusted.

Figure 5 shows the Cp versus k curves for different pitch angles. In low to
medium wind speeds the pitch angle is controlled to allow the wind turbine to
operate at its optimum condition (maximum Cp condition). In high wind speed
region, the pitch angle is increased to shed some of the available wind power.
Figure 24 shows the blade geometry of a horizontal axis wind turbine. With
increase in the pitch angle, the angle of attack decreases, decreasing the lift force
resulting in reduced power output. Similarly, a reduction in the pitch angle
increases the power output. Therefore, at low wind speeds the pitch angle is set
low whereas at high speeds the angle is increased to relatively higher values.
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3.3 Doubly Fed Induction Generator

It has been already shown in the case of rotor resistance control that, variable wind
speed turbines provide better optimization of output power produced by the rotor.
In the case of rotor resistance control, changing the rotor resistance changes the
slip and thus required torque is produced at varying wind speeds above rated wind
speed. When induction machine operation is controlled by the use of power
converters to achieve variable speed operation, it is observed that independent
active and reactive power control can be achieved. The DFIG is a wound rotor
induction generator in which the rotor windings are connected to the grid through
power converters. Two VSIs are used for such a connection, linked using a DC
link capacitor. With the use of a DFIG, it is possible to transfer power in both
directions across the inverter-converter pair. This enables the generator to operate
above and below the synchronous speed. Operating the machine over synchronous
speed initiates a power flow from the rotor circuit to the grid, while operating the
machine below synchronous speed (sub synchronous speed) initiates a power flow
from the grid connected stator circuit to the rotor circuit. The amount of active and
reactive power transferred to the grid and the machine slip are controlled by rotor
current injection into the rotor circuit. For this purpose, reference frame theory is
used to obtain qd0-axis rotor currents, which can independently control the active
and reactive power output of the machine.

On comparison with traditional induction generator, DFIG configuration has
many advantages:

• Provides the ability to achieve independent active and reactive power control.
• Supports grid voltage by controlling the reactive power produced or absorbed,

which helps maintain a stable grid voltage.

A schematic representation of a DFIG wind turbine system is shown in Fig. 39.
In DFIG turbines, the induction generator is a wound-rotor induction machine.
Because only part of the real power output flows through the rotor circuit, the
power rating of the converter need only be about 20–30 % of the rated turbine

l

I

Fig. 39 DFIG wind turbine schematic
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output. A control system is employed to regulate currents in the rotor to extract the
maximum possible power from the wind.

The reference wind power plant has a nameplate rating of 204 MW and consists
of 136 DFIG wind turbines, each rated at 1.5 MW. Any other WPP can be
modeled by changing model parameters. It is connected to the transmission system
at 138 kV. The collector system employs 34.5 kV feeders and is adjacent to the
transmission station. The wind power plant is equipped with a voltage regulator
that controls voltage at the transmission station, relying on the reactive power
capability of the WTGs only. There is no additional reactive compensation within
the wind power plant.

The subsystems of the developed general wind power plant model are modeled
after the subsystems of a typical real-world DFIG turbine. These functionalities
include the independent control of real and reactive power and the control of
generator speed and blade pitch angles. They are summarized as follows:

• Generator/converter model
• Converter control model
• Wind turbine mechanical model
• Pitch control model
• Collector system

Figure 40 shows the connection of these subsystems and the signals they
exchange.

The model is meant to represent the aggregate terminal behavior of the typical
WTGS in the wind power plant. In an actual wind power plant, a local grid collects
the output from the wind turbines into a single point of connection on the grid. As
a wind power plant is usually made up of several identical machines, it is a
reasonable approximation to parallel all the turbines into a single equivalent large
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l l

l
l l

l
l

l

l

Fig. 40 DFIG model structure
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turbine behind a single equivalent impedance. The power rating of the single
equivalent wind turbine is equal to the combined rated power ratings of all wind
turbines on the farm. The single machine equivalent also assumes that all the
machines generate the same power output at the same time. This assumes that the
geographic area occupied by the wind farm is small enough that the wind profile
over it is uniform.

A point to be noted is that the electrical dynamic performance of DFIGs at
fundamental frequency is dominated by the converter. The combined electrical
behavior of the generator and converter in the DFIG is largely like that of a
current-regulated voltage source inverter, which may be simplified for modeling
purposes as being equivalent to a regulated current source. Therefore, the gener-
ator and converter can be combined and modeled as a single current source. This
current source is controlled using flux-vector control to obtain the desired real and
reactive power flows.

Flux-vector control allows the decoupled control of real and reactive power. For
decoupled control over real and reactive power output a controller based on flux-
vector control was modeled. As mentioned before, wound rotor induction
machines are used in DFIG wind turbines. In the stationary abc reference frame,
the relationships between the voltages, currents and flux linkages of each phase for
a machine of this type are time variant. Analysis in this reference frame is cum-
bersome, so time variant quantities are made time invariant by transforming them
into an appropriate rotating reference frame, i.e. the rotating qd0 reference frame.
The currents flowing in the stator are assumed to be balanced. These currents
produce a resultant stator magnetic field which has a constant magnitude and is
rotating at synchronous speed. Since the angular speeds of the stator magnetic field
and the qd0 rotating frame are identical, the vector of the stator magnetic field is
fixed with respect to the q- and d-axes of the qd0 rotating frame. The d-axis of the
reference frame is oriented in such a way that it aligns with the vector of the stator
magnetic field. The real and reactive power can be controlled by adjusting the
stator q- and d-axis current. The stator q- and d-axis currents can be controlled by
adjusting the rotor q- and d-axis currents. The stator real and reactive power can
thus be written as:

Ps ¼ kps � i0qr ð50Þ

Qs ¼ �kqs1 þ kqs2 � i0qr ð51Þ

where kps, kqs1, and kqs2 are the respective constants for the stator real and reactive
power. Equations 50 and 51 clearly show that the stator real and reactive power
can be controlled by the rotor q- and d-axis currents independently. In both the
positive-sequence model and the three-phase model, the reference q- and d-axis
currents are generated by the converter control block, as shown in Fig. 40. In the
three-phase model, these q- and d-axis currents are converted back to three-phase
currents using the inverse Park transform [13] prior to injection into the collector
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system. The other subsystems, namely, the converter control model, wind turbine
mechanical model, and pitch control model have been modeled in the same
manner as in [22].

3.3.1 PSCAD Model

This section describes the simulation results for a current regulated representation
of doubly fed induction generator (DFIG) using PSCAD/EMTDC (Fig. 41). The
real and reactive power of a wind turbine generator can be independently con-
trolled using a doubly-fed induction generator. A current regulated representation
of DFIG is modeled and principle of flux vector control applied to show inde-
pendent P and Q control. Steps involved in developing the model and imple-
menting vector control, along with results obtained have been shown.

1. Perform Clarke Transform (abc-ab): Stator voltage Vsa, Vsb, Vsb are converted
from three-axis (abc) quantities to two-axis quantities (ab) Va and Vb by per-
forming Clarke transform. Obtained two-axis voltages are integrated to obtain
corresponding flux values (ka, kb). Instantaneous value of stator flux ks, its
magnitude and angular position are determined. A sample run is performed for
Pgenref = 50 MW, Qgenref = 20 MVAR to obtain a sample value of instanta-
neous stator flux magnitude and angular position. ktotal ¼ jksj ¼ constant,
whereas the angular position being an instantaneous value it keeps on varying
during the simulation run time. Thus, we obtain a constant magnitude rotating
vector ks (Fig. 42).

2. Perform Park Transform (ab - dq0): A synchronously rotating frame qd0 at
synchronous speed xs is constructed and stator flux aligned along d axis to
obtain jkdj ¼ jksj ¼ constant, and jkqj ¼ 0.

Stator d and q voltages are also computed and found to be Vd = 0 kV,
Vq = 28.2107 kV (Fig. 43).
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Fig. 41 DFIG model in PSCAD
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3. Assuming that available wind power is sufficient to generate the desired level of
apparent power, reference values for real and reactive power are set to sample
values Pgenref = 50 MW, Qgenref = 20 MVAR. Value of reference currents to
be given to the regulated current source is found out, by comparing the generated
power with reference power values.
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4. The reference or command currents thus obtained along dq-axis (Id, Iq) can be
converted into currents along ab-axis (Ia, Ib) through inverse park transform
and eventually into currents along abc-axis (Iraref, Irbref, Ircref) using inverse
Clarke transform. It can be shown through real and reactive power equations
developed in vector control theory, that the active power from the generator is
controlled by Iq, while reactive power by Id (Fig. 44).

5. The output is measured for different values of desired power and power gen-
erated is found to track accurately the desired value. Further, to establish
decoupled or independent control of real and reactive power, Qgen-

ref = 20 MVAR is kept constant and Pgenref = 50–400 MW with steps of
50 MW and corresponding Pgen and Qgen values are registered. It is clearly seen
from Fig. 46 that with step change of 50 MW in real power, reactive power
remains constant as we increase the desired real power from 50 to 400 MW.
There are small overshoots during transient period, but the output settles really
fast. Thus, it is demonstrated that, reactive power change is independent of real
power demand. It can be satisfactorily established from Fig. 46 that step
changes of 20 MVAR in reactive power have no change in the real power
output of the DFIG. Thus, Fig. 46 confirm independent P and Q control
(Fig. 45).

3.3.2 MATLAB/SIMULINK Model

Modeling in SIMULINK involved developing the model in parts:

1. Developing the abc-ab-qd0 and inverse transformation blocks.
2. Using controlled current sources to inject reference currents at stator or grid

frequency.
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3. Tuning the PI controllers to compute Id and Iq command currents by comparing
Pref and Qref with Pgen and Qgen respectively.

4. Demonstrate successful power tracking and decoupled control of P and Q.
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Fig. 45 Pgenref = Pgen = 50–400 MW in steps of 50 MW, Qgenref = Qgen = 20 MVAR
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5. Develop and use a look up table approach to compute reference P and reference
Q for a 1.8 MVA machine, 1.5 MW rated active power at rated wind speed of
14.2 m/s.

Stator voltage in the abc frame and at the grid frequency of 60 Hz and are
measured and transformed to ab stationary frame to obtain two axis voltages Va

and Vb from Vabc. Further, the voltage signals are integrated to obtain the flux
along ab axis. A rotating qd0 frame is then constructed and q-axis aligned with
stator field. The newly created qd0 frame rotates at grid frequency or stator fre-
quency. With qd0 frame constructed and sample input values for voltage showing
proper alignment of q-axis with stator field, the next part of modeling the DFIG
includes, using current controlled sources (representing induction machine) to
inject currents into the grid.

As such controlled sources are available in SIMULINK. Using the current
source blocks available in SIMULINK and an entire block modeling a three phase
voltage source as grid and pi sections representing transmission lines are used.
Given below is the specification for grid parameters and transmission line
parameters used initially (Figs. 47 and 48).

Grid voltage = Vs = 34.5 kV
Grid frequency = fs = 60 Hz
MVA base = 100
X/R ratio = 10

Transmission line parameters for a three phase line

R = 0.2568 X/km
L = 2 9 10-3 H/km
C = 8.6 9 10-9 F/km
Length of the line = 100 km

Fig. 47 Block diagram of DFIG model in SIMULINK
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3-/ multi-meter available in SIMULINK was used to measure Iabc and Vabc. An
in built complex power measurement unit is used to measure active and reactive
power. PI controller is Iqcmd and Idcmd command currents, by comparing the actual
values of active power and reactive power with the reference values respectively.
Tuning of the PI controllers is performed using Ziegler Nichols method as
explained in Sect. 3.2.2.

Once the PI controllers are tuned, Iqcmd and Idcmd command currents are trans-
formed using Inverse Park and Inverse Clarke transform to obtain Iaref, Ibref, Icref

reference currents for the controlled current sources. As shown in Fig. 49 P and Q
can be controlled independently to achieve ‘‘Power factor correction’’ or ‘‘voltage
regulation’’, i.e. the wind turbine can produce reactive power to maintain the
voltage constant or keep the reactive power output to 0 MVAR. To demonstrate

Fig. 48 Block diagram for abc - ab - qd0 tranformation
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active power tracking for a given wind turbine Table 2 is used to plot the power
profile. Table 2 shows the amount of active power to be generated for a particular
wind speed. Wind turbine used to obtain the power profile shown in the table below
is rated at 14.4 m/s at þ0:165� pitch angle and rated active power for the generator
is 1.2 MW (machine rated for 1.8 MVA). The maximum rated power obtained for
the given Cp versus kr a characteristic is 1.2 MW (Fig. 50).

3.4 DFIG Model Validation

The aim of the validation process is to demonstrate and prove that the DFIG does
indeed behave like a real-world DFIG wind power plant, especially during fault
conditions. A fault case is used to test the time-domain model. Actual data for
three-phase voltages and currents (at the bus where the collector system is con-
nected to the grid) has been provided in the data from the real-world wind power
plant. Also, the reactive power demand was set to zero, but the real power
(dependent on the wind speed) was set to a differing constant value. The validation
procedure for the three-phase model is detailed in Fig. 51.

3.4.1 Calculation of Real and Reactive Power in MATLAB Script

The following calculations are carried out in the MATLAB script mentioned in
Fig. 51. The voltage ½vabcsffi and current ½iabcsffi extracted from the time-domain model
are converted from values on the stationary abc frame to equivalent values on the
rotating qd0 reference frame. This is done using the Park Transform shown below:

Table 2 Power tracking Wind speed (m/s) Active power P (MW)

6 0.138232
7 0.312485
8 0.504339
9 0.692401
10 0.864456
11 1.00413
12 1.10796
13 1.17216
14.4 (rated) 1.2
15 1.2
16 1.2
17 1.2
18 1.2
19 1.2
20 1.2
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½Tqd0ffi ¼
2
3

coshq cosðhq � 2p
3 Þ cosðhq þ 2p

3 Þ
sinhq sinðhq � 2p

3 Þ sinðhq þ 2p
3 Þ

1
2

1
2

1
2

2

4

3

5 ð52Þ

The following transformation equations can then be used [13] to convert phase
voltage and current quantities into the qd0 domain.

½vqd0sffi ¼ ½Tqd0ffi � ½vabcsffi ð53Þ

½iqd0sffi ¼ ½Tqd0ffi � ½iabcsffi ð54Þ

It is possible to align the d- and q-axis quantities in such a manner that the d-axis
voltage is zero. The calculation of real and reactive power can then be performed
using the following equations (where subscript s signifies stator quantities):

Ps ¼
3
2

vqs � iqs

ffi �
ð55Þ

Qs ¼ �
3
2

vqs � ids

ffi �
ð56Þ

3.4.2 Validation Based on Pre-fault Data

The first stage of the validation was to calculate the pre-fault real and reactive
power for each phase in the phasor-domain using one cycle of pre-fault voltage

6 8 10 12 14 16 18 20
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Time in seconds

A
ct

iv
e 

po
w

er
 in

 M
W

Pgen

Fig. 50 Wind active power profile for the DFIG
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and current from the actual fault data. Since the system is in steady state and the
voltages are balanced, one cycle of the steady state voltage and current for phase A
is adequate for calculations. The sign convention used is to consider real and
reactive power flowing out of the wind plant model to be positive and into the
wind plant model to be negative. Once the real and reactive powers in the phasor-
domain were obtained, the next stage of the validation was to use the script to
compare the actual data and time-domain model output data. The real power and
reactive power values generated from the actual data and the data extracted from

Fig. 51 Validation procedure flowchart
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the time-domain model match closely. They also match with the values obtained
from phasor-domain calculations (see Fig. 52).

The calculations in phasor-domain for phase A were as follows:

Vrms = 80.74 kV
Irms = 559.38 kA
(Vph - Iph) = -8.96�
P1/ = Vrms • Irms • cos(Vph - Iph) = 44.61 MW
Q1/ = Vrms • Irms • sin(Vph - Iph) = -7.03 MVAR
P3/ = 3 • (44.61) MW = 133.84 MW
Q3/ = 3.(-7.03) MVAR = -21.10 MVAR

3.4.3 Fault-Time Validation

To evaluate the performance of the time-domain model during fault conditions, the
validation process described earlier is used. The real and reactive power datasets
1 and 2 were generated and plotted together in order to compare the closeness of
the match (See Fig. 53). The results show a close match, both in magnitude and
phase. The wind power plant model provides a good approximation of the
behavior of an actual wind plant under steady state and fault conditions. There are
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some small discrepancies between the real and reactive power plots obtained from
the actual real and reactive power dataset (actual P and Q) and simulated real and
reactive power dataset (simulated P and Q). These discrepancies may be due to the
simplifications made to the time-domain model in order to preserve its general
nature, since the induction generator and the power electronic converter are not
explicitly modeled.

The three-phase WPP model has been comprehensively validated using
instantaneous voltage, current, real power and reactive power fault data. A method
to calculate WPP real and reactive power output from available voltage and
current data at the POI has been presented. The results show that, as expected, the
three-phase model is better able to reproduce the fault dynamics observed in
the actual case.

4 Conclusion

This chapter presents a direct-connect fixed-speed wind turbine model, a variable-
speed rotor-resistance control wind turbine model, and a DFIG wind turbine model
with validation. The modeling includes the wind turbine aerodynamic rotor and
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drive train representations which are often oversimplified. The wind turbine and wind
farm models presented can be used for educational activities in wind power inte-
gration studies. Furthermore, they can be used to perform many real-world studies,
such as power curve generation, wind power integration, short-circuit, dynamic
interactions between wind turbines, power system dynamic stability and so on.

Appendix

Machine Specifications

Poles 6
Rated voltage (l–l) 690 V
Rated power 1.8 MVA
Base angular frequency 376.99 rad/s
Stator/rotor turns ratio 0.379
Angular moment of inertia 0.578 s
Stator rotor resistance 0.0054 p.u.
Wound rotor resistance 10-6 p.u.
Magnetizing inductance 6.83309 p.u.
Stator leakage inductance 0.08 p.u.
Rotor leakage inductance 0.04782 p.u.

Mechanical Data for Shaft Model

Jrot Rotor moment of inertia (kg mm) Jrot = 4,950,000 kg mm
Jgen Generator moment of inertia (kg mm) Jgen = 80
Jq2 Gearbox moment of inertia (kg mm) Jq2 = 15 kg mm
Krq1 Spring constant rotor shaft (Nm/rad) Krq1 = 9,800,000 Nm/rad
Kq2g Spring constant generator shaft (Nm/rad) Kq2g = 2,950,000 Nm/rad
Drot Damping rotor (Nms/rad) Drot = 0 Nms/rad
Drot Damping gearbox (Nms/rad) Dq2 = 2.4 Nms/rad
Drot Damping generator (Nms/rad) Dgen = 0 Nms/rad
Drot Damping rotor shaft (Nms/rad) Drq1 = 13,500 Nms/rad
Drot Damping generator shaft (Nms/rad) Dq2g = 30 Nms/rad
fn Nominal frequency (Hz) fn = 60 Hz
Pgn Nominal mechanical power (MW) Pgn = 1.5 MW
a Gear ratio a = 70
p Generator pole pairs p = 3
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Nomenclature

kr Tip speed ratio
q Air density
k Flux linkage
f Frequency
P Real power
Q Reactive power
V Voltage
I Current
L Inductance
R Resistance
b Pitch angle of blades
b0 Initial Pitch angle of blades
bq Angle measured from the positive stationary a-phase axis to the rotating q-axis
x Angular velocity
s Torque
J Moment of Inertia
B Damping constant
K Shaft stiffness
N Gear ratio
h Twist in shaft

Superscripts and Subscripts

0 Parameter referred to stator
s Stator quantity
r Rotor quantity
d d-axis quantity
q q-axis quantity
abc Parameter in abc reference frame
qd0 Parameter in qd0 reference frame
l Leakage quantity (used with inductance)
m Mutual quantity (used with inductance)
rms Root mean square quantity
ph Phase quantity
1/ Single-phase quantity
3/ Three-phase quantity
G, gen Generator
T, rot Rotor
eqv Equivalent value (generator and rotor combined)
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Deterministic Approaches
for the Steady-State Analysis
of Distribution Systems with Wind Farms

P. Caramia, G. Carpinelli, D. Proto and P. Varilone

Abstract Wind farms have several impacts on the steady-state behavior of an
electrical distribution system, and these impacts must be taken into consideration.
This chapter dealt with deterministic approaches for the steady-state analysis of
distribution systems with wind farms, considering both balanced and unbalanced
systems. The steady-state analysis was performed by using appropriate algorithms
to solve the load-flow non-linear equation system. Several models of wind farms are
illustrated and included in the load-flow analysis, i.e., fixed-speed, semi-variable-
speed and variable-speed wind generation systems were considered. Numerical
applications on a 17-bus balanced system and an IEEE 34-bus unbalanced test
distribution system are presented and discussed considering various wind farm
models.
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1 Introduction

In recent years, the number of dispersed generation (DG) units connected to
distribution networks has continued to grow, and projections are that this trend will
continue into the future trend. In fact, the needs for saving energy and reducing
environmental impacts, together with technology evolution and increased customer
demand for highly reliable electricity, provide incentives for the proliferation of
generation units connected to distribution systems that are close to the customers.
Other important drivers that are leading to this proliferation are strictly linked to the
new liberalized electricity markets. Such generators, with their comparatively small
size, short lead times, and different technologies, allow various components of the
electricity market (e.g., utilities, independent producers, and customers) to respond
in a flexible way to changing market conditions. In addition, these generators make
it possible to sell ancillary services, such as reactive power and back-up power.

Even though DG units can be based on different types of primary energy
sources, the presence of wind generators in distribution systems is increasing, and
wind power is now producing a significant fraction of the energy produced by
renewable energy sources all over the world.

The foreseeable extensive use of wind turbine generator units (WTGUs) in the
future requires that distribution system engineers properly account for their impact
in the system. In fact, their interconnection with the system significantly alters the
characteristics of the distribution systems, traditionally designed with the
assumption of a passive network. The consequence of the presence of WTGUs
(and, more generally, of all dispersed generators) is that the assumption of a
passive network is no longer valid; instead, the network becomes active, which
generates a number of new technical considerations that must be addressed, such
as distribution network planning and operation, especially protection coordination,
steady-state analysis, and power quality issues.

Then, in this context, there is a growing imperative to study the problems of
active distribution networks including WTGUs in order to understand and quantify
the technical impact that a high penetration of these generators may have on the
operation and performance of these systems. In particular, publications in the rel-
evant literature have paid extensive attention to the steady-state analysis at the
power frequency of distribution systems with wind generators. The analysis is
achieved by using the well-known load-flow method, i.e., a non-linear equation
system is solved with a proper algorithm, allowing us to determine the electrical
state of the distribution system and, after that, e.g., the voltage profile and the
system losses. Accordingly, WTGU models to be included in the load-flow
assessment have been deeply investigated, and several models have been proposed
in the relevant literature with different details [1–15].

Both deterministic load flows, which assume that all the input data are known with
certainty, and probabilistic load flows, which assume that some input data are
affected by uncertainties, have been proposed. This chapter deals with deterministic
load flows, while the companion chapter [16] dealt with the probabilistic approaches.
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The chapter is organized such that a brief summary of the mathematical for-
mulation of the load-flow equations for distribution systems without wind farms is
provided first (Sect. 2). Both balanced and unbalanced distribution systems are
considered; in fact, distribution systems can operate with unbalanced loading
conditions and can be characterized by the presence of feeders with missing
phases, and the steady-state analysis should account for also any unbalances in the
system. Then, the mathematical formulation of the load flow for distribution
systems with wind farms is presented (Sect. 3); the main models of WTGUs that
appeared in the relevant literature are presented first and, then, the problem of their
inclusion in the load-flow equations is discussed, once again considering both
balanced and unbalanced distribution systems. Finally, numerical applications are
conducted on a 17-bus balanced test distribution system and on an IEEE 34-bus
unbalanced test distribution system. For each, the various WTGU models were
tested and compared.

Since this chapter dealt only with the load flow in distribution systems with
wind farms, the cases that involve transmission systems and offshore wind farms
were not analyzed.

2 Load-Flow Equations for Distribution Systems Without
Wind Farms

In the next sub-sections, the load-flow equations for balanced and unbalanced
distribution systems are briefly reviewed. We only refer to mathematical formu-
lations that have been further developed to include wind farm models.

2.1 Load-Flow Equations for Balanced Systems

Let us refer to a balanced power system in which the busbars from 1 to nload are
load busbars and those from nload ? 1 to nbus are generator busbars (the last busbar
is the slack busbar). In the load busbars, the active and reactive powers are
assigned (PQ busbars), while in the generator busbars without the slack, the active
power and the voltage amplitude are assigned (PV busbars). A single-phase rep-
resentation of the system is adequate, and the steady state of the system is
described by the following non-linear equation system (load-flow equations) [17]:

Psp
i
¼ Vi

Pnbus

j¼1
Vj Gij cos hij þ Bij sin hij

� �
; i ¼ 1; . . .; nbus � 1

Qsp
i
¼ Vi

Pnbus

j¼1
Vj Gij sin hij � Bij cos hij

� �
; i ¼ 1; . . .; nload;

ð1Þ
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where:
Psp

i ;Q
sp
i are the active powers specified at each load and generator busbar

without the slack and the reactive powers specified at each load
busbar, respectively

Vi, di are the voltage magnitudes and arguments
Gij;Bij are the conductance and susceptance of the i–j term of the admittance

matrix
nbus, nload are the system bus number and the load bus number, respectively
hij ¼ di � dj:

The non-linear Eq. (1) represent the active balances at load busbars and gen-
erator busbars without the slack and the reactive balance at the load busbars.

Some active and reactive powers in (1) cannot be assigned but must be
expressed as a function of the bus voltages. This would be the case, for example,
when loads have active and reactive powers that are voltage-dependent; this
dependence can be easily incorporated in (1). If bus k includes only loads with
such a dependence, the following expression holds:

P0k
Vk
V0k

ffi �a
¼ Vk

Pnbus

j¼1
Vj Gkj cos hkj þ Bkj sin hkj

� �

Q0k
Vk
V0k

ffi �b
¼ Vk

Pnbus

j¼1
Vj Gkj sin hkj � Bkj cos hkj

� � ; ð2Þ

where P0k and Q0k are active and reactive load powers at reference voltage V0k

(typically the rated voltage), and a and b are load-dependent constants.
The conventional Newton–Raphson algorithm (NRA) or the Gauss–Seidel

algorithm (GSA) can be applied to solve equation system (1) or (2). However, it
has been shown in the relevant literature that, in some cases, the NRA and GSA
may become inefficient for the steady-state analysis of distribution systems,
because these systems have particular characteristics, such as a radial structure and
high R/X ratios. In these cases, robust and efficient methods have been applied to
deal with the special characteristics of these systems. In the following, some of
these methods will be briefly discussed with reference to a radial distribution
system.

The proposed methods can be classified in two main categories:

1. Methods based on proper modifications of the conventional NRA or the con-
ventional GSA [18, 19]

2. Methods based on forward/backward sweep processes [20–26].

The sweep-based algorithms seem to be especially useful in analyzing distri-
bution networks, because they are characterized by low computational effort, high
robustness, and low memory requirements. Due to the radial structure of the
networks, these algorithms calculate the network currents, powers, and voltages
through iterative sweeps in backward and forward directions along the line
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sections, each section characterized by a parent node on the source side (sending
bus) and a child node on the load side (receiving bus) (Fig. 1). In the following, the
subscripts s and r denote sending and receiving ends, respectively.

The forward sweep mainly consists of node voltage calculations by using either
Kirkhoff’s law [20] or by bi-quadratic equations [21–26] from the sending end to
the receiving end of a feeder or lateral; the backward sweep consists mainly of a
power and/or current summation from the receiving end to the sending end of the
feeder or lateral. Usually, the procedures assign tentative initial voltage values at
all busbars; during the iterative procedure, the substation distribution bus voltage
is kept constant, while the voltages in the other busbars are updated. For the sake
of simplicity, we consider the case of only one PV bus.

In particular, in [20], the Kirchoff’s formulation is applied, and, at first, the

so-called nodal current injections Ir
ðkÞ

for each receiving node r are calculated:

Ir
ðkÞ ¼ _SLr

.
V
ðk�1Þ
r

ffi ��
� _YrV

ðk�1Þ
r ; ð3Þ

where Vr
ðk�1Þ

is the voltage at node r at the (k - 1)th iteration, _SLr is the load
power injection at node r, _Yr is the sum of all the shunt admittances at node r and
where symbol * refers to the complex conjugate operator.

Then, the backward sweep is performed, calculating the branch currents starting
from the receiving to the sending bus using the following equation:

Jsr
k ¼ �Ir

ðkÞ þ
X

m2M

Jrm

� �k
; ð4Þ

where Jsr
k

is the current in the branch between bus s and bus r, Ir
ðkÞ

is given by (3),
P

m2M Jrm

� �k
is the sum of the currents leaving node r, and M is the set of all the

lines connected to the receiving bus.
Finally, the receiving voltage is calculated starting from the sending bus using

the following equation (forward sweep):

V
k
r ¼ V

k
s � _ZsrJsr

k
; ð5Þ

where V
k
r is the voltage at node r, V

k
s is the voltage at node s, and _Zsr is the series

impedance of the branch between bus s and bus r.

Fig. 1 Generic line section of a radial distribution system
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In [21], the sweep method calculates the active and reactive branch power
starting from the receiving busbars and going to the sending busbars and includes
the losses (backward sweep), whereas the node voltages are calculated with a
bi-quadratic equation starting from the sending busbars and going to the receiving
busbars (forward sweep).

The bi-quadratic equation is given by:

V4
r þ 2ðPrRsr þ QrXsrÞ � V2

s

� �
V2

r þ P2
r þ Q2

r

� �
R2

sr þ X2
sr

� �
¼ 0; ð6Þ

where Vr , Pr , and Qr are the voltage, active power, and reactive power of the
receiving busbar, respectively, and Vs is the voltage of the sending busbar. Pr and
Qr include the powers and the losses of all the nodes fed by the receiving bus.

In [22], an iterative procedure, similar to the one applied in [21], is used with
various accurate load models (voltage-dependent load models). The equation
between the receiving and sending bus voltages to be applied in the backward
sweep is:

Vr ¼ V2
s � 2 PrRsr þ QrXsrð Þ þ P2

r þ Q2
r

� �
R2

sr þ X2
sr

� ��
V2

s

� �1=2
: ð7Þ

In [23], a sweep-based algorithm is proposed that uses a polynomial equation
on the forward step and ladder equations on the backward step. The polynomial
equation is derived in terms of the hyperbolic parameters of the loss-line model
and using exponential load models; it is given by:

A2
srV

4
r þ 2AsrV

2
r Zsr PL0Va

r cos hZ � dAð Þ þ QL0Vb
r sin hZ � dAð Þ

� �

� V2
s V2

r þ P2
L0V2a

r þ Q2
L0V2b

r

� �
Z2

sr ¼ 0;
ð8Þ

where Asr is the magnitude of _Asr ¼ cosh csrð Þ; csr ¼
ffiffiffiffiffiffiffiffiffiffiffi
_Zsr _ysr

p
, _Zsr; _ysr are the line

series impedance and shunt admittance, respectively, ( _ysr ¼ 2 _ys ¼ 2 _yr in Fig. 1),
Zsr is the magnitude of _Zsr, hZ and dA are the phase angles of _Zsr and _Asr ,
respectively, PL0 and QL0 are the active and reactive load powers at the nominal
voltage, a and b are the load exponents [See Eq. (2)].

Once the node voltages are calculated in forward direction using polynomial
Eq. (8), new active and reactive powers of loads and, then, load currents are
obtained; finally, the backward process is started and is performed by calculating
new values of voltages using known line impedances and the aforementioned load
currents.

Reference [24] also proposes a method for calculating the load flow solution of
distribution systems. In the backward sweep, the sending-end power is calculated
at each branch, considering load power and losses. In the forward sweep, the
receiving-end voltage is calculated from the sending voltage using the powers
obtained in the backward sweep and using the following equation:

Vr ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vs � DV 0ð Þ2þDV 002

q
; ð9Þ
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where DV 0 and DV 00 are given by DV 0 ¼ RsrPsþXsrQs
Vs

and DV 00 ¼ XsrPs�RsrQs
Vs

, respec-
tively. Once again, Pr and Qr include the power of all the nodes fed by the
receiving bus and the losses.

In [25], an algorithm similar to the one proposed in [24] was used with a
slightly different equation for the voltage calculation.

Finally, the algorithm proposed in [26] is used to calculate the receiving-end
powers, Pr and Qr, including the load powers, which depend on load voltage
(exponential load model) and the active and reactive losses. The magnitude of the
voltage at the receiving end is calculated by starting from the sending end in the
forward sweep by using the following equation:

Vr ¼
Ksr � K2

sr � 4 Rsr
2 þ Xsr

2
� �

P2
r sec2/r

� �1=2

2

( )1=2

; ð10Þ

with Ksr ¼ V2
s � 2Pr Rsr þ Xsr tan /rð Þ, and /r ¼ tan�1 Pr=Qrð Þ.

2.2 Load-Flow Equations for Unbalanced Systems

In the case of unbalanced systems, phase coordinates are used so that voltages,
powers, and currents are represented by a three-element vector (one for each
phase); also, a three-phase representation of all system components is used so that
generators, transformers (with all the possible winding connections) and lines are
represented by admittance sub-matrices.

Referring to an unbalanced power system in which the busbars from 1 to nload

are load busbars, those from nload ? 1 to nload ? ng are generator terminal bus-
bars, and those from nload ? ng +1 to nload ? 2ng = nbus are generator internal
busbars (with the last terminal and internal busbars being slack busbars), the most
general three-phase load flow equations can be expressed as [17]:

Pp
ið Þ

sp ¼ Vp
i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik cos hpm
ik þ Bpm

ik sin hpm
ik

� �

Qp
ið Þsp ¼ Vp

i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik sin hpm
ik � Bpm

ik cos hpm
ik

� �
p ¼ 1; 2; 3 and i ¼ 1; . . .; nload

ð11aÞ
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Pp
ið Þ

sp ¼ Vp
i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik cos hpm
ik þ Bpm

ik sin hpm
ik

� �

Qp
ið Þsp ¼ Vp

i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik sin hpm
ik � Bpm

ik cos hpm
ik

� �

Pgen
j

ffi �sp
¼
X3

p¼1

VP
j

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

jk coshpm
jk þ Bpm

jk sinhpm
jk

h i

Við Þsp ¼ f V
1
i ;V

2
i ;V

3
i

ffi �
p ¼ 1; 2; 3; i ¼ nload þ 1; . . .; nload þ ng � 1

and j ¼ nload þ ng þ 1; . . .; nbus � 1

ð11bÞ

Pp
ið Þ

sp ¼ Vp
i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik cos hpm
ik þ Bpm

ik sin hpm
ik

� �

Qp
ið Þsp ¼ Vp

i

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik sin hpm
ik � Bpm

ik cos hpm
ik

� �

Við Þsp ¼ f V
1
i ;V

2
i ;V

3
i

ffi �
p ¼ 1; 2; 3 and i ¼ nload þ ng

ð11cÞ

being
Gpm

ik ; Bpm
ik terms of conductance matrix [G] and susceptance matrix [B],

respectively, relating busbar i with phase p and busbar k with
phase m

Pp
ið Þ

sp, Qp
ið Þsp specified active and reactive powers, respectively, at busbar i with

phase p
Vp

i ; d
p
i voltage magnitude and argument, respectively, at busbar i with

phase p
hpm

ik ¼ dp
i � dm

k :

Equation (11a) represent the phase active and reactive power balances at load
busbars, Eq. (11b) represent the phase active and reactive power balances at
generator terminal busbars and the active power and voltage regulation balances at
generator busbars without the slack, and Eq. (11c) represent the phase active and
reactive power balances at the slack generator terminal busbar and the voltage
regulation balance at the slack generator busbar. For more details about the
equations, see Ref. [17].

The conventional Newton–Raphson algorithm (NRA) or the Gauss–Seidel
algorithm (GSA) can also be used to solve equation system (11a, b, c). However,
for unbalanced systems, it has also been shown in the relevant literature that the
NRA or the GSA may, in some cases, become inefficient, and robust and efficient
methods have been applied based on the same 1. and 2. categories introduced for
balanced system in Sect. 2.1.
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As an example of methods based on proper modifications of the conventional
GSA, in [10], two matrices, the bus-injection to branch-current matrix [BIBC] and
the branch-current to bus-voltage matrix [BCBV], were introduced, and simple
multiplications were used to obtain the power flow solution.

In particular, the [BIBC] matrix links the vectors of branch currents B
� �

and

bus current injections I
� �

as:

B
� �
¼ BIBC½ � I

� �
: ð12Þ

In (12), the constant matrix [BIBC] is a matrix that has non-zero entries of +1
only; it was developed on the basis of the topological structure of distribution
feeders. In particular, if a three-phase line section is between bus i and j, it is
represented in the [BIBC] matrix by a 3 9 3 identity matrix.

The [BCBV] matrix links the vectors of branch currents B
� �

and the difference

between bus voltages and no-load bus voltages DV
� �

:

DV
� �

¼ BCBV½ � B
� �

: ð13Þ

In (13), the constant matrix [BCBV] is also developed on the basis of the
topological structure of distribution feeders. In particular, if a three-phase line
section is between bus i and j, it is represented in the [BCBV] matrix by a 3 9 3
complex _Zsr

� �
, including the neutral or ground effects.

By combining (12) and (13), the result is:

DV
� �

¼ BCBV½ � BIBC½ � I
� �
¼ DLF½ � I

� �
: ð14Þ

Then, the solution of the unbalanced three-phase distribution load flow is
obtained by iterative calculations:

I
k
i ¼

Pi þ jQi

V
k
i

 !�

DV
kþ1

h i
¼ DLF½ � I

k
h i

;

ð15Þ

with k iteration number and symbol * refers to the complex conjugate operator.
Examples of methods based on forward/backward sweep algorithms were

developed in [27, 28], which are the natural extension of the algorithm proposed in
[20] for balanced systems. In particular, in [27], the steps of the algorithm are
the same; the extension to the unbalanced systems consists of substituting the
Equations from (3) to (5) with the following three-phase equations:

I
1
r

I
2
r

I
3
r

2

64

3

75

k

¼

_S1
r=V

1
r

ffi ��

_S2
r=V

2
r

ffi ��

_S3
r=V

3
r

ffi ��

2
6664

3
7775

k�1

�
_Y1

r 0 0
0 _Y2

r 0
0 0 _Y3

r

2

4

3

5
V

1
r

V
2
r

V
3
r

2

64

3

75

k�1

; ð16Þ
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J
1
ls

J
2
ls

J
3
ls

2
64

3
75

k

¼ �
I

1
r

I
2
r

I
3
r

2
64

3
75

k

þ
X

m2M

J
1
rm

J
2
rm

J
3
rm

2
64

3
75

k

; ð17Þ

V
1
r

V
2
r

V
3
r

2

64

3

75

k

¼
V

1
s

V
2
s

V
3
s

2

64

3

75

k

� _Zsr

� � J
1
ls

J
2
ls

J
3
ls

2

64

3

75

k

: ð18Þ

In particular, in (16), for the receiving bus and the phase p, Sp
r , I

p
r , _Yp

r , and V
p
r

are the scheduled (known) apparent power, the current injection, the admittance of
all shunt elements and the phase-voltage, respectively; k is the iteration number. In
(17), which is used in the backward sweep, once again for the receiving bus and
the phase p, J

p
ls and J

p
rm are the current flow on line section l and the mth line

connected to the receiving bus; M is the set of all the lines connected to the
receiving bus. Finally, in (18), which is used in the forward sweep, _Zsr

� �
is the

three-phase series impedance matrix of the line between sending and receiving
busbars. The above algorithm was extended in [29] for use in analyzing conver-
gence properties. A similar approach has been also used in [28].

3 Load-Flow Equations for Distribution Systems
with Wind Farms

Load-flow equations for both balanced and unbalanced distribution systems can
easily be integrated with the equations that describe the models of the Wind
Turbine Generator Units (WTGUs), as will be shown in the next sub-sections.
These models depend on the whole wind energy conversion system and usually are
classified by the following two criteria. The first criterion refers to the presence or
absence of power electronic devices; with such a classification we have systems
[3]:

1. without power electronics (i.e., induction generators directly connected to the
distribution system);

2. with partially-rated power converters (i.e., induction generators with a rotor-
resistance converter or doubly-fed induction generator);

3. with full-scale power electronic devices (i.e., induction generators or syn-
chronous generators with static converters with active and reactive powers
control).

The second classification, which is used in this chapter, refers to the speed
characteristics and includes [1]:
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1. fixed speed WTGUs (induction generators directly connected to the distribution
system that are driven by wind turbines with either a fixed turbine blade angle
or a pitch controller to regulate the blade angle);

2. semi-variable-speed WTGUs (induction generators with a rotor-resistance
converter);

3. variable-speed WTGUs (doubly-fed induction generators, synchronous/induction
generators with full-scale static converters).

3.1 Load-Flow Equations for Balanced Systems

In this sub-section, the main models of WTGUs that have appeared in the relevant
literature are presented first considering the classification based on speed char-
acteristics, and, then, their inclusion in the load-flow equations is discussed.

3.1.1 Fixed-Speed WTGUs

This category includes the models of induction generators that are directly
connected to the distribution system. Strictly speaking, the rotor speed of an
asynchronous generator varies, but the variations are very small, so such gener-
ators can be considered as fixed-speed WTGUs. Even though the favorite type of
wind generator today is the doubly-fed induction generator (Sect. 3.1.3), the
installed capacity of WTGUs is overwhelmingly based on asynchronous genera-
tors. For this reason perhaps, the fixed-speed WTGU is the most analyzed in the
relevant literature in terms of models to be included in the load-flow. Some of the
main proposed models will be analyzed in this sub-section. They can be classified
essentially in two different categories that depend on the way the WTGU is rep-
resented in the load-flow equations; these models are identified as the PQ-bus
model and the RX-bus model. In the PQ-bus model, the WTGU is described by its
active and reactive powers; in the RX-bus model, the WTGU is described by an
impedance once the generator parameters and the slip are known. In the following,
some of the most popular PQ-bus and RX-bus models are shown.1

In [4], starting from the well-known equivalent circuit of an asynchronous
generator in steady-state condition (Fig. 2a), both a PQ-bus model and an RX-bus
model were proposed. In Fig. 2a, V is the bus voltage, X is the sum of the rotor Xr

and stator Xs leakage reactances, Xm is the magnetizing reactance, Xc is the
reactance of the capacitor bank used for power factor improvement, R is the sum of
the stator Rs and rotor Rr resistances, and s is the slip.

1 It should also be noted that a so-called PX-bus model was proposed in [14], with P being the
active power and X being the generator’s non-linear magnetizing reactance. However, this model
was not particularly popular.
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Neglecting the active power losses in the PQ-bus model, the generated active
power P is assumed to be equal to the mechanical power Pm (wind turbine
mechanical power output). The mechanical power is assumed constant and cal-
culated as a function of the wind speed by means of the power curve for the
turbine.

The reactive power Q is calculated using a quadratic equation that depends on
the active power. The following expressions are proposed (Fig. 2a)2:

Q ¼ � V2 Xc � Xm

XcXm
þ X

V2 � 2RPm

2 R2 þ X2ð Þ � X

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2 � 2RPmð Þ2� 4P2

m R2 þ X2ð Þ
q

2 R2 þ X2ð Þ

0

@

1

A

ð19aÞ

Q ¼ � V2 Xc � Xm

XcXm
þ X

V2
P2

m


 �
ð19bÞ

The expression (19a) is obtained by applying Boucherot’s theorem to the
equivalent circuit of an asynchronous generator in Fig. 2a, while the approximated
expression (19b) is obtained by neglecting the resistance R and the voltage drop on
the leakage reactance X. Both expressions clearly show the dependence of reactive
power on active power and voltage.

(a)

(b)

Fig. 2 Equivalent circuits of
an asynchronous generator
a C circuit b T circuit

2 It is important to highlight that the signs of the expressions of the active and reactive powers of
WTGUs reported in this section are coherent with the load flow equations recalled in the Sects.
2.1 and 2.2.

222 P. Caramia et al.



In [4], the above mentioned model was included in a Newton-type algorithm; in
particular, the expression (19b) was used. All busbars with WTGUs are considered
to be classical PQ-bus. The active power (positive) is specified off-line [Eq. (1)]
and, then, considered constant in the iterative load-flow calculations, while the
reactive power [Eq. (19b)] is dependent on the bus voltage so that it is not specified
off-line and considered constant, but it is updated in a sequential way; in practice,
in contrast to a conventional PQ-bus in which reactive power is assigned off-line
and remains constant during iterations, the reactive power is considered to vary
across iterations, and its value is updated in each iteration on the basis of the value
of the current bus voltage. It is, however, specified that we can also consider the
voltage in the reactive power to be a constant value. Obviously, in this case, both
active and reactive powers can be specified off-line and, then, remain unchanged
during the iterations; this assumption, in normal operating conditions, does not
seem to introduce significant errors. This model was also applied in [13].

In the RX model, as previously mentioned, the WTGU is represented by an
impedance that is based on the steady-state model of the asynchronous generator in
Fig. 2b. The result is:

_Zg ¼ Rs þ jXsð Þ þ
jXm

Rr
s þ jXr

� �

Rr
s þ j Xr þ Xmð Þ

; ð20Þ

with an added shunt capacitor of reactance Xc.
For the sake of simplicity, we refer to only one WTGU, and the following

procedure is proposed to solve the load-flow equations, including the aforemen-
tioned WTGU model:

1. Let s = sr in each asynchronous machine, with sr being the rated slip. Calculate
the first value of _Zg with (20).

2. Calculate the admittance _Yg ¼ 1= _Zg and include it in the system admittance
matrix.

3. Run the load-flow. Using the voltages at the bus where the WTGU is located
and the current slip value, calculate the rotor current IR and the mechanical
power of the machine (Pm ¼ �Rr

1�s
s I2

R, Fig. 2b).
4. With the current slip value and the assigned wind speed, calculate the tip speed

ratio, the power coefficient, and, then, the wind turbine power.
5. Compare the mechanical power values obtained in steps 3. and 4. If the mis-

match is lower than a pre-specified tolerance, stop the algorithm; otherwise,
calculate an updated value of the slip and go to step 2.

The updated value of the slip is calculated using a Newthon-type iterative
procedure that, for assigned bus voltage (the value obtained in step 3. of the above
procedure), solves an equation that equates the wind turbine power and the
mechanical power of the machine expressed in the unknown slip. In practice, the
state of the system is obtained by using two sequential iterative processes, i.e., A.
the classical load-flow analysis in which the WTGU bus is considered a PQ-bus
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with active and reactive powers equal to zero and B. the calculation of the slip of
the machine using the balance between the mechanical power of the wind turbine
and the electrical machine. In the discussion of the paper [4] reported in [5], it is
suggested to use the unified solution method instead of the sequential method
proposed by the authors. The unified solution method simply solves all equations
together (load-flow equations and the equation that equates the mechanical power
of the machine and the power taken from the wind).

The unified solution method is used in [6]. The WTGU is represented as a
PQ-bus with active and reactive power that varies during the iterations; starting
from the asynchronous equivalent circuit in Fig. 2a, in which stator resistance and
capacitor susceptance are neglected, the following expressions for the two powers
are used:

P ¼ � V2Rrs

R2
r þ s2X2

Q ¼ � V2

Xm
þ sPX

Rr


 � : ð21Þ

It should be noted that Eq. (21) are obtained considering the unknown machine
slip both in active and reactive power outputs, followed by the further use of the
equation obtained by equating the mechanical power of the machine and the wind
turbine power.

The algorithm used to solve the load-flow equations is the well-known Newton–
Raphson algorithm.

In [2], a new WTGU model was proposed for incorporation in a sweep-based
algorithm. Starting from the equivalent circuit of the asynchronous generator of
Fig. 2a, in which a resistance Rm is included in the magnetizing branch and the
presence of the capacitor is neglected, the following expressions for the active and
reactive power outputs are obtained:

P ¼ � V2

Rm
� R2Pm

Z2
þ RV2

2Z2
�

R
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2RPm � V2ð Þ2� 4P2

mZ2
q

2Z2
þ Pm

0

@

1

A

Q ¼ � V2

Xm
� XRPm

Z2
þ XV2

2Z2
�

X
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2RPm � V2ð Þ2� 4P2

m
Z2

q

2Z2

0
@

1
A:

ð22Þ

In [2] it seems that, for a specified wind speed, the mechanical power Pm in (22)
is assigned off-line, independently from the slip value, and its sign is negative
since it is the mechanical power that is transferred from the rotor to the stator.

It should be noted that the reactive power expressions are the same as those in
Eq. (19a or 19b), while the active power output P is different from the one used in
the PQ-bus model proposed in [4], because it includes the active power losses and
the mechanical power Pm.
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The following procedure is used for the steady-state analysis of a distribution
system with WTGU:

1. initialize the bus voltages of the distribution system and the mechanical power
of the WTGUs for an assigned wind speed. The iteration count i = 1.

2. Calculate active and reactive power of the WTGUs using Eqs. (22).
3. Calculate loads and currents of the WTGUs using the equation:

I ¼ Pþ jQ

V


 ��
; ð23Þ

where V is the bus voltage at the ith iteration, and P and Q are the active and
reactive powers of the loads and the WTGU, respectively.

4. Calculate active and reactive power transferred from each branch, including
losses, and each line current using the WTGU’s loads and powers, respectively.

5. Calculate each line receiving end bus voltages using forward voltage formu-
lation of the particular sweep-based load-flow algorithm.

6. If the convergence tolerance is satisfied, go to step 7; otherwise, set i = i ? 1,
and go to step 2.

7. Print results.

In [2], the effects of WTGUs on power losses and the voltage profile of two
distribution systems were evaluated by comparing the results obtained from a
number of sweep-based algorithms from the references [20–27].

Two WTGU models that are substantially similar to the one represented by
Eq. (22) were proposed in [12]. These models simply use different expressions for
the receiving voltage to be included in the equations that define the active and
reactive power outputs. The models are included in a sweep-based, load-flow
algorithm and used also to simulate the distribution system in the MATLAB/
Simulink SimPowerSystems Blockset.

Finally, as a last example of fixed-speed WTGUs, Ref. [1] proposed a PQ-bus
model in which the active power output P is assumed to be equal to the value
furnished by the manufacturer (in the form of the power curve) for an assigned
wind speed value.

Since the active power output can be expressed as a function of the bus voltage
and slip as (Fig. 2b without the capacitor); it results:

P ¼
Rs R2

r þ s2 Xm þ Xrð Þ2
ffi �

þ sRrX2
m

h i
V2

RrRs þ s X2
m � Xm þ Xr

� �
Xm þ Xs

� �� �� �2þ Rr Xm þ Xs

� �
þ sRs Xm þ Xr

� �� �2 ;

ð24Þ

and, since P and all the machine parameters are known, Eq. (24) can be rewritten
as a quadratic equation to determine the unknown slip s and solved as:
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s ¼ min
�b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac
p

2a

�����

�����

where

a ¼ PR2
s Xm þ Xrð Þ2þP XmXr þ Xs Xr þ Xmð Þ½ �2�V2Rs Xr þ Xmð Þ2

b ¼ 2PRsRrX
2
m � V2RrX

2
m

c ¼ PR2
r Xm þ Xsð Þ2þ P RrRsð Þ2� V2R2

r Rs:

ð25Þ

Finally, once again on the basis of the equivalent circuit in Fig. 2b without a
capacitor, the output reactive power can be expressed as a function of the bus
voltage and the calculated slip as:

Q ¼ �
XmXrs

2 Xm þ Xr

� �
þ Xss

2 Xm þ Xr

� �2þR2
r Xm þ Xs

� �h i
V2

RrRs þ s X2
m � Xm þ Xr

� �
Xm þ Xs

� �� �� �2þ Rr Xm þ Xs

� �
þ sRs Xm þ Xr

� �� �2

ð26Þ

It should be noted that the active and reactive power expressions (24) and (26)
are different from the previously shown expressions (22) (obtained under various
hypotheses from the equivalent circuit in Fig. 2a), because they are obtained now
from the equivalent circuit in Fig. 2b in which the magnetizing branch is located
between the parameters of the stator and the rotor.

Reference [1] included the above-mentioned PQ-bus model in a sweep-based
algorithm, converting the powers in complex current injections. It should be noted
that, in [2], it was shown that Eq. (25) has multiple solutions and has a very
complicated structure with multiple formulas that cause a computational burden in
the load-flow analysis.

3.1.2 Semi-Variable Speed WTGUs

This category includes WTGUs with pitch-controlled wind turbines and induction
generators with wound rotors that are connected to an external resistance that is
varied by means of a power electronic converter. Thanks to the presence of two
controllers, i.e., a pitch controller and a resistance controller, the active power
output of the WTGU is equal to maximum power at wind speed below rated and
equal to rated power above rated wind speed. The power values can be derived
from the power curve furnished by the manufacturer. The computation of reactive
power output requires attention, because the rotor resistance is variable and
unknown, as is the machine slip. Fortunately, Divya and Rao in [1] suggested a
very simple procedure to overcome the problem. They reduced the two unknowns
(slip and rotor resistance) to only one unknown by considering that the expressions
of active and reactive power outputs can be written as a function of only unknown
Req = Rr/s. In fact, by manipulating Eq. (24) so as to express active power output
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as a quadratic function of only the new unknown Req and solving for it, the
following result is obtained:

Req ¼ min
�b1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2

1
� 4a1c1

q

2a1

������

������

where

a1 ¼ P R2
s þ Xm þ Xsð Þ2

h i
� V2R2

s

b1 ¼ 2PRsX
2
m � V2X2

m

c1 ¼ PR2
s Xm þ Xsð Þ2þP X2

m � Xm þ Xr

� �
Xm þ Xs

� �� �2�V2Rs Xm þ Xr

� �2
:

ð27Þ

Once Req is known, the reactive power output can easily be calculated with the
following equation:

Q ¼ �
R2

eq Xm þ Xs

� �
� X2

m � Xm þ Xr

� �
Xm þ Xs

� �� �
Xm þ Xr

� �n o
V2

ReqRs þ X2
m � Xm þ Xr

� �
Xm þ Xs

� �� � �2þ Req Xm þ Xs

� �
þ Rs Xm þ Xr

� �� �2 :

ð28Þ

Reference [1] also included the above-mentioned PQ-bus model in a sweep-
based algorithm, converting the powers in complex current injections as well.

3.1.3 Variable-Speed WTGUs

This category includes WTGUs with pitch-controlled wind turbines and with
either doubly-fed induction generators (DFIG) or asynchronous and synchronous
generators with back-to-back converters (GBBC).

Recall that doubly-fed induction generators are asynchronous machines that are
directly connected to the grid with a wound rotor and slip rings; a converter is
connected to the rotor circuit through the slip rings. A speed variation of ±30 %
around the synchronous speed can be obtained by controlling this converter. In
addition, both active and reactive output powers can be controlled.

Generators with back-to-back converters are connected to the grid through a
full-power, voltage-source converter. Both active and reactive output powers can
be controlled.

The WTGU controllers usually operate so that the active power output is equal
to maximum power at wind speed below rated and equal to rated power above
rated wind speed. The power values can be derived from the power curve fur-
nished by the manufacturer. The reactive power can be controlled by converters
and, then, assumed as assigned on the basis of the set point; in some cases, the
controllers operate so that the power factor is maintained at a fixed value.
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In [7] and in [1], then, both WTGUs were modeled as an equivalent PQ-bus.
The active power output, as previously shown, is assumed to be equal to

maximum power at wind speeds below rated and equal to rated power above rated
wind speed. For the reactive power output, the following expression applies:

Q ¼ �Qsp

or

Q ¼ �P

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cos2 uð Þsp

p

cos uð Þsp ;

ð29Þ

where Qsp and cos uð Þsp are the specified values of reactive power and power
factor, respectively. The same model is applied in [13] in which the specified
reactive power is assumed to be zero.

Reference [7] used the well-known Newton–Raphson algorithm to solve the
load-flow equations, including the WTGU models.

In [1], the above-mentioned PQ-bus model was included in a sweep-based
algorithm, converting the powers in complex current injections as well.

In [7] as in [13], it was noted that the above WTGU might also be controlled
such that the output voltage is kept constant. In this case, the WTGU can be
modeled as a PV-bus (i.e., constant active power output and constant bus voltage).
This model can easily be included in the load-flow equations and solved with a
classical Newton–Raphson algorithm.

3.1.4 Variable-Speed WTGUs in Abnormal Voltage Conditions

In both WTGUs considered in Sect. 3.1.3, the active and reactive power outputs
can be limited, since the controllers have limiters that restrict the possible values
of the active component, the reactive component, and the total current magnitudes.
The limiters have no influence at normal operating conditions (bus voltages around
±10 % of the rated value), because the machine is designed so that none of the
above limits is violated. However, in some cases, these limits can be violated
(mainly in distribution systems in which poor voltage regulation exists), and the
use of limiters should be considered.3

In [1], an algorithm was proposed to take into account limiters with different
control objectives. They considered that, in the most general case, each component
of the current (active component, reactive component, and total current magni-
tudes) should not exceed their admissible value. Then, the model to be included in
the load-flow should take into account that each current component must be cal-
culated and checked to determine if it violates the limit. In the absence of a limit
violation, the procedure of Sect. 3.1.3 is applied. When there is a limit violation,

3 The fixed-speed and semi-variable-speed WTGUs are usually tripped in case of abnormal
voltage conditions.
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the active and reactive power outputs must be recalculated in order to satisfy the
limits. The procedure to be implemented in case of violation is different in the case
when the violation refers to the total current and maintaining the reactive power
output constant has a high priority (in this case, the active power output is reduced in
order to maintain the specified reactive power). The procedure is also different for the
case in which the violation refers to the active or reactive current component. For
more details about the procedure for accounting for these violations, see Ref. [1].

Once again, in [1], the above-mentioned procedure was included in a sweep-
based algorithm, converting the powers in complex current injections as well.

3.2 Load-Flow Equations for Unbalanced Systems

As previously shown, several researchers have dealt with the models of WTGUs
for the case of balanced systems, practically considering all the possible WTGU
configurations. In the relevant literature, only a few papers have been published
that deal with unbalanced systems. Some of these publications will be reported in
this sub-section.

In [8], a three-phase model was proposed for fixed-speed WTGUs (induction
generators connected directly to the distribution system).

Each asynchronous machine is represented in the three-phase load-flow equa-
tions by equations that represent the real and imaginary currents at each of the
three phases of the bus where the WTGU is located. The balance equations are:

Ip
asR;i ¼

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik coshpm
ik � Bpm

ik sinhpm
ik

� �

Ip
asI;i ¼

Xnbus

k¼1

X3

m¼1

Vm
k Gpm

ik sinhpm
ik þ Bpm

ik coshpm
ik

� �
;

ð30Þ

where Ip
asR;i and Ip

asI;i are the real and imaginary components, respectively, of the
phase currents injected in the network phases by the asynchronous machine. For an
explanation of the other symbols in (30), see Sect. 2.2.

The real and imaginary components of the phase currents injected by the
asynchronous machine in (30) can be obtained by starting from the well-known
equivalent circuit of the three-phase induction machine without capacitor shown in
Fig. 2b. The circuit of Fig. 2b applies to both positive and negative sequence
networks; the only difference between the two is the value of the ‘‘equivalent
resistance’’ RL as defined by:

RLd ¼
1� sd

sd
Rr

RLi ¼
1� si

si
Rr;

ð31Þ
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where the positive sequence slip sd is given by:

sd ¼
ns � n

ns
; ð32Þ

with ns synchronous speed and n rotor speed; as is well known, the negative
sequence slip si can be expressed as a function of the positive sequence slip sd as:

si ¼ 2� sd: ð33Þ

Then, the sequence impedances depend only on the positive sequence slip sd of
the asynchronous machine.

The phase currents of the asynchronous machine can be expressed as:

Ias½ � ¼ A½ � Y1½ � A½ ��1 VD½ � ð34Þ

where:

A½ � ¼
1 1 1

expðj4
3pÞ expðj2

3pÞ 1
expðj2

3pÞ expðj4
3pÞ 1

2
4

3
5 ð35Þ

Y1½ � ¼
1ffiffi
3
p expð�j1

6pÞ _Ygd 0 0

0 1ffiffi
3
p expðj1

6pÞ _Ygi 0
0 0 1

2
4

3
5 ð36Þ

In (34), VD½ � is the vector of the line-to-line voltages (expressed as the differ-
ence between two phase voltages) at the bus feeding the asynchronous machine,
and, in (36), the sequence admittances _Ygd; _Ygi are given by:

_Ygd ¼

1
Rs þ jXs

Rr þ RLd þ j Xr þ Xmð Þ
Rr þ RLd þ jXrð ÞjXm

� �

1
Rs þ jXs

þ Rr þ RLd þ j Xr þ Xmð Þ
Rr þ RLd þ jXrð ÞjXm

� �

_Ygi ¼

1
Rs þ jXs

Rr þ RLi þ j Xr þ Xmð Þ
Rr þ RLi þ jXrð ÞjXm

� �

1
Rs þ jXs

þ Rr þ RLi þ j Xr þ Xmð Þ
Rr þ RLi þ jXrð ÞjXm

� � ;

ð37Þ

where the ‘‘equivalent resistances’’ are given by (31). Analogous relationships can
be obtained by considering the equivalent circuit of the simplified induction
machine, which is characterized by the magnetizing reactance applied to the input
terminals before the stator parameters.

As the analysis of Eq. (34) indicates, a further unknown exists, i.e., the machine
positive sequence slip. Therefore, an additional equation must be added, i.e.,
(neglecting the active power losses) the balance equation that links the mechanical
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power, given by the power curves of the wind turbines, to the three-phase active
powers Pel generated by the asynchronous machine, given by:

Pel ¼ real ½Vf �T½I�as
�

ffi �
; ð38Þ

where:

Vf½ � ¼ Tr½ � VD½ � ¼ A½ � T½ � A½ ��1 VD½ � ð39Þ

½T� ¼
1ffiffi
3
p expð�j 1

6 pÞ 0 0

0 1ffiffi
3
p expðj 1

6 pÞ 0
0 0 1

2

4

3

5 ð40Þ

and I�
as

h i
is the matrix of the conjugated of the phase currents present in the matrix

Ias½ � given by (34).
In [8], the model was included in a three-phase load flow solved by a classical

Newton-Raphson algorithm. No problem should arise in also including the model in
a sweep-based algorithm.

The same authors in [9] represented the WTGU as an equivalent, three-phase
PQ-bus in the frame of a load flow solved by a Newthon-Raphson algorithm, using PQ
balance equations obtained starting from the current expressions presented above.

In [10], a very simplified model was proposed for induction generators that are
directly connected to an unbalanced distribution system. This model assumes that
the reactive power for each phase is a function of its active power, that is:

Q1 ¼ �a0 � a1P� a2P2 ð41Þ

where a0, a1, and a2 are experimentally obtained constants [4].
In [10], the model was included in the three-phase load flow shown in Sect. 2.2.
In [29], Zhu and Tomsovic classified the dispersed generators as PQ or PV

nodes. For PQ nodes, the models are identical to those used for constant power
load models except that, obviously, the current is injected in the bus. In the case of
PV nodes, if the computed reactive power is out of the reactive generation limit,
then the reactive power generation is set to this limit, and the generation unit is
considered to be a PQ bus.

4 Numerical Applications

Numerical applications are organized in three different sections:

• in Sect. 4.1, the performance of different WTGUs is analyzed for assigned bus
voltages and wind speed;

• in Sect. 4.2, the impact of wind generating units on a 17-bus balanced system is
assessed by means of load-flow analysis;

• in Sect. 4.3, the analysis conducted in Sect. 4.2 is repeated for the IEEE 34-bus
unbalanced test distribution system.
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Since no convergence problems were experienced for any of the numerical
examples, a classical Newthon-Raphson algorithm was used.

4.1 Performance of Different Wind Turbine
Generating Units

The performance of stall-regulated (fixed-speed), pitch-regulated (fixed-speed) and
semi-variable-speed WTGUs was analyzed in terms of active (reactive) power
generated (absorbed), varying both the wind speed and the terminal supply
voltage. The circuit parameters of the induction generator are reported in Table 1
[1, 30]; for all the considered WTGUs, the reactance Xc of the capacitor bank is
assumed to be equal to the magnetizing reactance Xm of the corresponding
induction generator.

The models of the WTGUs illustrated in Sect. 3.1 are considered and applied. In
particular, for the stall-regulated fixed-speed WTGU the RX model is applied.

For the pitch-regulated fixed-speed WTGU the Eq. (26) is applied and for the
semi-variable speed WTGU the Eq. (28) is applied to calculate the absorbed
reactive power; the injected active power, instead, is assumed to be equal to the
value furnished by the manufacturer (in the form of the power curve).

The performance of the variable-speed WTGU is not considered here since this
type of WTGU is characterized by a generated active power equal to the maximum
power at wind speeds below the rated speed and equal to the rated power above the
rated speed; then, for an assigned wind speed value, the active power output for
this type of WTGU can be assumed to be equal to the value furnished by the
manufacturer in the form of the power curve; instead, the absorbed reactive power
can be controlled by a converter and then assumed as assigned on the basis of the
set point.

Table 1 Electrical parameters of the induction generators

Type of wind generating units

Stall-regulated,
fixed-speed [1]

Pitch-regulated,
fixed-speed [30]

Semi-variable
speed [1]

Nominal power (MW) 1.0 0.6 1.0
Nominal voltage (V) 690 690 690
Rs (p.u.) 0.007141 0.009199 0.005671
Xs (p.u.) 0.21552 0.09452 0.15250
Rr (p.u.) 0.00630 0.008191 0.00462
Xr (p.u.) 0.088216 0.113421 0.096618
Xm (p.u.) 3.3606 4.0957 2.8985
Xc (p.u.) 3.3606 4.0957 2.8985

232 P. Caramia et al.



The variation of active power (blue line) and reactive power (red line) with
wind speed for three different terminal voltages values (0.9, 1.0, and 1.1 p.u) are
shown in Figs. 3, 4, and 5.

In the case of the stall-regulated, fixed-speed WTGU, it is evident that:

• the active power increases with increases in wind speed from cut-in to nominal
wind speed, and, beyond nominal speed, it decreases marginally; in addition, for
a given wind speed the active power marginally increases as voltage increases.

• the reactive power demand increases as wind speed increases up to the nominal
speed, and, beyond the nominal wind speed, it decreases slightly. The variation
of the terminal voltages, different from active power, has a greater impact on
reactive power. For a given wind speed, as terminal voltage increases, the
reactive power demand is reduced significantly.

In the case of the pitch-regulated, fixed-speed WTGU:

• the active power is not influenced by variations in the terminal voltage, but it
varies with wind speed in accordance with the power curve of the machine.

• the reactive power demand increases as the voltage amplitude decreases, and it
increases as wind speed increases up to the nominal wind speed, after which the
reactive power remains constant.
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Fig. 3 Active (continuous line) and reactive (dashed line) power of a stall-regulated, fixed-speed
WTGU (P = 1 MW) versus wind speed: a V = 0.9 p.u., b V = 1.0 p.u., c V = 1.1 p.u
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Fig. 4 Active (continuous line) and reactive (dashed line) power of a pitch-regulated, fixed-
speed WTGU (P = 0.6 MW) versus wind speed: a V = 0.9 p.u., b V = 1.0 p.u., c V = 1.1 p.u
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In the case of the semi-variable speed WTGU:

• the active power is not influenced by variations in the terminal voltage; how-
ever, it increases with wind speed up to the nominal value following the power
curve of the machine.

• the reactive power demand has the same behavior as the pitch-regulated, fixed-
speed WTGU with respect to voltage and wind speed variations.

4.2 Load Flow of a Balanced Distribution System

The load-flow analysis for wind-driven generating units is applied to the 17-bus,
balanced, three-phase network illustrated in Fig. 6 [31]. This system contains
sixteen busbars at 12.5 kV and one busbar (#1) at 138 kV. The main data of the
considered test system are reported in Tables 2 and 3; the system base is 10 MVA.
Four case studies were considered with increasing wind-generation penetration:

Case I No wind-driven generating unit
Case II 1.0-MW, semi-variable-speed WTGU at bus #9 where the wind speed = 10 m/s and

1.0-MW GBBC, variable-speed WTGU at bus #13 where the wind speed = 15 m/s
Case III 1.0-MW, semi-variable-speed WTGU at bus #9 where the wind speed = 10 m/s,

1.0-MW, GBBC, variable-speed WTGU at bus #13 where the wind speed = 15 m/s,
1.0-MW-DFIG, variable-speed WTGU at bus #15 where the wind speed = 13 m/s

Case IV 1.0-MW, semi-variable-speed WTGU at bus #9 where the wind speed = 10 m/s,
1.0-MW, GBBC, variable-speed WTGU at bus #13 where the wind speed = 15 m/s,
1.0-MW, DFIG, variable-speed WTGU at bus #15 where the wind speed = 13 m/s and
1.0-MW, stall-regulated, fixed-speed WTGU at bus #17 where the wind
speed = 11 m/s.

Each WTGU is connected to the busbar of the distribution system through a
1.2-MVA transformer characterized by a reactance of 0.12 p.u. (referred to its
base). The parameters of the induction generator of the stall-regulated, fixed-speed
WTGU and the semi-variable-speed WTGU are reported in Table 1.
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Fig. 5 Active (continuous line) and reactive (dashed line) power of a semi-variable speed
WTGU (P = 1.0 MW) versus wind speed: a V = 0.9 p.u., b V = 1.0 p.u., c V = 1.1 p.u
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Once again the models of the WTGUs illustrated in Sect. 3.1 are considered and
applied.

For the stall-regulated, fixed-speed WTGU, both the RX and PQ models were
considered.

For the semi-variable-speed WTGU Eq. (28) is applied to calculate the
absorbed reactive power and the injected active power is assumed to be equal to
the value furnished by the manufacturer (in the form of the power curve).

For the variable-speed WTGU (both the GBBC and DFIG configurations), the
models proposed in [1] were applied; in particular the absorbed reactive power is

8 7 6 4 3

15

5

~

~

~

~

9
12

10

11

12 13

1416
17

HV  
system 

Fig. 6 17–busbar-balanced,
3-phase, test-distribution
system [31]

Table 2 Bus data Bus code Linear loads Capacitors

P (MW) Q (MVAr) QC (MVAr)

1 0 0 -1.2
2 0 0 –
3 0.2 0.12 -1.05
4 0.4 0.25 -0.6
5 1.5 0.93 -0.6
6 3.0 2.26 -1.8
7 0.8 0.5 –
8 0.2 0.12 -0.6
9 1.0 0.62 –
10 0.5 0.31 –
11 1.0 0.62 -0.6
12 0.3 0.19 -1.2
13 0.2 0.12 –
14 0.8 0.5 –
15 0.5 0.31 –
16 1.0 0.62 -0.9
17 0.2 0.12 –
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fixed at a value of zero (Eq. (29), with cos u = 1) and the injected active power is
assumed to be equal to the value furnished by the manufacturer.

Figures 7, 8, 9, and 10 show the voltage profile obtained in all the considered
cases; in particular, Fig. 10a, b refer to case IV, in which the stall-regulated, fixed-
speed WTGU is modeled by the RX and PQ models, respectively.

Table 4 reports the summary of the load-flow results at busbars characterized
by the presence of WTGUs. Finally, Table 5 reports the reduction of the real

Table 3 Line data Starting bus Ending bus R (%) Xl (%) Xc (%)

HV system 0.050 0.354 0
1 2 0.031 6.753 0
2 3 0.431 1.204 0.0035
3 4 0.601 1.677 0.0049
4 5 0.316 0.882 0.0026
5 6 0.896 2.502 0.0073
6 7 0.295 0.824 0.0024
7 8 1.720 2.120 0.0046
8 9 4.070 3.053 0.0051
3 10 1.706 2.209 0.0043
2 11 2.910 3.768 0.0074
11 12 2.222 2.877 0.0056
12 13 4.803 6.218 0.0122
12 14 3.985 5.160 0.0101
14 15 2.910 3.768 0.0074
14 16 3.727 4.593 0.0100
16 17 2.208 2.720 0.0059
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Fig. 7 Voltage profile in the
absence of WTGUs: Case I
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power losses due to the presence of WTGUs (cases II, III, and IV) as compared to
the power losses in absence of WTGUs (case I).

As was foreseeable, with the increase of the active power generated by
WTGUs, the voltage magnitude increases, and the system power loss decreases. In
particular, the increases in the voltage amplitude are more significant in the
branches where the power generated by WTGUs is relevant with respect to the
power-load demands.
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Fig. 8 Comparison between
voltage profile in the absence
of WTGUs (Case I) and in the
presence of WTGUs at
basbars #9 and #13 (Case II)
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Fig. 9 Comparison between
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(Case III)
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Fig. 10 Comparison between voltage profile in the absence of WTGUs (Case I) and in the
presence of WTGUs at basbars #9, #13, #15, and #17 (Case IV). a RX model and b PQ model for
the stall-regulated, fixed-speed WTGU at busbar #17

Table 4 Summary of load-flow results at WTGU busbars

Case Bus WTGU typology Wind speed (m/s) P (MW) Q (MVAr) Voltage (p.u.)

II 9 Semi-variable 10 0.67 0.12 0.96
13 Variable GBBC 15 0.88 0 0.98

III 9 Semi-variable 10 0.67 0.12 0.96
13 Variable GBBC 15 0.88 0 0.98
15 Variable DFIG 13 1.0 0 0.97

IV 9 Semi-variable 10 0.67 0.12 0.96
13 Variable GBBC 15 0.88 0 0.98
15 Variable DFIG 13 1.0 0 0.97
17 Stall regulated fixed speed

(RX model)
11 0.52 0.08 0.97

IV 9 Semi-variable 10 0.67 0.12 0.96
13 Variable GBBC 15 0.88 0 0.98
15 Variable DFIG 13 1.0 0 0.97
17 Stall regulated fixed speed

(PQ model)
11 0.53 0.09 0.97

Table 5 Power loss
reduction

Case Percentage

II 24
III 43
IVa 51
IVb 51

a RX model, b PQ model for stall-regulated, fixed-speed
WTGU
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4.3 Load Flow of an Unbalanced Distribution System

The load-flow analysis in presence of wind-driven generating units is also applied
to a slightly modified version of the unbalanced, IEEE 34-bus test system shown in
Fig. 11 [32]. The IEEE 34-bus test system is an actual distribution system with 83
system nodes and a voltage level of 24.9 kV. The only substation on the network is
located above node 800 with the transformer from 69 to 24.9 kV; all the other
nodes are just joints of branches.

This system contains a mixture of single-phase and three-phase lines and loads.
The system lines 808–810, 816–818, 818–820, 820–822, 824–826, 854–856,
858–864, and 862–838 are single-phase lines, and the remaining lines are
three-phase. The active and reactive load phase powers are reported in Table 6; the
complete network data and parameters can be found in [32]. The analyzed network
is characterized by the absence of voltage regulators. In this distribution system,
one stall-regulated, fixed-speed WTGU of 330 kW was connected at bus #828, and
one stall-regulated, fixed-speed WTGU of 330 kW was connected at bus #860; the
complete generator data can be found in [4].

Figure 12 shows the phase voltage profile obtained in the absence and in the
presence of WTGUs; Table 7 reports the summary of the load-flow results at
busbars characterized by the presence of WTGUs.

The presence of wind-driven generators increases the magnitude of the voltages
at all the buses; in addition, in the considered case, the real power losses of the
system were reduced by about 52 %.

Fig. 11 IEEE 34-bus distribution test system [32]
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Fig. 12 Comparison
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the absence of WTGUs and in
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5 Conclusions

In this chapter, some deterministic approaches for the load-flow analysis of
balanced and unbalanced distribution systems with wind farms have been ana-
lyzed, considering fixed-speed, semi-variable-speed, and variable-speed wind
generation systems.

Numerical applications of test distribution systems were discussed, considering
various wind farm models.

The main conclusion of the chapter is that the steady-state analysis of a
distribution system is mandatory in order to determine the voltage profile and the
losses, which are strongly influenced by the presence of the wind farm. More
accurate studies can be conducted using probabilistic approaches that are capable
of taking into account the unavoidable time-varying nature of the wind speed and
of the loads on the distribution system. These approaches are the subject of the
companion chapter [16], in which a comparison of the features of deterministic
and probabilistic approaches is presented.
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Probabilistic Approaches
for the Steady-State Analysis
of Distribution Systems with Wind Farms

A. Bracale, G. Carpinelli, A. R. Di Fazio and A. Russo

Abstract This chapter deals with probabilistic approaches for the steady-state
analysis (probabilistic load flow) of distribution systems with wind farms. The
probabilistic analysis is performed taking into account the randomness of both the
distribution system loads and the wind energy production. Several approaches are
presented to obtain the probability functions of state and dependent variables (e.g.,
voltage amplitudes and line flows). These approaches are mainly concentrated on
wind farm probabilistic models, using one of the classical probabilistic techniques
(e.g., Monte Carlo simulation, convolution process, and special distribution
functions) to perform the probabilistic load flow. Numerical applications on a
17-bus balanced test distribution system and on an IEEE 34-bus unbalanced test
distribution system are presented and discussed, considering the various wind farm
models.
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1 Introduction

There is a growing imperative to study the problems of active distribution net-
works, including wind farms, and, in the relevant literature, significant attention
has been paid to the steady-state analyses of distribution systems with wind
generators. For the most part, these analyses have been conducted using the well-
known load flow method. Both deterministic load flows, which assume that all the
input data are known with certainty, and probabilistic load flows, which assume
some input data are affected by uncertainties, have been proposed. This chapter
deals with probabilistic load flow, while the companion chapter [1] deals with the
deterministic approaches.

The importance of the probabilistic approaches is based on the fact that long-
and medium-term system planning and the short-term operation (i.e., one day
ahead operation) of electrical distribution systems are affected significantly by the
uncertainties in wind energy production. Thus, as the market penetration of wind
plants increases, the uncertainty of power system operation and management will
also increase. This indicates a need for adequate probabilistic tools for long-term
and daily operation of power systems, that may provide important advantages as a
less expensive network in power planning and a better management of congestions
in power operating.

In addition, problems in distribution systems with wind farms, such as under-
voltages and overvoltages, are well known. It is especially important to avoid
overvoltages, which can occur in the case of low loads and high wind energy
production, due to the risk of incurring damage to system components. Using
deterministic load flow analyses to ascertain such conditions can be inadequate,
because these analyses should be conducted on some specific load and wind
energy production conditions, which are not always easy to identify [2].

Probabilistic load flow is certainly a powerful tool to study a distribution system
in the presence of uncertainties. This approach provides the probability that a
system variable, such as the node voltage, will have a certain value. Usually, the
contributions to the power input at each bus, i.e., the load value and the wind
generating capacity, are taken into account as random variables so that a proper
probabilistic characterization of these variables can be determined. Once the input
random variables have been characterized from a probabilistic point of view, a
proper probabilistic technique must be applied to obtain the characterization of the
output random variables, e.g., voltages, losses, and line flows.

In this chapter, a brief review of the mathematical formulation of probabilistic
load flow for both balanced and unbalanced distribution systems without wind
farms is presented (Sect. 2). Then, some of the main probabilistic models for the
steady-state analysis of wind farms [2–17] are presented and included in the
mathematical formulation of the probabilistic load flow for distribution systems
with wind farms (Sect. 3). Finally, numerical applications on a 17-bus balanced
distribution system and an IEEE 34-bus unbalanced test distribution system are
presented and discussed.
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2 Probabilistic Load-Flow for Distribution Systems
without Wind Farms

In the companion chapter [1], it was shown that, for both balanced and unbalanced
distribution systems, the load flow equations comprise a non-linear equation
system that can be synthetically represented, for a given network configuration, as:

Yb ¼ g Xð Þ; ð1Þ

where X is the output vector of state variables (amplitudes and arguments of
voltages); Yb is the input variable vector (i.e., active and reactive power injec-
tions); and g is the non-linear function. In the case of probabilistic load flow, X and
Yb are output and input random variable vectors, respectively.

Starting from the equation system (1), a probabilistic analysis of a distribution
system can be performed in several ways. In the following subsections we are
dealing with:

• the non-linear Monte Carlo simulation (NLMC);
• the linear (L) or direct current (DC) Monte Carlo simulation (LMC, DCMC);
• the convolution process (CP); and
• the special distribution approach (SD).

The first technique applies the Monte Carlo simulation to the non-linear load
flow equations. The second technique applies the Monte Carlo simulation either to
the non-linear equation system linearized around the expected value region or to
the DC load flow equations. The third technique is based on a convolution process
applied after the previous linearization. The last technique is based on the use of
special distribution functions that are used to approximate the probability functions
of the output random variables of interest.

In this chapter, we refer to only the main approaches that, to the best of our
knowledge, have been further developed with the inclusion of wind farm models.

2.1 Non-linear Monte Carlo Simulation

The NLMC procedure consists of solving the load flow equations several times,
each time assuming as Yb vector elements in (1) one set of the input random
variables generated according to their assigned probability density functions
(pdfs). The process is repeated a sufficient number of times to obtain adequate
accuracy in the estimate of the output random variable pdfs. A useful stopping
criterion can be based on the use of a coefficient of variation tolerance [18].
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2.2 Linear or DC Monte Carlo Simulation

The LMC simulation procedure consists of solving, in each step of a classical
Monte Carlo simulation process, a linear equation system instead of the non-linear
equation system (1), with obvious saving in terms of computational efforts. This
technique requires two pre-simulation steps in order to find the best linear system
to be included in the MC simulation.

The first step consists of solving a deterministic load flow using the mean
values l(Yb) of the input random variables as input data, that is:

g X0ð Þ ¼ lðYbÞ: ð2Þ

Once the state vector solution X0 is known, the load flow equations (1) are
linearized around this point in the second pre-simulation step, as follows:

X ffi X0 þ A½Yb � lðYbÞ�; ð3Þ

where the matrix A is the inverse of the Jacobian matrix evaluated in X0.
The linear equations (3) are included in the Monte Carlo simulation to calculate

approximate pdfs of the output random variables starting from the pdfs of the input
random variables.

It should be noted that since the load flow equations are linearized around an
expected value region (the point X0), any movement away from this region pro-
duces an error. These errors could increase with the variance of the input random
variables pdfs, with an entity linked to the non-linear behavior of the equation
system.

For the LMC simulation, the closed form relationships that link the state vector
X to any one dependent variable of interest can also be included. For example, the
link:

D ¼ gDðXÞ ð4Þ

between the state vector X and the dependent variable vector D can also be
considered to obtain the statistical characterization of the dependent variables (i.e.,
the line flows).

The DCMC technique consists of solving, in each step of a classical Monte
Carlo simulation process, the DC power flow equations instead of the non-linear
equation system (1), once again with saving in terms of computational efforts.

Assuming the voltage magnitudes equal to the nominal value and the losses
equal to zero, the DC power flow can be formulated as [19]:

P ¼ Bd; ð5Þ

where P is the vector of the nodal power injections, B is the susceptance matrix,
and d is the vector of arguments of voltages.

248 A. Bracale et al.



2.3 Convolution Process

The CP requires a three-steps procedure.
The first two steps are identical to the pre-simulation steps performed in the

LMC simulation of Sect. 2.2; they are finalized to obtain a linear form of the load
flow equations so that each output random variable is expressed as a linear
combination of the input random variables.

The third step only consists of the convolution process applied to the linear
equations (3) in the form:

f Xið Þ ¼ X0i þ f ðzi1Þ � f ðzi2Þ � � � � � f ðzinÞ; ð6Þ

where:

• f represents the pdf;
• X0i represents the ith term of the vector X0;
• * represents the convolution;
• zij represents the (i,j) term Aij [Ybj - l(Ybj)];
• Aij represents the (i,j) term of the matrix A; and
• Ybj represents the jth term of the vector Yb.

Equation (6) can be evaluated using numerical methods based on Laplace
transforms or, more efficiently, in terms of execution time and precision, trans-
forming the equations into the frequency-domain using Fast Fourier Transform
[20].

As known, the computational efforts of the convolution process depend on the
number of normally distributed input random variables; in fact, all normally dis-
tributed functions can be easily grouped in one unique normal equivalent, since
only the expected value and the covariance matrix are required to define this
function. Therefore, Eq. (6) contains discrete or other pdfs and this normal
equivalent, with obvious computational advantages.

Using the convolution process to evaluate the pdfs of the dependent variables,
such as the active and reactive line flows, requires the linearization of the non-
linear link (4) between state variable vector X and dependent variable vector D. To
do this, we can evaluate the vector D0 such that:

D0 ¼ gD X0ð Þ: ð7Þ

Linearizing equations (4) around the point X0 produces:

D ffi D0 þ ADðX � X0Þ; ð8Þ

where: AD ¼
ogD

oX

����
X¼X0

" #
A:

Similar to Eqs. (3), (8) expresses each random element of the vector D as a
linear combination of the random elements of the state vector X. A convolution
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process similar to the one given by (6) can be applied to Eq. (8) in order to
approximate the pdfs of the dependent variables.

Equation (6) can be applied also to Eq. (5) when the DC load flow equations are
considered.

2.4 Special Distributions Approach

The SD approach consists of approximating the pdfs of the output random vari-
ables of interest with pdfs for which analytical expressions are univocally deter-
mined once only some moments or cumulants of the pdfs to be approximated are
known1. In this way, the problem of obtaining the output random variable pdfs is
confined to the problem of obtaining only their first moments or cumulants.

This technique is based on the following three steps.
In the first step, the non-linear equation system (1) is linearized around an

expected value region, so each random element of the state vector is expressed as a
linear combination of the elements of the input random vector; alternatively, the
DC power flow equations can be used.

In the second step, the first moments or cumulants of the pdfs of the output
random variables are evaluated with the well-known, closed-form relationships
that properly use the linear links obtained in the first step.

In the third step, the pdfs of the random variables of interest, i.e., the amplitudes
of the voltages, are approximated by applying an approximate distribution.

The first two steps are trivial. With reference to the third step, once the
moments or the cumulants of the true marginal pdf to be approximated are known,
several approaches can be applied to analytically describe the form of the pdfs.

In [21], the Pearson distributions were applied for a probabilistic power flow
analysis. The Pearson distributions are a family of pdfs that has been demonstrated
to represent a very high number of pdfs observed in measurements and as output of
analytical approaches. They are univocally defined on the basis of the first four
moments of the pdf to be approximated.

In [22], the Gram–Charlier expansion series, which assumes that a pdf can be
approximated as a series in the derivatives of the normal pdf, was applied to
probabilistic power flow. It has interesting properties and is computationally
inexpensive; however, for a non-Gaussian pdf, it seems to have convergence
problems, so alternative tools are needed for probabilistic power flow. Also, the
approach based on the Cornish–Fisher expansion has been successfully applied in
[7]. The Cornish–Fisher expansion is related to the Gram–Charlier series. This

1 As a reminder, given a random variable X with the pdf f xð Þ, the moment of order n is defined

as mn ¼
R1
�1 xnf xð Þ dx, and the cumulant of order n is defined as jn ¼ dnW tð Þ

dtn

���
t¼0

, where W tð Þ is

the cumulant-generating function, i.e., the logarithm of the moment-generating function, if it
exists.
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approach provides an approximation of a quantile a of a cumulative distribution
function F(x) in terms of the quantile of a normal N(0, 1) distribution u and of the
cumulants of F(x). The theoretical deduction of this expansion, which is quite
complex, can be found in [23] or [24]. Using the first five cumulants, the expansion
is given by the following equation:

x að Þ � n að Þ þ 1
6

n2 að Þ � 1
� ffi

j3 þ
1

24
n3 að Þ � 3 n að Þ
� ffi

j4

� 1
36

2n3 að Þ � 5 n að Þ
� ffi

j2
3 þ

1
120

n4 að Þ � 6 n2 að Þ þ 3
� ffi

j5

� 1
24

n4 að Þ � 5 n2 að Þ
� ffi

j2j3 þ
1

324
12n4 að Þ � 53 n2 að Þ
� ffi

j2
3;

ð9Þ

where x að Þ ¼ F�1 að Þ; n að Þ ¼ u�1 að Þ, and jr is the cumulant of order r of the
cumulative distribution function F(x).

Although the convergence properties of the Cornish–Fisher series are difficult
to demonstrate [25] and are somehow related to Gram–Charlier series, their
behavior for non-Gaussian pdfs is better than the latter, as was demonstrated in [7].

Also Von Mises functions were applied in [26–28] to handle discrete distribu-
tions. Recently, in [29] the Point Estimate Method with Gram–Charlier distributions
was applied as an alternative to the Monte Carlo simulation.

3 Probabilistic Load-Flow for Distribution Systems
with Wind Farms

The probabilistic load-flow shown in Sect. 2 can easily be extended to include the
presence and uncertainties of Wind Turbine Generation Units (WTGUs). Several
approaches that have been presented in the relevant literature were focused on
wind farm probabilistic models, and they used one of the probabilistic techniques
shown in Sect. 2 to determine the probabilistic load flow of distribution systems
with wind farms included. In this section, some of the main approaches are shown:
they are denominated on the basis either of the wind farm probabilistic models or
of the probabilistic technique applied to perform the load flow. They are:

• the Convolution-based approach;
• the Markov-based approach;
• the Universal Generating Function-based approach;
• the Bayesian-based approach;
• the Special Distributions-based approach; and
• the hybrid approaches.

In addition, we note that, from a theoretical point of view, all the load flow
equations of a distribution system with wind farms presented in the companion
chapter [1] can easily be included in the Non-linear Monte Carlo simulation
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procedure shown in Sect. 2.1 in order to obtain the pdfs of the output variables of
interest (see the numerical applications in Sect. 4). Fixed-speed, semi-variable-
speed, and variable-speed wind generation systems can be considered. Obviously,
the pdfs of the loads and wind speeds (or wind power productions) must be
assigned.

With reference to loads, usually the Gaussian pdf is considered adequate.
For wind speed, the Weibull or Rayleigh distributions are usually applied.

However, even if the wind speed is considered constant for the same wind farm, its
layout can provoke different wind speeds to be considered for different WTGUs,
especially if the direction of the wind is taken into account, and this direction
coincides with the alignment of the WTGUs. When this occurs, a WTGU located
behind another WTGU, seen from the direction from which the wind is coming,
will be affected by the wake created by the upwind WTGU. In this case, the
effective wind speed for the downwind WTGU can be calculated by the model
proposed in [30] and shown in [31]. In particular, when the wind is parallel to the
generators, the wind speed given is valid for the first WTGU, but for the other
turbines positioned behind the first WTGU, the wind speed is calculated as the
product of the wind speed at the WTGU located in front of it and a constant K.
The value of K depends on different variables, such as the turbine thrust coeffi-
cient, the diameter of the rotor, the axial distance between the WTGUs, and the
wake decay constant, which is a function of the hub height and the roughness
length. For more details about the procedure, see [31].

Moreover, when a correlation exists among loads at different busbars or among
wind speeds in different locations, the procedures shown in the Appendix A.1 can
be applied in the frame of the Monte Carlo procedure to generate the correlated
random input variables.

3.1 Convolution-Based Approach

In [3], which is one of the first papers on probabilistic load flow in distribution
systems with wind farms, a probabilistic model for a WTGU was developed.

As input, the WTGU model assumes the wind speed to be a random variable
represented by a normal pdf2, and it is based on the active and reactive power
curves reported in Fig. 1. With reference to the active power, the following
equations can be written:

2 In the authors’ opinion, the use of a normal pdf instead of the more popular Weibull pdf is
justified by the considerations that they are interested to short-term predictions. In any case, they
consider that the proposed approach can be extended to medium- and long-term predictions if the
uncertainties of wind and loads are properly modelled.
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PW ¼ 0 for 0�W �Wci and W ffiWco

PW ¼ f Wð Þ for Wci�W � Wr

PW ¼ Pmax for Wr �W � Wco;
ð10Þ

where f(W) is approximated as a linear function (or parabolic or cubic function),
and Wci, Wr, and Wco are the cut-in, rated, and cut-off characteristic values of the
WTGU, respectively.

The corresponding active power probabilities are obtained, starting from the
wind speed probabilities deduced from the normal distribution, by applying the
following equations:

pðPW ¼ 0Þ ¼ 1þ uðW1Þ � uðW3Þ

pðPW ¼ f ðWÞÞ ¼ 1ffiffiffiffiffiffi
2p
p

rWK1
e

� ðPW�K2Þ
K2

�lW

h i2

2r2
W

pðPW ¼ PmaxÞ ¼ uðW3Þ � uðW2Þ;

ð11Þ

where u is the cumulative distribution function of the standard normal distribution.
In (11):

W1 ¼
Wci � lW

rW
; W2 ¼

Wr � lW

rW
; W3 ¼

Wco � lW

rW
; K1 ¼

Pmax

Wr �Wci
;

K2 ¼ �K1Wci

ð12Þ

and the linear approximation f ðWÞ ¼ K1W þ K2 is assumed; in (12), lW and rW

are the mean value and the standard deviation of the wind normal distribution,
respectively.

Reactive power values and probabilities are obtained by considering the link
between active and reactive powers shown in Fig. 1.

Once the probabilistic model of the wind power production has been developed
and assuming a normal distribution for the load powers, the convolution process
shown in Sect. 2.3 can be applied. In fact, from a theoretical point of view, the
power flow equations can be linearized in order to obtain the unknown quantities
(i.e., the amplitudes of the voltages) as linear functions of the nodal active and
reactive power injections; then, the convolution technique can be performed to

PW

WWci        Wr                WcoQW

Fig. 1 Wind turbine active
and reactive power versus
wind speed
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obtain the unknown pdfs. Actually, due to the radial structure of the distribution
system, the authors in [3] applied a simpler linearization. Assuming that the
voltage at the medium voltage (MV) bus is fixed by the voltage regulator, the
voltage at each bus is expressed analytically as the difference between this value
and the voltage drop from the MV bus; this analytical link is linearized so that the
voltage magnitudes at each bus are expressed as a linear function of the power
injections.

3.2 Markov-Based Approach

The Markov-based approach is based on the assumption that the wind speed can be
considered as a stochastic process3 with a continuous state space (linked to wind
speed values) and a continuous parameter space (linked to time). This stochastic
process is modelled approximately by using the discrete Markov process (Markov’s
chains)4 [4, 14–16].

In particular, in [4], a simple Markov chain-based model was applied for the
evaluation of the pdfs of distribution system busbar voltages. In particular, the
authors proposed a Markov chain model that is able to generate a wind speed time
series5; this series is used as input to the power curve to convert wind speed to
generated power for use in the probabilistic power flow analysis.

The starting point is represented by the measurements of wind speed. Since
averaging periods of 1 h are generally used for wind speed measurements because
this allows the variations due to turbulence and weather fronts to be separated, a
time resolution of 1 h is often used. In any case, the hourly wind speed mea-
surement data can also be divided into several time periods to determine the
seasonality variations.

In order to apply the Markov approach, some specific characteristics concerning
the number of states, the transition probabilities, and the possible transitions

3 As is well known, a stochastic process is defined as a model of a system that develops
randomly in time according to probabilistic laws.
4 The use of the discrete Markov process to model wind speed (and then the wind farm) was
proposed in the relevant literature both for the probabilistic power flow analysis and for the
reliability analysis of distribution networks that have wind farms.
5 We note that not all authors consider the use of time series to be a strictly probabilistic
approach. In fact, strictly speaking, unlike the Monte Carlo simulation, the input data are not
derived from pdfs, but the time series of load and wind generation are directly applied. In the
frame of this method, the steady-sate of the distribution system is simulated during a suitable time
period (i.e., 1 week or 1 year). Using the active and reactive power curves of the WTGU (Fig. 1),
the output power series can be obtained. From the load and wind generation time series, the
corresponding state and dependent variables can be obtained by performing subsequent load flow
calculations for each point; this approach was applied also in [9, 10].
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among states must be assessed. In particular, the first-order Markov model6 pro-
posed in [4] relies on the following assumptions.

First, the states of the wind speed must be identifiable. Then, on the basis of
field measurement data, the wind speed sample record is represented by a discrete
number of N wind speed states, each corresponding to an opportune range of
values. The states can be fixed using wind speed intervals of constant or variable
amplitude; states with variable intervals can be used in order to take into account
the non-linear control characteristic of WTGUs.

Second, the wind speed model must be stationary (i.e., the probability of
making a transition from one state to another is time-invariant) and the process
must lack memory (i.e., the probability of being in a given state is independent of
all the past states, except for the immediately preceding one). These two
requirements imply that the transition probabilities between the states are constant.

Finally, the probability of a transition from a given wind speed state to another
state is directly proportional to the steady state probability of the new state.

Once the number of states and the wind speed intervals for each state are
defined for Markov model, the wind speed data are used to obtain an approxi-
mation of the transitional probability matrix that, as is well known, characterizes
the discrete Markov process; in particular, when N states are considered, the
transitional probability matrix TM is defined as:

TM ¼

p11 p12 � � � p1N

p21 p22 � � � p2N

..

. ..
. . .

. ..
.

pN1 pN2 � � � pNN

2

6664

3

7775; ð13Þ

where pij is the probability of a transition between states i and j.
From the wind speed data, it is possible to obtain an approximation of the

transitional probability matrix defined in (13); the maximum likelihood estimate
for the matrix entries is:

pij ¼
nijPN
j¼1 nij

; ð14Þ

where nij is the number of transitions from state i to state j encountered in the
measured wind speed data.

The approximation of TM that is obtained is used to generate a wind speed time
series by using the following procedure.

First, the initial state i is selected. Then, a random number x between zero and
unity is generated and compared to the ith row of the matrix to find the next state;
in particular, if x is lower than (or equal to) the first element in the row (x� pi1),
the next state is state 1. If x is greater than the first element in the row and lower

6 In addition to the first-order Markov chain model, a second order model has been proposed to
generate wind speed time series. For example, see [14].
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than (or equal to) the sum of the first two elements in the row (pi1\x� pi1 þ pi2),
the next state is state 2. Thus, in general, if x is greater than the sum of the first
k - 1 elements in the row and lower than (or equal to) the sum of the first

k elements in the row (
Pk�1

j¼1 pij\x�
Pk

j¼1 pij), the next state is state k. The
process is then repeated to find further states, using the latest state as the initial
state.

Eventually, the generated wind speed time series are used as input to the wind
turbine power curve to convert wind speeds to wind power outputs that are used in
the probabilistic power flow analysis performed applying the NLMC procedure as
probabilistic technique.

3.3 Universal Generating Functions-Based approach

In [5], an approach to model wind farms (WFs) for reliability assessment was
proposed; this approach can be easily applied also in the frame of a probabilistic
load flow. In particular, WFs are modeled as multi-state systems7 (MSSs), the
probability distribution of which can be determined by the Universal Generating
Functions (UGFs) technique. In general, each element of an MSS is modeled by a
discrete random variable, for which the probability mass function, named the
performance distribution (PD), is represented by an UGF (or u-function). Thus, the
PD of the whole MSS is obtained by combining u-functions and proper compo-
sition operators, as is shown later.

The UGF technique does not focus on the wind state space (as in the Markov
techniques) or on a specific wind trial (as in the Monte Carlo simulation); rather, it
focuses on some kind of ‘projection’ of the available power output space of the
wind farm onto the wind space. As a result of this different point of view, the
approach based on UGFs is flexible and effective, and it can easily be used for
systems that have a large number of states with low computational burden. Then,
in this subsection, we refer to the WF model instead of a single WTGU to better
highlight the potentiality of the technique illustrated.

Let us consider a WF composed of N types of WTGUs. It is modeled as an MSS
composed of the wind element, which is the energy primary source, and the
machine subsystem, which is composed of N types of WTGUs. The inputs to the
WF model are the record of kW measured data of wind speed and the N power
curves of the WTGUs. In general, referring to the jth type of WTGU, the generated
power Pj is a non-linear function of the continuous variable wind speed W (Fig. 1),
which includes the contribution of all the WTGs of the jth type. The output of the
WF model is the PD of the power injected into the grid by the WF, used as input to
the probabilistic load flow, as explained below.

7 A multi-state system (MSS) is a system that performs its mission with various levels of
efficiency, referred as performance rates.
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Let the random variable GW be the performance rate of the wind speed. The
PD(GW) can be represented in a polynomial form by a u-function uW(z) as:

uW zð Þ ¼
XkW

h¼1

pWh
zgW

h ; ð15Þ

where the discrete variable z represents all the kW possible states of the wind speed,
pWh

is the probability of occurrence, and the exponent is the performance rate gWh

of the wind element, related to the hth state. The former is evaluated by using the
frequency approach; the latter coincides with the value of measured data of wind
speed.

Let the random variable GPj
be the performance rate of the jth type of WTGU.

The PD GPj

� �
can be represented in terms of a u-function, as:

uPj zð Þ ¼
XkFj

m¼1

pPmj
z

gPmj : ð16Þ

The random variables GPj
are statistically dependent on GW. Consequently, the

state of the wind element affects both the performance rate gPmj
and the probability

of occurrence pPmj
of the mth state of GPj

. In particular, variables GPj
are functions

of the random variable GW according to Eq. (10) or similar. Furthermore, the
random variables GPj

are mutually independent for a given state of GW.

The link between the random variables GPj
can be expressed by the following

deterministic function, named the structure function:

W GP1 ; . . .;GPj ; . . .;GPN

� �
¼
XN

j¼1

GPj : ð17Þ

To evaluate the output of the WF model using the UGF approach, the following
steps must be performed.

The first step is to partition the performance set gW of the wind element on the
basis of all active power curves. Referring to the jth type of WTGU, the partition
operator pPj gWð Þ is defined as:

pPj gWð Þ ¼ g
mj

W ; mj 2 1; . . .; kPj

� ffi� 	
; ð18Þ

with g
mj

W ¼ gWh : GPj ¼ gPmj

n o
.

Then, the overall partition p gW

� �
of the WF, defined as:

p gW

� �
¼ gi

W ; i 2 1; . . .;M½ �
� 	

; ð19Þ

is obtained by recursively applying the partition operator for each WTGU type:

p gWð Þ ¼ pP1 pP2 . . . pPM gWð Þð Þ. . .ð Þð Þ: ð20Þ
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The second step is rewriting the PD GPj

� �
, accounting for p gWð Þ in terms of the

conditional u-function �uPj zð Þ as:

�uPj zð Þ ¼
XkFj

m¼1

�pPmj
zgFmj ; ð21Þ

where �pPmj
¼ pPmjj1

; . . .; pPmjji
; . . .; pPmjjM

n o
:

The generic term pPmjji
is either unity or null, according to whether the ith subset

gi
W in the partition p gwð Þ does or does not correspond to the image gPmj

in the

performance space of the jth type of WTGU.
The third step consists of introducing the random variable GP, which represents

the machine subsystem and whose PD can be expressed in terms of conditional
u-function �uP zð Þ as:

�uP zð Þ ¼
XkF

m¼1

�pPm
zgFm ; ð22Þ

where �pPm
¼ pPmj1 ; . . .; pPmji ; . . .; pPmjM

n o
:

In practice, Eq. (22) can be evaluated by applying the composition vectorial 

O

W

operator over the N u-functions �uPj zð Þ:

�uP zð Þ ¼ 

O

W
�uP1 zð Þ; . . .; �uPj zð Þ; . . .; �uPN zð Þ
� �

¼
XkF1

m¼1

� � �
XkFj

m¼1

� � �
XkFN

m¼1

� �pPm 1
; . . .; �pPmj

; . . .; �pPmN


 �
z
w gPm1

; ...; gPmj
;...; gPmN


 �

;

ð23Þ

where:

� �pPm1
; . . .; �pPmj

; . . .; �pPmN


 �
¼ pPm1j1

� . . . � pPmjj1
� . . . � pPmNj1

; . . .; pPm1ji
� . . . � pPmjji

� . . .�
n

pPmNji
; . . .; pPm1jM

� . . . � pPmjjM
� . . . � pPmNjM

o
:

ð24Þ

The fourth step consists of evaluating the PD of the random variable G, repre-
senting the output of the WF model. The related u-function u(z) can be expressed as:

u zð Þ ¼
Xk

t¼1

ptz
gt ; ð25Þ

and can be obtained as:

u zð Þ ¼
XkF

m¼1

XkW

h¼1

pWh pP
mjl gWhð Þ

 !
zgPm : ð26Þ
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The auxiliary function l gWh


 �
in Eq. (26) is introduced to reduce the compu-

tational burden associated with the evaluation of pPmji ; it assigns the integer i enu-

merating the subset gi
W in p gWð Þ to the generic term gWh

, to which gWh belongs.
Reactive power and related probabilities values can be obtained by considering

the link between active and reactive powers shown in Fig. 1. Eventually, the
generated power outputs can be used in the probabilistic power flow analysis.

3.4 Bayesian-Based Approach

In [6], a probabilistic method (Fig. 2) was proposed to forecast the steady-state
operating conditions of an unbalanced electrical distribution system ‘‘at hour t,’’
starting from the knowledge of the hourly wind speed measurements at the sites
where the wind farms are installed, which are collected before the t - m hour (i.e.
m = 1 or 2 or 4 if the forecast is effected 1 or 2 or 4 h before t hour) and the pdfs
of the active and reactive phase load powers. In this subsection we assume m = 1
for the sake of clarity.

The hourly wind speeds measured at the sites where the wind farms are
installed are used to obtain the pdfs fwt of the wind speeds ‘‘at hour t’’ by a
Bayesian approach. Then, the wind speed pdfs are used as inputs to the power
curves to convert wind speeds to generate power outputs that are used with the
load pdfs in a probabilistic, three-phase, load flow analysis of an unbalanced
distribution system.

With particular reference to the Bayesian approach for the prediction of the pdfs
fwt of wind speeds related to hour t, the random variable representing wind speed
w was modelled using the following Weibull pdf:

tp

N )U(

tp
N

)U(
f

tp

1 )(θ

tp
1 )(

f θ

.

.

.

.

.

.

.

Bayesian 
approach  

Hourly wind 
measurement

1mt21 W,...,W,W −−

tW
f

tW

Evaluation of 
the state 

variables by 
Probabilistic 
Three-Phase 
Load Flow

.

.

.

.

.
Active and reactive  hourly                 

load  powers Evaluation of 
the quantities  
depending on 

the state 
variables

Wind
Turbine
Curve

t
WQ

f

t
WQ

t
WP

f

t
WP

tp

j )Q(

tp
j )Q(

f

tp

j )P(

tp
j )P(

f

.

.

tp
ij )P(

f

tp

ij )P(

tp

ij )Q(

t

i,d )K(

tp
ij )Q(

f

t
i,d )K(

f

Fig. 2 Bayesian method to evaluate hourly steady state operating conditions of electrical
distribution systems that include WTGUs [6]
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fwðwjg bÞ ¼ b
g

w

g

� b�1

e�
w
gð Þ

b

; ð27Þ

where g is the scale parameter, and b is the shape parameter.
Then, the prior random variables have to be fixed [32–34]. The first prior

variable is the shape parameter b. Even though the scale parameter g could be
considered the second prior random variable, it is most useful to introduce new
random variables that permit a more adequate predictive model. To do this, the
scale parameter g is expressed in terms of the mean value of wind speed l by the
following relationship:

g ¼ l

C 1þ 1
b


 � ; ð28Þ

where C zð Þ is the Gamma function. Then, the auto regressive (AR) model of the
first order for calculating the wind speed mean value lt from the knowledge of the
wind speed value at adjacent hour wt�1 is applied. This AR model of the first order
uses the following equation:

logðltÞ ¼ a1 þ a0 logðwt�1Þ; ð29Þ

where a0 and a1 are the coefficients of the AR model (29).
If we look at the equations in (27), (28) and (29), it appears that the new prior

random variables needed to apply the Bayesian approach (other than the shape
parameter b) are a0 and a1. The prior distributions of the parameters are assumed to be
normal and equal to a0 * N(0, 104), a1 * N(0, 104), and b * N(0, 104), respec-
tively. The choice of a large variance for the prior distributions guarantees that the
measured data w, containing n samples of w collected before t-1 hour, influence the
parameters of the posterior distributions more than the prior distributions would.

In order to obtain an approximation of the posterior distributions of parameters
a0, a1, and b, an analytical expression of the unnormalized posterior pdf is needed.
In particular, once the prior distributions for a0, a1 and b are fixed and once the
distribution of the observed quantities w is known, they can be used to write the
following equation for the unnormalized posterior pdf:

qða0a1bjwÞ ¼
Ynþ1

t¼3

b
gt�1ða0; a1Þ

wt�1

gt�1ða0; a1Þ

� b�1

e
� wt�1

gt�1ða
0
;a

1
Þ


 �b2

4

3

5

8
<

:

9
=

;

e
�

0:5a2
0

104


 �

e
�

0:5a2
1

104


 �

e�
0:5b2

104

� �
;

ð30Þ

where gt�1ða0; a1Þ can be evaluated by applying Eq. (28), where the wind speed
mean value lt�1 depends on the parameters a0 and a1 through Eq. (29).

The unnormalized posterior distribution analytical expression (30) is used in a
Markov Chain Monte Carlo (MCMC) approach that uses the Metropolis-Hasting
(MH) algorithm to obtain an approximation of posterior distributions for the
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parameters a0, a1 and b [34–36]. In practice, in the MCMC simulation, for each
(trial) sample of a0, a1 and b obtained from prior distributions, a four steps
procedure is applied.

In the first step, the mean value lt�1 is calculated by applying relationship (29)
using a0, a1 samples and wt�2.

In the second step, gt�1 is calculated by applying relationship (28) using lt�1

obtained in the first step and the b sample.
In the third step, an unnormalized posterior distribution value is calculated,

applying relationship (30) using gt�1 obtained in the second step, the b sample, and
the n samples of observed quantities w.

In the fourth step, the unnormalized posterior distribution value obtained in the
third step is used in the Metropolis-Hasting (MH) algorithm to obtain the samples
of the posterior distributions of a0, a1, and b.

Once the samples from the posterior distributions of a0 and a1 are known, these
samples and the wind value wt�1 are used to calculate the pdf of the mean value of
wind speed at ‘‘hour t’’ lt, once again applying Eq. (29). The pdf of the scale
parameter distribution gt is calculated from the knowledge of the lt pdf and the
posterior distribution of b, once again applying Eq. (28). Finally, using the pos-
terior distribution of b and the gt pdf, the predictive distribution of the wind speed
wt can be obtained. In fact, the predictive distribution of the wind speed wt is
calculated using an algorithm that generates a sample from the Weibull distribu-
tion for each sample of the posterior distributions of parameters b and gt.

3.5 Special Distributions-Based Approach

The approach shown in Sect. 2.4 can easily be extended to include the presence of
WTGUs. To do this, the random input, i.e. the active and reactive power injections, at
busbars where a WTGU is installed, must include the wind production. In [7], the
probabilistic load flow in the presence of wind production was performed by applying
the Cornish–Fisher expansion. In particular, the procedure was aimed at determining
the statistical characterization of line power flows. Four steps were performed.

In the first step, a DC load flow with the expected value of the wind power
injected to the system is solved. This gives the expected value of system variables
and of line power flows.

In the second step the moments and cumulants of the cumulative distribution
function of the wind power injections are calculated.

In the third step the cumulants of the random variables of the system variables
and of power flows through the lines of interest based on the linearity of the DC
load flow are calculated.

In the fourth step, the Cornish–Fisher expansion (9) is used to find the value of
the cumulative distribution function of the system power in the lines of interest.

In [37] the Point Estimate method proposed in [29] was extended to include
wind farms uncertainties.
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3.6 Hybrid Approaches

In [2], the probabilities of undervoltages and overvoltages are calculated using an
hybrid procedure. This procedure is performed as shown later synthetically.

Initially, a load flow of the distribution system with wind farms is performed
with expected values of loads and wind power productions, all assumed to be
independent, random, Gaussian variables.

Then, a test is conducted to detect the risk of undervoltages and overvoltages by
performing two deterministic load flows with the following values for loads and
generated power productions:

PW ¼ lPW
� Csd rPW ;

Pload ¼ lPload
þ Csd rPload

ð31Þ

for undervoltages. The following values for loads and generated power
productions:

PW ¼ lPW
þ Csd rPW ;

Pload ¼ lPload
� Csd rPload

ð32Þ

are for overvoltages. In (31) and (32), lPload
; rPload ; lPW

; rPW are mean values and
standard deviations of the load and wind powers, respectively; in the numerical
application, a Csd value of 3.5 is suggested as a compromise between computa-
tional efforts and accuracy of the results.

Finally, if risks of undervoltages or overvoltages are detected, a Monte Carlo
simulation procedure is applied for this case, assuming that, as previously speci-
fied, both load and generated power are random Gaussian variables.

A further hybrid method based on cumulants, special functions, and convolu-
tion approaches also was proposed in [8]. The probabilistic modelling of the wind
farm is based on a three-parameter Weibull pdf, considered to be more appropriate
than the commonly used two-parameter one, since it seems to better represent the
higher wind speed values; starting from the Weibull pdf, the power curve is used to
obtain the probability distribution of the wind power analytically. Different
probabilistic load flow techniques are, then, performed that also are able to take
into account generator and branch outages. The techniques separate discrete and
continuous random variables; the continuous variables are treated by the cumulant
method, while discrete distributions are treated separately with the Von Mises
method [26–28]. After the separate steps, the convolution is applied to the con-
tinuous and discrete output distributions to obtain the resulting output random
variable probability functions.
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4 Numerical Applications

In this Section, for the sake of conciseness, only the main methods described in the
previous Sections are applied to analyze the probabilistic impact of WTGUs; first,
a 17-bus balanced distribution system is considered, and, then, an IEEE 34-bus
unbalanced distribution system is considered. In particular, with reference to the
balanced system, we apply:

1. in Sect. 4.1, the Non-linear Monte Carlo simulation approach;
2. in Sect. 4.2, the Markov-based approach;
3. in Sect. 4.3, the Generating functions-based approach; and
4. in Sect. 4.4, the Special Distributions-based approach (in particular the

cumulant-based approach).

With reference to the unbalanced distribution system, we apply:

5. in Sect. 4.5, the Non-linear Monte Carlo simulation; and
6. in Sect. 4.6, the Bayesian-based approach.

4.1 Non-linear Monte Carlo Simulation for Balanced
Distribution Systems

The Non-linear Monte Carlo Simulation is applied to the probabilistic steady-state
analysis of the 17-bus, balanced, three-phase network illustrated in Fig. 6 of the
companion chapter [1] and reported in Appendix A.2. This system contains 16
busbars at 12.5 kV and one busbar (#1) at 138 kV. The main data of the con-
sidered test system are reported in Tables 2 and 3 of the companion chapter [1].
The active power and reactive power have been modeled as random Gaussian
variables. The values reported in Table 2 have been assumed as the mean values of
active power and reactive power, whereas the standard deviation has been assumed
to be equal to 10 % of the mean value.

The following cases have been considered:

Case (I) No wind generating units
Case (II) 1.0 MW semi-variable speed WTGU at bus #9

1.0 MW GBBC variable speed WTGU at bus #13
Case (III) 1.0 MW semi-variable speed WTGU at bus #9

1.0 MW GBBC variable speed WTGU at bus #13
1.0 MW DFIG variable speed WTGU at bus #15
1.0 MW stall-regulated fixed speed WTGU at bus #17

Details about the WTGU models and further data can be found in Sect. 4 of
Ref. [1].
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A Rayleigh pdf for the wind speed is assumed. In particular, in all the considered
cases, the mean value of the wind speed has been assumed equal to 8.1 m/s.

In this sub-section, we show:

Case (I) The pdfs of voltage amplitude at the selected busbars #9 and #13 and
the pdfs of active power flow in the line between busbars #2 and #13
and in the line between busbars #2 and #11 (Figs. 3, 4).

Case (II) The pdfs of the powers injected by the WTGUs, the pdfs of voltage
amplitude at the selected busbars #9 and #13, the profile of mean
value of voltage amplitude at all busbars compared with the profile in
the absence of WTGU, and the pdfs of active power flow in the line
between busbars #2 and #13 and in the line between busbars #2 and
#11 (Figs. 5, 6, 7, 8).

Fig. 3 Case I: pdf of voltage amplitude at busbar #9 (a) and busbar #13 (b)

Fig. 4 Case I: pdf of active power flow in line 2–3 (a) and in line 2–11 (b)
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Fig. 5 Case II: pdf of the power injected by the WTGU connected at busbar #9 (a) and busbar
#13 (b)

Fig. 6 Case II: pdf of voltage amplitude at busbar #9 (a) and busbar #13 (b)
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Case (III) The pdfs of the powers injected by the WTGUs, the pdfs of voltage
amplitude at the selected busbars #9 and #13, the profile of mean
value of voltage amplitude at all busbars compared with the profile in
the absence of WTGU, and the pdfs of active power flow in the line
between busbars #2 and #13 and in the line between busbars #2 and
#11 (Figs. 9, 10, 11, 12).

Comparing Figs. 7 and 11, it is apparent that, as the penetration of wind energy
production increases, the expected voltage amplitudes at all busbars are higher
with respect to Case (I). The same consideration can be derived from the analysis
of Figs. 3, 6, and 10.

From the analysis of the pdfs of Figs. 4, 8 and 12, the impact of wind energy
production on the active power flow in the lines of the distribution system can be

Fig. 8 Case II: pdf of active power flow in line 2–3 (a) and in line 2–11 (b)

Fig. 9 Case III: pdf of the power injected by the WTGU connected at busbar #15 (a) and busbar
#17 (b)
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Fig. 10 Case III: pdf of voltage amplitude at busbar #9 (a) and busbar #13 (b)
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Fig. 11 Case III: Comparison between the voltage profile in the absence of WTGUs (Case I) and
the voltage profile in the presence of WTGUs at busbar #9, busbar #13, busbar #15, and busbar #17

Fig. 12 Case III: pdf of active power flow in line 2–3 (a) and in line 2–11 (b)
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investigated. The larger the penetration of WTGU is, the lower the active power
flowing in the lines becomes, as foreseeable.

Finally, Table 1 reports the reduction of the real power losses due to the
presence of WTGUs (Cases II and III) with respect to the power losses in the
absence of WTGUs (Case I). A significant reduction of the losses is clearly
apparent; this reduction is growing with the wind energy production.

4.2 Markov-Based Approach for Balanced Distribution
System

We have also considered the use of the Markov-based approach to evaluate the
balanced distribution system.

The case considered here is Case III already described in Sect. 4.1, but, in this
subsection, the wind speed is a time series obtained by applying the Markov-based
approach of Sect. 3.2. The wind speed measurements used in the Markov-based
approach were obtained from the Royal Netherlands Meteorological Institute (http://
www.knmi.nl/samenw/hydra/index.html) and refer to the data measured at wind
stations in Texelhors, The Netherlands, from January 2001 to September 2009.

We show, for the sake of conciseness, only the pdfs of the powers injected by
the WTGUs at two busbars #15 and #17, the pdfs of the voltage amplitudes at two

Table 1 Power loss reduction

Case Reduction of power losses with respect to Case I (%)

II 11.7
III* 30.1

* PQ model for stall-regulated fixed speed WTGU [1]

Fig. 13 Case III: pdf of the power injected by the WTGU connected at busbar #15 (a) and
busbar #17 (b)
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busbars #9 and #13, and the profile of the mean values of voltage amplitude at all
busbars compared with the profiles in the absence of WTGU (Figs. 13, 14, 15).

In the considered case, the real power losses of the system were reduced with
respect to Case (I) by about 30.5 %.

4.3 Universal Generating Functions-Based Approach
for Balanced Distribution System

The balanced distribution system has been also considered to apply the Generating
functions-based approach shown in Sect. 3.3.

The case considered here is the Case III already described in Sect. 4.1. Con-
cerning the wind energy source, once again the long-term wind speed data from

Fig. 14 Case III: pdf of the voltage amplitudes at busbar #9 (a) and busbar #13 (b)
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Fig. 16 Performance distributions of the generated power of WTGUs at busbar #15 (a) and
busbar #17 (b)

Fig. 17 Case III: pdf of voltage amplitude at busbar #9 (a) and busbar #13 (b)
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the Royal Netherlands Meteorological Institute (http://www.knmi.nl/samenw/
hydra/index.html) have been used, as in the previous subsection.

We show, for the sake of conciseness, only the PDs of the powers injected by
the WTGUs at two busbars #15 and #17, the pdfs of the voltage amplitudes at two
busbars #9 and #13, and the profile of mean value of voltage amplitude at all
busbars compared with the profile in the absence of WTGU (Figs. 16, 17, 18).

The reduction of power losses is 20.64 % with respect to the Case (I); this
reduction is lower than the one obtained in the Markov-based approach (30.5 %)
because the probability functions of the generated powers with the Generating
functions-based approach have a mean value lower than the one obtained with the
Markov-based approach.

4.4 Special Distributions Approach

The balanced distribution system also was studied by means of a DC load flow,
and the results of a Monte Carlo simulation applied to the DC load flow were
compared with the results obtained with the Cornish–Fisher expansion-based
procedure shown in Sect. 3.5.

In the DC load flow analysis, the voltage amplitude was assumed to be equal to
1 p.u. at all busbars, and line resistances were assumed to be negligible, therefore
no voltage and power losses are reported below.

Once again, the case considered here is the Case (III) already described in Sect.
4.1, and the wind speed was modeled as a Rayleigh random variable as in Sect. 4.1.

In the following, the cumulative distribution functions (cdfs) and the probability
distribution functions (pdfs) of active power flow in two selected lines are shown.
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Fig. 19 Case III: cdf of power flow in lines 2–3 (a) and 2–11 (b) obtained with Monte Carlo
simulation and with Cornish–Fisher expansion method (dotted line)
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Figures 19 and 20 show that there is a good fit.
Comparing the pdfs of the power flows shown in Fig. 20 with the analogous

pdfs obtained with the non-linear Monte Carlo Simulation method (i.e., the pdf of
Fig. 12), we can observe that, as expected, the values of power flows range in
similar intervals in spite of the approximations.

4.5 Non-linear Monte Carlo Simulation for Unbalanced
Distribution System

The Non-linear Monte Carlo Simulation was applied to the probabilistic steady-
state analysis of the slightly modified version of the unbalanced, IEEE 34-bus test
system illustrated in Fig. 11 of the companion chapter [1] and reported in
Appendix A.2. This test system is an actual distribution system with 83 system
nodes and a voltage level of 24.9 kV. The active and reactive load phase powers
are reported in Table 4 of the companion chapter, while the complete network data
and parameters can be found in [38]. The values reported in Table 4 were assumed
to be the mean values of the active and reactive load phase powers, whereas the
standard deviation was assumed equal to be 10 % of the mean values.

The following WTGUs have been considered: one 330 kW, stall-regulated fixed
speed WTGU at bus #828 and one 330 kW, stall-regulated, fixed speed WTGU at
bus #860 [30].

The wind speeds at bus #828 and #860 were characterized by uncorrelated
Rayleigh pdfs with mean values equal to 7.20 and 8.18 m/s, respectively.

Figure 21 shows the mean values of the phase voltage profiles obtained in the
absence and in the presence of WTGUs at busbars #828 and #860. Figure 22
shows the pdfs of the phase voltage at busbar #836 in the presence of WTGUs.
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It is apparent that the presence of wind-driven generators also increases the
magnitude of the voltages at all the buses in this case; in addition, in the con-
sidered case, the real power losses of the system were reduced by about 19 %.

4.6 Bayesian-Based Approach for Unbalanced Distribution
System

The Bayesian probabilistic approach was applied to evaluate the performance of
the same unbalanced distribution system in the previous subsection.

The distribution system, the loads, and the generated power are the same as
reported in the previous subsection. The results reported in this subsection were a
synthesis of the ones published in [6].

The hourly steady-state analysis of the distribution system was conducted with
reference to an autumn day.

The pdfs of the hourly wind speed were obtained by applying the Bayesian
approach illustrated in Sect. 3.4. In particular, the prediction wind speed pdf of the
first hour was based on the observed wind speed samples for 6 days before
(n = 144 h; m = 1). These data, which were obtained from the Royal Netherlands
Meteorological Institute (http://www.knmi.nl/samenw/hydra/index.html), refer to
the data measured at the wind stations at Texelhors and De Kooy from September
19–25, 2004.

Figure 23 compares, as an example, the hourly forecasted wind mean values
(and the spread between minimum and maximum values of the pdf) with the actual
wind values obtained from the wind station at De Kooy; good predictive behavior
clearly appears, as was the case for the wind station at Texelhors.

Figures 24, 25, 26 and 27 report the mean values and the standard deviations
(expressed in percentage of the mean values) of the phase voltages during 24 h at

5 10 15 20
2

4

6

8

10

12

14

16

18

W
in

d 
sp

ee
d 

[m
/s

]

t [h]

Fig. 23 Predicted (dot and
dashed line) and measured
(dashed line) hourly wind
speed at busbar #828 (wind
station at De Kooy)
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busbars #828 and #840. The mean value of the phase voltage is influenced by the
load profile, assuming the minimum value in correspondence with the maximum
load (h = 11) and the maximum value in correspondence with the minimum load
(h = 6). The standard deviations are expressed as percentages of the mean value
and assume the maximum and minimum values are in correspondence with the
maximum and minimum loads, respectively.

To provide an idea of the unbalances characterizing the operating of the
electrical distribution system, Fig. 28 shows the 95th percentile of the unbalance
factor, Kd95, at busbars #828 and #840 over the 24-h study period. The unbalance
factor follows the load profile. Busbar #828 shows a mean value of the unbalance
factor less than 1 % during the 24 h, while busbar #840 shows many values greater
than 1 % and a maximum value or about 1.7 % in hour 11.
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5 Conclusions

In this study, some probabilistic approaches for the load-flow analysis of balanced
and unbalanced distribution systems with wind farms were analysed. Various
probabilistic models of the wind farm were presented and used in several tech-
niques, e.g., Monte Carlo simulation, convolution process, and special distribution
functions, to perform probabilistic analyses.

Numerical applications of balanced and unbalanced test distribution systems
were discussed, considering various wind farm models.

The main conclusion of the chapter is that the probabilistic steady-state analysis
of a distribution system is mandatory in order to take into account the unavoidable
uncertainties of wind speed and of the loads on the distribution system. It ensures
secure operation of the distribution system, mainly by assessing the effects of
significant wind energy penetration in the market.

Appendix A.1

A.1.1 Simulation of Gaussian Correlated Random Variables

In order to generate an approximate n-vector R of Gaussian random variables
characterized by the mean value l(R) and by the covariance matrix cov(R), the
following procedure was applied [39]:

1. Evaluate the eigenvalues l1, …, ln and the corresponding eigenvectors W1, …,
Wn of the matrix cov(R);

2. Generate an n-vector C of uncorrelated Gaussian variables characterized by
zero mean values and variances equal to l1, …, ln;

3. Generate the vector R as:

R ¼ l Rð Þ þ ½W1; :::;Wn�C: ð33Þ

A.1.2 Simulation of Rayleigh Correlated Random Variables

In order to generate random numbers of NV random variables x1; . . .;xNV , which
are Rayleigh distributed and correlated, the following approximate procedure can
be applied [13]:
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1. With l
1
; . . .; lNV

as the mean values, r1; . . .; rNV as the standard deviations, and
qij (i; j ¼ 1; . . .;NV , i 6¼ j) as the correlation factors, the covariance matrix can
be built as:

Xx ¼
r2

1
� � � q1NV

. .
.

qNV 1 � � � r2
NV

2

64

3

75; ð34Þ

and a lower triangular matrix L can be determined so that :

Xx ¼ L LT ð35Þ

2. For each random variable xi, a vector of random numbers x�i , distributed
according to a Rayleigh pdf with a mean value of li, is generated;

3. Starting from x�i , a new variable is determined according to the following
relationship:

z�i ¼
x�i � E x�i

� �

r x�ið Þ ð36Þ
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Fig. 29 17-bus balanced, 3-phase, test-distribution system
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4. The random numbers r�i of correlated Rayleigh variables can be determined as:

r�i ¼ L z�i
� �Tþli

���
���: ð37Þ

Appendix A.2

The 17-bus balanced test distribution system and the IEEE 34-bus unbalanced test
distribution system are shown in Figs. 29 and 30.
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Advanced Control Functionalities
for Grid Integration of Large Scale Wind
Generation

Fernanda Resende, Rogério Almeida, Ângelo Mendonça
and João Peças Lopes

Abstract Many system operators have issued grid code requirements to ensure a
reliable and secure operation of power systems with high integration levels of wind
generation. Then, wind farms are required to behave as much as possible like
conventional power plants equipped with synchronous generators, providing thus
active and reactive power regulation and fault ride through capability. In addition,
it is necessary to assure that problems of small signal stability do not arise. This
chapter deals with advanced control functionalities to improve the performance of
double fed induction generators, regarding frequency control and fault ride through
capability, and with robust tuning of classical power system stabilizers installed in
double fed induction generators to provide damping as an ancillary service. Since
fault ride through is a matter of major concern for many system operators, the
control functionalities of a static compensator based solution to provide fault ride
through capability of wind farms equipped with fixed speed induction generators
are also addressed. The effectiveness of the above mentioned advanced control
functionalities is demonstrated through numerical simulations.

F. Resende (&) � R. Almeida � Â. Mendonça � J. P. Lopes
INESC-Porto, Porto, Portugal
e-mail: fresende@inescporto.pt

J. P. Lopes
Faculty of Engineering of Porto University, Porto, Portugal

R. Almeida
Federal University of Amapá, Amapá, Brazil

F. Resende
Lusófona University of Porto, Porto, Portugal

P. M. Pardalos et al. (eds.), Handbook of Wind Power Systems, Energy Systems,
DOI: 10.1007/978-3-642-41080-2_9, � Springer-Verlag Berlin Heidelberg 2013

283



1 Introduction

The widespread growth of wind power capacity installed worldwide required the
development of larger and more robust Wind Turbine Generation Systems
(WTGS). Requirements in terms of power control ability during normal operation
and in case of grid abnormalities have increased significantly, leading with the
variable speed concept with Double Fed Induction Generator (DFIG) systems and
with WTGS equipped with full-scale power converters. In the DFIG configuration,
only the rotor of the induction generator is connected to the ac grid through a
partial-scale frequency converter, which is responsible to control the rotor speed in
order to allow a wide speed range of operation. Typically, the variable speed range
is �30 % around the synchronous speed and the frequency converter rating is only
25–30 % of the configuration rated power, which makes this concept attractive and
popular for an economic view point [29]. As a result the DFIG has been the most
commonly used generator type [18].

Following the increasing wind power integration levels, many system operators
have updated their grid codes, through the establishment of specific and stricter
technical requirements for wind farms operation [15]. In many systems, wind
generation has priority over conventional power plants usually equipped with
synchronous generators, which could not be dispatched in order to accommodate
the surplus of wind generation. As a result, several negative impacts can arise
regarding the system technical and operational characteristics, focusing particu-
larly on the reduction of system dynamic stability and security of supply and on
system frequency and voltage regulation capabilities. Therefore, the most common
grid code requirements focus mainly the control ability of wind farms regarding
both active and reactive power control to provide frequency and voltage regula-
tion, respectively, and Fault Ride-Through (FRT) capability [54].

Synchronous generators may be equipped with Power System Stabilizers (PSS)
in order to provide damping to low frequency power oscillations occurring among
their rotors. As the large surplus of wind generation in some areas may increase the
power flows between weakly interconnected grids, the damping levels will be
reduced since the existing PSS may no longer be able to provide the additional
damping necessary in all wind generation conditions [33]. Therefore, wind farms
should be able to supply damping as an ancillary service [23, 24].

Grid code requirements have been the major drivers for the fast developments
of WTGS Wind turbine generation systems—WTGS technologies over the past
few years [20]. Their compliance has challenged the manufacturers to develop
conventional control capabilities for wind turbines and therefore for wind farms,
exploiting the variable speed concept. For this purpose, advanced control func-
tionalities have been developed and embedded into the control systems of the
individual WTGS frequency converters, providing thus enlarged control capabil-
ities, which play a key role to support the most stringent grid code requirements
issued by many system operators.
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Requirements in terms of active and reactive power control, under normal
operating conditions, have been addressed through an hierarchical control structure
comprising both a central control level and a local control level supported by an
advanced SCADA system [4, 20]. Depending on the network status, the system
operator may require adjustments in outputs of active and reactive power of the
wind farm. For this purpose a two level hierarchical control and management
system has been exploited. The central control level is responsible to control the
wind farm output power by sending out active and reactive power references to the
local control level. The main parameters from the individual WTGS and from the
Point of Common Coupling (PCC) are recorded by the data acquisition system and
used to determine the optimum active and reactive power set points for each
WTGS in order to meet the system operator requests. The local control level
addresses the control system of individual WTGS and ensures that the references
sent from the wind farm central control level are achieved.

FRT capability has been the major concern of network operators since the
effects of grid faults may propagate over very large geographical areas leading
with the disconnection of wind farms. Therefore a serious threat will be created
regarding the network security of supply because a large amount of wind gener-
ation could be lost simultaneously. In order to prevent this problem WTGS must
remain connected during and after severe grid disturbances, ensuring fast resto-
ration of active power to pre-fault levels as soon as the fault is cleared and
injecting reactive current in order to support the grid voltage during disturbances,
providing thus fast voltage recovery after fault clearing.

In spite of the current use of variable speed WTGS, many wind farms equipped
with Fixed Speed Induction Generators (FSIG), the standard technology installed in
the early 1990s, are still in operation in many countries and can fulfil FRT
requirements to a different degree. The dynamic behaviour of FSIG is dominated by
the grid connected induction generator which always draws reactive power from the
grid. Although shunt capacitor batteries are typically used to compensate the
reactive power requirements during steady state operation, these devices exhibit
rather poor performance during fault conditions, since their reactive power injec-
tion capability decreases significantly during voltage drops. Thus, in the event of
voltage dip the generator torque and active power output can be reduced consid-
erably resulting in rotor acceleration and further rotor instability. Also, the machine
operation at increased slip values results in increased reactive power absorption,
particularly after fault clearance and partial restoration of the system voltage. This
effectively prevents voltage recovery and may affect other neighbouring generators
whose terminal voltage remains depressed. Since the dynamic behaviour of the
induction generator itself can not be improved, FRT capability can be assisted by
external static compensation devices connected at the wind farm terminals [46]. For
this purpose, STATic synchronous COMpensator (STATCOM) based solutions are
considered the most effective approaches for these situations [11]. However, a
STATCOM rating approximately 100 % of the total wind farm installed capacity is
required to guarantee a successful voltage recovery [8, 19, 36, 46].
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This chapter deals with the advanced control functionalities, which have been
developed to enhance the performance of DFIG control capabilities regarding the
compliance with grid code requirements, particularly FRT capability and primary
frequency control. The problem of PSS robustly tuning in systems with large share
of wind generation is also addressed in this chapter, taking into account that PSS
installed in DFIG can be used to provide additional damping to the electrome-
chanical modes of oscillation. Moreover, the control functions of an external
STATCOM based solution to provide FRT capability of wind farms equipped with
FSIG are also addressed. The performance of these advanced control functional-
ities as well as the performance of the robustly tuned PSS is evaluated through
numerical simulations performed in small test systems. The results obtained are
presented and discussed.

In Sect. 2 the mathematical model of the DFIG configuration is presented
together with the main issues regarding DFIG operation and control; Sect. 3
describes control functions based on fuzzy control that can be used to improve
FRT capability of DFIG; Sect. 4 presents a robust primary frequency control
approach for DFIG; A suitable approach to perform robust tuning of PSS installed
in DFIG is addressed in Sect. 5; Sect. 6 deals with the commonly used control
approaches of STATCOM when used to provide FRT capability of wind farms
equipped with FSIG. Final remarks are presented in Sect. 7.

2 DFIG Dynamic Modelling and Operation

The DFIG concept corresponds to a variable speed WTGS equipped with a Wound
Rotor Induction Generator (WRIG) and a partial scale frequency converter con-
nected to the rotor windings through slip rings. The stator is directly connected to
the ac grid whereas the rotor is connected through the frequency converter, being
the DFIG fed from both the rotor and stator sides, as it can be observed from the
typical electrical scheme depicted in Fig. 1. Thus, the DFIG configuration allows
supplying electrical power to the grid from the stator and exchanging electrical
power with the grid through the rotor circuit. Also, controlling the active power
flow on the rotor circuit, both in magnitude and direction, allows the variable
speed operation feature over a wide speed range, from sub synchronous to super
synchronous speed. Therefore, the frequency converter comprises two Insulate
Gate Bipolar Transistors (IGBT) based Pulse Width Modulation (PWM) con-
verters, the Rotor Side Converter (RSC) and the Grid Side Converter (GSC),
connected back-to-back through a dc-link capacitor and controlled independently
of each other [40, 44], as it can be observed from Fig. 1.

During normal operating conditions, the RSC control system is responsible to
control the active and reactive power fed into the grid though the stator circuit by
controlling the rotor current components while the GSC control system is
responsible to control the dc-link voltage based on the active power balance
between the RSC and the ac grid and, additionally, to ensure the DFIG operation
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with a given power factor. However, since the RSC can compensate a bigger
reactive power demand than the GSC, it is usually assumed that the reactive power
demand is mainly controlled by means of the RSC [1, 7, 34].

In case of a grid fault, high transient currents arise in the grid connected WRIG
stator, which are transferred to the rotor leading to over currents and over voltages
that can damage the frequency converter. In order to avoid these over currents an
ac crowbar protection system has been commonly used, being triggered by the dc-
link voltage, which rises rapidly due to the rotor current peaks. Then, for dip
voltage sags, the crowbar short-circuits the WRIG rotor and the DFIG configu-
ration goes temporarily to an asynchronous machine operation mode, since RSC is
blocked and the WRIG controllability is lost. In contrast to the RSC, the GSC is
kept in operation. So, in order to provide voltage support under these circum-
stances, a co-ordinated voltage control of RSC and GSC is required. Thus, in the
adopted control strategy, as long as the crowbar is triggered, the GSC will provide
its maximum reactive power in order to improve the voltage level. When the
crowbar is removed, the RSC is taking over the voltage control in order to re-
establish immediately the voltage level. In this way the DFIG configuration will be
able to comply with the requirements of FRT and grid support capability [1, 34].

The mathematical models commonly used to represent the DFIG dynamic
behaviour with impact on the ac network during transient stability studies share a
high degree of complexity. A generic model is based on the typical DFIG con-
figuration illustrated in Fig. 1, comprising basically the following main
components:

• The aerodynamic system;
• The mechanical system;
• The generator (WRIG);

Fig. 1 Typical configuration of the DFIG electrical part
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• The frequency converter and the corresponding control systems;
• The pitch control system.

Suitable dynamic models for these main components and their interconnections
are presented in the following sections. These models are intended for power
stability studies. Therefore, the control functionalities of the frequency converter
are addressed under the framework of the control systems of both RSC and GSC
[13, 17, 31, 41].

2.1 The Aerodynamic System

The WTGS aerodynamic system, also called the wind turbine rotor, comprises the
turbine blades, which are responsible for reducing the incoming wind speed and
for transforming the absorbed kinetic energy into mechanical power. The basic
physics related with this energy conversion as well as with the mathematical
representation of the turbine rotor are reported in [1, 2].

The amount of the kinetic energy extracted from the incoming wind in the
turbine rotor swept area will depend on the wind turbine efficiency usually known
as power coefficient, Cp. In turn, the Cp will depend on the angle of attack between
the plane of the moving rotor blades and the relative wind speed as seen from the
moving blades. Thus, the angle of attack is typically expressed in term of the tip
speed ratio, k, commonly defined as the relationship between the blade tip linear
speed and the incoming wind speed as

k ¼ xturbR

Vw
; ð1Þ

where xturb(rad-elec/s) is the wind turbine rotor speed, Vw(m/s) is the incoming
wind speed and R(m) is the blade radius.

In pitch controlled wind turbines, the angle of attack can be modified according
to the pitch angle of the blades, b, which is adjusted through the pitch control
system. Therefore, the power coefficient is commonly expressed as a function of k
and b, Cp k; bð Þ.

Then, from a physical point of view, the wind turbine rotor is typically rep-
resented through the relationship between the available wind power, Pwind , and the
mechanical power output, Pm, as

Pm ¼ Cp k; bð ÞPwind ¼
1
2

qCp k; bð ÞAV3
w; ð2Þ

where Pm(W) is the mechanical power on the turbine shaft, A(m2) is the swept area
by the turbine blades and q ¼ 1;225 (kg/m3) is the air density.

Numerical approximations have been developed to calculate Cp as a function of
both k and b. The following approximation was adopted as suggested by [51].
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Cp k; bð Þ ¼ 0:73
151
ki
� 0:58b� 0:002b2:14 � 13:2

� �
e�18:4=ki ð3Þ

where

ki ¼
1

1
k�0:02b� 0:003

b3þ1

ð4Þ

Equations (3) and (4) lead to the Cp k; bð Þ versus k characteristic curves for
several values of the pitch angle of the blades, b (in degrees), and can be used for
different wind turbines since the difference between the corresponding power
curves can be neglected in dynamic simulation studies as demonstrated in [51].
Thus, the mathematical representation of the wind turbine rotor is commonly
approached by a Cp–k–b characteristic implemented through a look up table. The
link between the aerodynamic and mechanical systems will be either mechanical
power or mechanical torque, Tm. They are related to each other through the wind
turbine rotational speed, xturb(mec-rad/s), as Pm ¼ xturbTm.

2.2 The Mechanical System

The wind turbine mechanical system consists of the drive train comprising the
rotating masses, the gear box and the connecting shafts. Thus, the drive train is
commonly represented through the corresponding inertia of the system.

The major sources of inertia lie in both the turbine and WRIG rotors. Since the
tooth wheels of the gearbox contribute only with a small fraction, the gear inertia
is often neglected and only the transformation ratio is included. Thus, a typical
model for the mechanical system is a two-mass model with a connecting shaft
[50]. However, due to the decoupling effect of the power electronic converters of
variable speed WTGS, the shaft properties are hardly reflected at the ac network,
as discussed in [51]. Thus, it was assumed that the wind turbine rotor is modelled
as a lumped mass only, leading to a more damped behaviour than when a two-mass
model is used [50]. Therefore, the effects of torsional oscillations and stress on the
turbine shaft were not considered. Such an assumption, however, does not com-
promise the quality of the comparative analysis regarding the advanced control
functionalities to be addressed, as stated in [5–7].

2.3 The Wound Rotor Induction Generator

Representing the WRIG by a simple voltage behind a transient reactance equiv-
alent circuit is a conventional modelling technique in wind turbine based DFIG
applications for system dynamic behaviour analysis. The WRIG can be regarded
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as a conventional induction generator with a nonzero rotor voltage and represented
by a reduced order model, neglecting the dc component and the fast transients in
the stator current. In addition, the WRIG is operated as a generator and it is
considered that the stator currents are positive when flowing towards the network,
as it can be observed from Fig. 1, and the active and reactive power are positive
when fed into the grid.

The equations describing the WRIG dynamics are derived with the rotor
variables referred to the stator and transformed into the synchronous d–q axis
reference frame with the q-axis 908 ahead the d-axis in the direction of the rotation
flux. According to [7, 13, 26], the electrical equations of the WRIG rotor can be
written in per unit as follows:

ded
dt ¼ � 1

T0
ed � X � X0ð Þiqs

ffi �
þ sxseq � xs

Lm
Lrr

tqr
deq

dt ¼ � 1
T0

eq � X � X0ð Þiqs

ffi �
� sxsed þ xs

Lm
Lrr

tdr

(
; ð5Þ

where

• ed and eq are, respectively, the per unit direct and quadrature components of the
voltage behind the transient reactance;

• ids and iqs are, respectively, the per unit direct and quadrature components of the
stator current;

• tdr and tqr are, respectively, the per unit direct and quadrature components of
the rotor voltage;

• T0 is the rotor open circuit time constant in seconds;
• X is the per unit open circuit reactance;
• X0 is the per unit short circuit reactance;
• Lm is the per unit mutual magnetizing inductance between the stator and the

rotor windings;
• Lrr is the per unit self-inductance of the rotor windings;
• xs is the rotational speed of the synchronous reference frame in rad/s;
• sxs ¼ xs � xrð Þ is the slip frequency;
• s is the slip;
• xr is the generator rotor speed in rad/s;

To complete the WRIG model the differential equations given by (5) have to be
combined with the rotor swing equation that provides the rotor speed state variable as

dxr

dt
¼ 1

J
Tm � Te � Dxrð Þ; ð6Þ

where Tm is the mechanical torque, Te is the electromechanical torque, J is the
total moment of inertia (kg m2) accounting both the turbine and the generator rotor
inertia and D is the damping factor.

According to [7], the electromagnetic torque can be calculated as

Te ¼ edids þ eqiqs ð7Þ
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where ids and iqs can be derived algebraically from the stator voltage equations
given by (8).

tds ¼ �Rsids þ X0iqs þ ed

tqs ¼ �Rsiqs � X0ids þ eq

�
; ð8Þ

The active and reactive power in both stator and the rotor can be calculated as

Ps ¼ Texr ¼ tdsids þ tqsiqs

Qs ¼ tqsids � tdsiqs

�
ð9Þ

Pr ¼ �sPs ¼ tdridr þ tqriqr

Qr ¼ tqridr � tdriqr

�
ð10Þ

The active power delivered to the grid is then

Pg ¼ Ps þ Pr ð11Þ

In turn, the mechanical power can be obtained as

Pm ¼ xrTm ¼ 1� sð ÞPs ð12Þ

It is assumed that Tm, Te and Pm are positive values for generation. Thus, during
sub-synchronous operation s [ 0, Pr\0, Pm\Ps and so the rotor absorbs power
from the stator. On the other hand, during the super-synchronous operation, s\0,
Pr [ 0, Pm [ Ps and the rotor produces power, being the power delivered to the
grid through both the stator and rotor circuits.

2.4 The DFIG Control Scheme

The variable speed feature makes it possible to adjust the turbine rotational speed
to its optimum value, thus maximizing the power coefficient and, therefore, the
generated power for several wind speeds below the rated wind. The power speed
wind turbine characteristic obtained from Eq. (2) has been commonly used for
tracking the WRIG rotor speed to the optimum tip speed ratio, kopt. According to
[4], the speed control aims to keep the DFIG operation according to the pre-
defined maximum power extraction curve defined as:

Pref ¼ koptx
3
r ; ð13Þ

where

kopt ¼
1
2
q

Cp opt

k3
opt

pR5 ð14Þ
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and

xr ref ¼
p

2
Gxturb opt ð15Þ

is the rotor speed of the generator, being p the number of poles of the WRIG and G
the gearbox transmission ratio. Thus, the optimal speed of the turbine shaft can be
derived from the Eq. (1) and be rewritten as:

xturb opt ¼
koptVw

R
; ð16Þ

where the value of kopt can be obtained from the roots of the derivative of Eq. (3)
regarding the tip speed ratio.

The DFIG whole control scheme comprises two main control systems: The
mechanical control of the wind turbine pitch angle and the electrical control on the
frequency converter. Thus, in order to control the power balance and thereby also
the rotational speed, some coordination between these two control systems is
required. During partial load conditions the electrical control assures variable
speed operation while the pitch angle of the blades is kept constant. Above the
rated wind speed the pitch angle is increased in order to decrease the power
coefficient and, therefore, to shed some of the aerodynamic power, being the wind
turbine shaft speed controlled to its rated value and therefore the DFIG output is
kept near its rated power.

The frequency converter control scheme has been commonly designed to reg-
ulate the rotor speed of the WRIG in order to track the optimal wind speed
reference, xturb opt, for maximum power extraction given the incoming wind speed.
For this purpose, the electrical control scheme is based on the WRIG rotor current
regulation on the stator flux oriented reference frame, in which the d-axis is
aligned with the stator flux linkage axis, being the quadrature component of the
stator voltage, tqs, equal to the terminal voltage, Vs, and the direct component of
the stator voltage tds equal to zero [28, 38]. This yields the following equations
regarding the stator currents:

ids ¼ � 1
Lss

Vs
xs
þ Lm

Lss
idr

iqs ¼ Lm
Lss

iqr

(
; ð17Þ

where Lss is the per unit self-inductance of the stator windings.
Therefore, the stator active and reactive powers can also be expressed in terms

of the rotor currents as

Ps ¼ Vs
Lm
Lss

iqr

Qs ¼ Vs
Lm
Lss

idr � V2
s

xsLss

(
ð18Þ

The rotor currents can be derived using the rotor voltages expressed in terms of
direct and quadrature components of the rotor currents as in (19).
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tdr ¼ Rridr � sxs Lrr � L2
m

Lss

� �
idr þ Lrr � L2

m
Lss

� �
1
xs

didr
dt

tqr ¼ Rriqr þ sxs Lrr � L2
m

Lss

� �
iqr þ Lrr � L2

m
Lss

� �
1
xs

diqr

dt þ
sLmVs

Lss

8
<

: ð19Þ

The Eq. (18) illustrate the decoupling between the WRIG stator active and
reactive power control. Thus, the active power can be controlled through iqr while
the reactive power can be controlled through idr. Controlling the frequency con-
verter includes the control systems of both the RSC and GSC, as it can be observed
from Fig. 1. Thus, the DFIG control provided by the frequency converter is based
on the following control strategy:

• The RSC controls independently the active and the reactive power on the WRIG
stator side allowing the machine operation either for a given power factor
according to grid requirements imposed by system operators or for voltage
control in order to regulate the voltage at the point of common coupling of the
WTGS by adjusting the reactive power supply.

• The GSC is controlled to keep the dc-link voltage constant regardless of the
magnitude and direction of the active power flow through the rotor circuit. It can
also represent a shunt reactive power compensator providing additional voltage
control capabilities.

Thus, it was assumed that the RSC behaves like a voltage source inverter
whereas the GSC behaves like a current source inverter [7].

2.5 The Pitch Control System

As stated before, the blade pitching control system is primarily used to limit the
mechanical power for wind speeds above the rated speed and comprises both the
speed controller and the actuator. The speed controller regulates the wind turbine
shaft speed to its rated speed, xr ref , and provides the pitch reference angle, bref , to
the actuator, which is responsible to turn the turbine blades to this angle reference,
according to the control scheme presented in Fig. 2.

The pitch controller is designed to operate within the limits of the pitch actuator
and hence it cannot change the pitch angle too fast or beyond the limits, bmin and
bmax [28]. This means that the blades can only be turned within certain physical

Fig. 2 The pitch control system
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limits, ranging from 0 to 90�, or even a few degrees to the negative side, and the
pitch speed is usually less than 5� per second, although it may exceed 10� per
second during emergencies [2].

The wind turbine pre-defined optimum power extraction curve can be estab-
lished for a given kopt associated to an optimum fixed blade angle, bopt, that can be
determined for an average short term wind speed forecast. Although, for wind
speeds below the rated speed, the optimum pitch angle is in the range of few
degrees above zero [2], the minimum limit of the blade angle is usually kept to its
optimum value corresponding to bmin ¼ bopt1 in Fig. 2. Also, the speed reference
and, thereby, the blade angle reference has to be defined according to the
mechanical power extracted from the incoming wind as follows:

xr ref ¼ Pref

Tm
) bref ¼ bopt1; if Pm�Pmax

xrref ¼ Pmax

Tm
) bref ¼ bmax; if Pm [ Pmax

(
ð20Þ

where Pmax is the mechanical power rating.

2.6 The Rotor Side Converter Control System

The control functions performed by the rotor side converter are derived from Eqs.
(18) and (19), aiming the fast dynamic control of both direct and quadrature
components of the voltage applied to the rotor circuit in order to assure variable
speed operation and independent control of the stator active and reactive power
output. Thus, controlling the voltage magnitude allows the electromagnetic torque
control, which must follow the speed reference provided by the optimum power-
speed extraction curve. In turn, controlling the voltage phase allows the control of
the reactive power exchanged with the grid, which in normal operation is set to a
given reactive power reference in order to operate the DFIG with a given power
factor according to the system operation requirements. In case of grid disturbances
leading with voltage sags, if the current in the rotor circuit is not high enough to
trigger the crowbar protection system, the RSC will provide voltage control on the
point of the DFIG common coupling by adjusting the reactive power supply.
Therefore two control approaches have been adopted to represent the RSC
dynamics. Under normal operating conditions the RSC is controlled to perform
active and reactive power control whereas following grid disturbances the RSC
control is set to perform voltage control. These two control approaches are
addressed in the following two subsections.

2.6.1 Rotor Speed and Terminal Voltage Control

Due to their simple structure and robustness, Proportional-Integral (PI) controllers
have been commonly exploited to generate the d � q components of the rotor
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voltage references. Thus, taking into account the Eq. (19), two control loops can be
defined: The rotor speed control loop and the terminal voltage control loop,
according to the control schemes that are presented in Fig. 3.

The speed error determines the quadrature component of the reference current
through a PI controller. The required reference of the quadrature component of the
rotor voltage can then be obtained through another PI controller. Regarding the
terminal voltage control loop, the actual terminal voltage is compared with its
reference value and the error is passed through a PI controller to obtain the
reference value of the direct current component. This signal is then compared to
the d-axis actual value and the error is sent to a second PI controller, which outputs
the reference for the direct component of the rotor voltage.

Besides the above mentioned PI controllers, additional control blocks were
included in order to represent the nonlinear and coupling terms that characterize
the dynamic behaviour of the generator rotor according to Eq. (19). As discussed
in [7], these control blocks improve the performance of the controllers during
severe grid disturbances. The involved parameters, Kv, Kt, Tv and Tt should be
derived from the machine parameters.

2.6.2 Active and Reactive Power Control

As already mentioned previously, during normal operation the RSC is set to
control the active and reactive power independently. Thus, two control loops have
been commonly adopted to derive the reference components of the rotor voltage
[12]: The active power control loop and the reactive power control loop, as it can
be observed from Fig. 4. These control loops are also defined based on Eqs. (18)
and (19) exploiting PI controllers to derive the d–q components of the rotor
voltage. However, in this control design, the additional control blocks representing
the coupling and the nonlinear terms were not considered, since the involved time
constants derived from the machine parameters are typically very small and
therefore, under these circumstances, their effect on the RSC performance can be
neglected.

Fig. 3 Control scheme for rotor speed and terminal voltage control loops
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The reference active power is provided by the maximum power extraction
curve, given by Eq. (13), according to the actual generator speed in order to assure
the DFIG operation at the maximum aerodynamic efficiency while the reactive
power reference is set to a given set-point which can be controlled according to
grid requirements imposed by system operators. The rotor voltage components are
then obtained from two separate sets of PI controllers involving a cascade struc-
ture, in which the outer PI controllers are used to regulate the references of the
rotor current components idref and iqref , and the inner side PI controllers are used to
regulate the t�qr and t�dr components, respectively.

The rotor reference voltage components provided by the RSC control scheme
are transformed to abc coordinates through the Park’s inverse transformation [26]
and sent to the PWM signal generator of the converter in order to control the IGBT
switching, as represented in Fig. 5.

It should be stressed that in power stability studies the power electronic
interfaces are commonly represented by a fundamental frequency approach based
on their control functions only, so that switching transients, harmonics and inverter
losses are neglected since fast transient phenomena are not relevant for the purpose
under analysis. However, converter losses and filters can be added by specifying
the series impedance to the frequency converter [13, 17, 31, 41].

2.7 The Grid Side Converter Control System

Under normal operating conditions, the GSC is controlled to keep the dc-link
voltage constant and to assure the converter operation with a unity power factor.
When the DFIG is set to provide voltage control following grid disturbances, the

Fig. 4 Control scheme for active and reactive power control loops
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reactive power demand is assigned to the GSC when the RSC is blocked, due to
the co-ordinated voltage control, as already mentioned previously. Therefore, the
reactive power reference for the GSC is set to its limit, so that the converter will
contribute with its maximum reactive power to perform voltage support. Thus, the
GSC control strategy comprises a fast inner current control loop to control the
current injected to the grid following a predefined reactive power reference, and an
outer slower control loop that controls the dc-link voltage, allowing that the energy
delivered to the dc-link capacitor is transferred either to the utility system or to the
RSC depending upon the DFIG operation in sub synchronous or super synchro-
nous mode, respectively.

The current control loop is implemented using the instantaneous power theory
proposed in [3] for active power filters control. Thus, according to Fig. 6, the
instantaneous voltages and currents in three-phase circuits, vabc and iabc, respec-
tively, expressed as instantaneous space vectors, are easily transformed to a–b–0
coordinates as follows:

v0 tð Þ
va tð Þ
vb tð Þ

2
4

3
5 ¼ C �

va tð Þ
vb tð Þ
vc tð Þ

2
4

3
5 and

i0 tð Þ
ia tð Þ
ib tð Þ

2
4

3
5 ¼ C �

ia tð Þ
ib tð Þ
ic tð Þ

2
4

3
5 ð21Þ

where C is the Clark transformation given by

C ¼
ffiffiffi
2
3

r
�

1

 ffiffiffi

2
p

1

 ffiffiffi

2
p

1

 ffiffiffi

2
p

1 �1=2 �1=2
0

ffiffiffi
3
p 


2 �
ffiffiffi
3
p 


2

2
4

3
5 ð22Þ

So, as described in [9], the instantaneous active and reactive powers are defined
as:

p tð Þ
q tð Þ

� �
¼ va tð Þ vb tð Þ
�vb tð Þ va tð Þ

� �
� ia tð Þ

ib tð Þ

� �
ð23Þ

where p tð Þ is the instantaneous active power (W) and q tð Þ is the instantaneous
reactive power (VAr).

Fig. 5 Control scheme of the IGBT switching
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The current reference signals i�a, i�b and i�c employed to turn on and to turn off the
switches of the PWM based current source inverter are obtained instantaneously
from Eq. (23) as follows:

i�ca
i�cb
i�cc

2

4

3

5 ¼
ffiffiffi
2
3

r
�

1 0
�1=2

ffiffiffi
3
p 


2
�1=2 �

ffiffiffi
3
p 


2

2

4

3

5� va tð Þ vb tð Þ
�vb tð Þ va tð Þ

� ��1

� pc tð Þ
qc tð Þ

� �
ð24Þ

where pc tð Þ and qc tð Þ are, respectively, the instantaneous active and reactive power
on the GSC terminals, va tð Þ and vb tð Þ are the stator voltage in a–b coordinates,
respectively.

In balanced three-phase systems the instantaneous active and reactive powers
are constant and equal to the three-phase active and reactive powers, respectively
[9]. Thus, qc tð Þ in Eq. (23) corresponds to the reactive power reference that assures
the required power factor and pc tð Þ is the active power flow through the rotor
circuit. Neglecting losses and the switching harmonic frequencies on the inverter
output currents, the energy stored in the dc link capacitor can be obtained as [9]:

Ec ¼
Z t

�1

pr tð Þ � pc tð Þð Þdt ¼ 1
2

Cdcv2
dc tð Þ ð25Þ

where pr tð Þ is the RSC instantaneous power output, Cdc is the dc-link capacity (F)
and vdc tð Þ is the dc capacitor instantaneous voltage (V).

The above equation shows that the dc-link voltage deviations depend on the
power balance. If this voltage is kept constant pc tð Þ ¼ pr tð Þ and the active power
exchanged with the grid corresponds to the RSC active power output. Thus,
according to [5], the full control strategy of the rotor side converter is represented
through the control scheme depicted in Fig. 7.

Fig. 6 abc to a–b coordinates transformation
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As it can be observed from Fig. 7, the reference signal of the RSC output power
is derived from the error between the reference value of the dc-link voltage and its
current value through a controller defined as a proportional gain together with a
low pass filter to eliminate the switching harmonics in the dc-link voltage.

3 Using Fuzzy Control to Improve DFIG Fault Ride
Through Capability

To keep the RSC in operation plays an important role to improve FRT capability
of DFIG and, therefore, the network dynamic behaviour following disturbances
successfully eliminated, as reported in [39, 47, 53]. Therefore, the limitation of the
generator currents under these circumstances has been a matter of concern
regarding the RSC control design, since a robust control of the WRIG can prevent
the crowbar trigger [7, 13]. However, the DFIG performance depends upon the
suitable choice of the PI gains used in the RSC control system that is based on
physical insights. Thus, tuning PI gains for performance optimization is a very
hard task since the nonlinearities involved in the DFIG dynamics require a care-
fully tuning procedure for different operating conditions. Furthermore, the com-
plexity level of this task will increase when the DFIG is connected to large power
systems, due to the system dimension, or to an isolated system due to the stronger
coupling between active and reactive powers [7].

Fig. 7 The rotor side converter control scheme
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Fuzzy control provides a systematic way to control nonlinear processes based
on the human experience, being considered as a heuristic approach that can
improve the performance of closed loop systems. When properly designed, fuzzy
controllers can perform better than conventional PI controllers when used for
control purposes of nonlinear dynamic systems [27, 40].

Due to their robustness, the design of two fuzzy controllers is proposed in this
section as an alternative control strategy of the RSC based on PI controllers. The
performance of this approach is then evaluated by comparison with the perfor-
mance of the conventional PI based approach. For this purpose, the whole DFIG
dynamic model presented in Sect. 2 together with the designed fuzzy control
approach were embedded in the full dynamic simulation tool and dynamic sim-
ulations were carried out considering the occurrence of disturbances.

3.1 Fuzzy Controllers Design

As the RSC control system is set to perform voltage control, the fuzzy control
strategy comprises two controllers: The rotor speed controller and the terminal
voltage controller. Their structures are similar, comprising the fuzzy inference
engine and the defuzzification block [52] as depicted in Fig. 8. All the inputs and
outputs are expressed in per unit referred to the system bases.

The number and the form of the membership functions defining the fuzzy inputs
and outputs of both controllers were defined off-line and the universe of discourse
for each variable was normalized to distinct values according with the behaviour
of the corresponding variables observed during dynamic simulations. Standard
triangular membership functions were adopted for both the input and output of the
fuzzy sets of both fuzzy controllers. The designed fuzzy sets for rotor speed
control and terminal voltage control are presented in Fig. 9.

Fig. 8 Block diagram of the fuzzy controller
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As it can be observed from Fig. 9, the fuzzy sets were defined as: NL—Neg-
ative Large, N—Negative, P—Positive, PL—Positive Large and ZE—Zero. The
control rules of the fuzzy controllers are commonly represented through a set of
heuristically chosen rules. In this case, the designed fuzzy rules for both controllers
are presented in Table 1.

Fig. 9 Triangular membership functions for inputs and outputs fuzzy sets of fuzzy controllers

Table 1 Rule base for rotor speed fuzzy controller and reactive power fuzzy controller

DExr DEVt

NL N ZE P PL NL N ZE P PL

Exr NL PL PL PL P ZE EVt NL NL NL NL N ZE
N PL PL P ZE N N NL NL N ZE P
ZE P P ZE N N ZE N N ZE P P
P P ZE N NL NL P N ZE P PL PL
PL ZE N NL NL NL PL ZE P PL PL PL
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3.2 The Test System

In order to evaluate the impact of the RSC control strategy based on fuzzy con-
trollers on the power system dynamic behaviour, comparative tests with the PI
controllers have been performed through dynamic simulations considering the
occurrence of a grid disturbance in the test system depicted in Fig. 10.

For simulation purposes, a dedicated dynamic power system simulation soft-
ware package was developed under MATLABTM environment. The full power
system dynamic model involves the mathematical representation of the utility grid,
the wind park equipped with 12 DFIG operating under similar conditions and the
equivalent diesel synchronous generator connected to bus 3.

The general multimachine power system model developed in [52] is used to
define, in a compact form, the transmission network and the stator equations of the
machines. The synchronous generator of the equivalent diesel group is represented
through a fourth order transient model [26] together with both the automatic
voltage regulator (IEEE type 1) and the speed governor. Additionally, a simple
first order model is used to represent the diesel engine dynamics, as reported in
[52]. The wind park is represented through a dynamic equivalent model corre-
sponding to the twelve DFIG, whose dynamics are represented through the
mathematical model described in Sect. 2.

It must be stressed that RSC control aims to perform rotor speed and terminal
voltage reference tracking and thereby it is based on both the speed and terminal
voltage control loops presented in Sect. 2.6.1. Then, the PI gains were carefully
adjusted using trial and error approaches in order to obtain minimum variations of
the design variables, considering the simulation of the above mentioned distur-
bances taking place on test system depicted in Fig. 10. After the long process of
tuning, the derived PI gains are presented in Table 2 together with the other
parameters, which were obtained based on the machine characteristics.

Fig. 10 Test system single line diagram
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The DFIG operating conditions correspond to a constant wind speed of 15 m/s,
such that the rotor speed equals 1.01 p.u. The terminal bus voltage is set to
1.02 p.u. Regarding the GSC, the reactive power set point is set to its maximum
value in order to provide additional reactive power injection through the rotor
circuit. The results obtained are presented in the following section.

3.3 Simulation Results and Discussion

In order to evaluate the performance of both PI and fuzzy controllers with respect
to the rotor current behaviour, which could trigger the crowbar protection, a three-
phase short circuit taking place on bus 6 of the test system was simulated at t ¼ 1 s
with a typical clearing time of 100 ms. It was assumed that the crowbar will be
triggered if the rotor current increases above 1.25 kA (0.18 p.u. on the WRIG
base) and that the DFIG will be disconnected from the grid when the terminal
voltage is outside the range 0:7\Vt\1:15 p.u. The definition of voltage and
current limits was based on the rating of both the generator and the frequency
converter. The results obtained following the short circuit occurrence are presented
in Fig. 11.

As it can be observed from Fig. 11a, the fuzzy controllers would be able to keep
the machine connected to the grid while the PI controllers will lead to the voltage
protection actuation since the upper voltage limit was exceeded, as it can be
observed from Fig. 12c. On the other hand, the rotor current will trigger the
crowbar protection and therefore the DFIG operating conditions will be changed. If
the protection regulation settings were stricter and the controllers were not able to
damp the current oscillations, the crowbar could be triggered several times due to
the current overshoot following the RSC re-connection attempt and, therefore, the
DFIG performance will become worsened. The DFIG electromagnetic torque can
be observed from Fig. 11b. Large oscillations can be experienced by the machine
when controlled by PI controllers as a result of the crowbar operation. During the
short circuit the fuzzy controllers perform better, in spite of the fact that the
membership functions were not carefully adjusted as in the PI controller design.

For large control inputs, leading to large variations with respect to the reference
values, fuzzy controllers usually perform better than PI controllers while similar
performances have been achieved for small input variations [30]. Therefore,
although no optimization methods were used for both kinds of controllers, fuzzy
controllers present a better whole performance regarding systems subjected to
severe disturbances as in power systems applications.

Table 2 Parameters of the RSC controller using PI controllers

KP1 KI1 KP2 KI2 KP3 KI3 Kv Kt Tv Tt

20.27 15.76 0.0443 0.0032 15.06 10.50 0.0321 0.0321 0.4434 0.4434
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Fig. 11 DFIG behaviour following a three-phase short-circuit: (a) rotor current; (b) electrical
torque; (c) terminal bus voltage

Fig. 12 Full frequency control strategy of the DFIG rotor side converter
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Although PI controllers could play an important role regarding the DFIG
behaviour following ac grid disturbances, they must be carefully designed. This is
a very difficult task due to the presence of nonlinear and coupling terms on the
mathematical equations representing the dynamics of DFIG. Also, a large amount
of dynamic simulations is required to meet the acceptable range of PI gains. In
contrast, fuzzy controllers were adjusted in just a few simulations.

4 Participation of DFIG in System Frequency Regulation

Regarding the potential of wind parks to participate effectively in primary fre-
quency regulation, several research works have been developed aiming DFIG to
contribute for inertia control and for primary frequency control [14, 20, 22, 25, 37].

Inertia control can be provided through a supplementary inertial control loop
[14] exploiting the kinetic energy stored in the rotating mass of wind turbines, such
that the additional amount of power supplied by the DFIG to the grid is propor-
tional to the derivative of the system frequency. Nevertheless, the inertia control is
similar to the one commonly used in synchronous generators [9, 25], being the
droop loop used to change the active power injected by the DFIG proportionally to
the frequency deviation. In [37] both frequency control schemes are exploited, but
the droop loop is only activated when the system frequency exceeds certain limits.
Moreover, in order to provide inertia control, the DFIG has to be de-loaded,
meaning that there is a margin to increase the active power output during large low
frequency periods. Thus, in [22], the pitch angle controller was exploited to
develop a primary frequency control strategy that allows the DFIG to provide a
proportional frequency response. For this purpose the active power injected by
DFIG is adjusted through the regulation of the minimum pitch angle according to
the frequency deviation.

In this section, a robust primary frequency control approach for DFIG is pre-
sented. Following a system frequency deviation an active power injection takes
place through the initial leading action of the RSC. The pitch control system is
further used in order to adjust the mechanical power accordingly. The amount of
the injected active power is defined from the proportional frequency regulation
loop together with a power reference adjustment obtained from a de-loaded power
curve such that a new equilibrium point of operation can be obtained following
frequency changes. The effectiveness of this control approach was tested in a small
isolated power system when the wind generation plays an important role.

4.1 The DFIG Frequency Control Approach

In order to allow DFIG participation in frequency regulation the adopted control
approach focuses on the RSC control strategy, which is designed to perform
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directly active and reactive power control, as presented in Sect. 2.6.2. The GSC
operates at a unitary power factor and controls the dc-link voltage, according to the
control scheme presented in Sect. 2.7.

Besides the active and reactive power control loops, the full control approach of
the RSC comprises also the primary frequency control loop that defines the DP1

set point, as a result of system frequency changes, a pitch control strategy and a
control block associated to an external supervisory wind farm control system, as it
can be observed from Fig. 12.

DFIG are required to respond to a request from the system operator, due to an
Automatic Generation Control (AGC) demand or because the operational reasons
related with the need to control power flows in the network area, through the
supervisory wind farm control block. This request leads to an optimized adjust-
ment of the active power output of the individual DFIG inside the wind park [4]
defining thus the DP2 set-point.

The active power control loop allows the DFIG tracking the power reference, Pdel,
obtained from the de-loaded maximum power curve [6], defined in terms of the DFIG
reserve capacity to be available for inertia control. This reference power is also used
to adjust the rotor speed through the pitch control loop, as illustrated in Fig. 13.

The adoption of a power reference derived from the de-loaded power extraction
curve allows the increase of the DFIG active power generation when the system
frequency decreases as a result of either a sudden load increase or a large gen-
eration facility loss. Thus, from Fig. 13, the power reference can be defined as:

Pdel ¼ P1 þ
P0 � P1

xr1 � xr0
xr1 � xrð Þ; ð26Þ

where P0 and P1 are the maximum and the de-loaded active powers for a given
wind speed, respectively, being xr0 and xr1 the minimum and the maximum rotor
speeds referred to the generator side, respectively.

The relationship between P0 and P1 is defined as

P1 ¼ kdelP0; ð27Þ

Fig. 13 Schematic diagram of de-loaded optimal active power curve
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where kdel ¼ 1� % de�loading
100 , P1 ¼ kopt1x3

r1, P0 ¼ kopt0x3
r0 with kopt1 and kopt0

being the optimum constants given by Eq. (14) for both maximum and minimum
power curves, respectively.

From the above equations, the reference power can be written as

Pdel ¼
xr � xr0ð Þkdel þ kdelkopt0

kopt1

� �1=3
xr0 � xr

� �

kdelkopt0

kopt1

� �1=3
�1

� �
xr0

P0 ð28Þ

Assuming that P0 and x0 are previously known, the reference power depends
basically of the rotor speed xr referred to the generator side according to Eq. (20).

Like in a conventional synchronous generator, the primary frequency control
integrated into the rotor side active power control loop comprises a droop loop,
characterized by a regulation R expressed in per unit in the system base, which is
responsible to change the DFIG injected active power, Pg, following a system
frequency deviation [6] as

Pg ¼ Pdel �
1
R

xsys � xsys ref

 �
; ð29Þ

where xsys and xsys ref are the system frequency and its rated value, respectively.
The injected power increment requires a new operating point defined through a

new rotational speed and the corresponding mechanical power according to the
turbine power curve for the incoming wind speed. So this control strategy is
complemented with the pitch control system (used together with the frequency
converter control) by adjusting the rotor speed referred to the generator side,
xr ref , according to the de-loaded maximum power curve taking into account the
operational conditions, as presented in Fig. 12.

4.2 The Test System

The effectiveness of the proposed primary frequency approach was evaluated
using a test system comprising 5 DFIG (660 kW each) installed in a wind park
connected to an isolated grid represented by a single bus with a synchronous
thermal unit rated at 10 MW, as it can be observed from Fig. 14.

The WRIG mathematical model described in Sect. 2.3 together with both the
RSC full frequency control strategy depicted in Fig. 12 and the GSC control
presented is Sect. 2.7, was embedded in the dedicated dynamic simulation package
already used in Sect. 3.2. The thermal unit was also represented by the dynamic
model adopted in Sect. 3.2, considering that the frequency droop of the generator
is 4 % in the machine base and that the integral control loop allows the system to
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recover frequency to its nominal value following unbalances between load and
generation, being the integral control gain of 4.5 p.u. in the system base power.

4.3 Simulation Results and Discussion

A de-loaded margin of 20 % was adopted for each DFIG, providing in this way a
20 % generation reserve available for the entire wind speed range, as it can be
observed from Fig. 15.

For simulation purposes, it was assumed that the wind speed was 12 m/s in the
entire wind park. Because of an operator request, all wind generators are operating
in the minimum optimum curve (dotted line in Fig. 15), corresponding to 458 kW.
In addition, the droop, R, of the DFIG primary frequency control loop was con-
sidered as 5 % with respect of the machine base. It was also assumed that the GSC
reactive power reference is set to zero in order to assure the GSC operation with a
unitary power factor.

Fig. 14 Single line diagram of the test system

Fig. 15 De-loaded optimal power curve adopted for each DFIG
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A change in load value was simulated at t ¼ 35 s by increasing the load con-
nected at bus 1 in 80 % leading with a system frequency deviation. In order to
show the DFIG capability of keeping up part of the load increase it was assumed
that the integral frequency control loop of the thermal unit was not in operation,
being this situation similar to the initial periods following a system disturbance
when only primary frequency control operates while expecting for AGC to correct
the frequency drift.

The system frequency dynamic behaviour is presented in Fig. 16a, considering
that the DFIG provides frequency control (dotted line) and considering that it is not
participating in this control (full line). It can be clearly observed that the frequency
excursion is smaller when the wind generators are participating in grid frequency
control. The DFIG dynamic behaviour regarding active powers, rotor speeds and
pitch angles with and without primary frequency control is presented in Fig. 16a, b
and c, respectively.

When DFIG do not participate in frequency control, only minor changes in
active power outputs and rotor speed behaviours can be observed, as a result of
induced changes in the electrical torques of these units resulting from changes in
network voltages following load changes. When frequency control is activated, the
DFIG increases fast the active power output in order to compensate the system
load increase. Therefore, the DFIG rotor speed decreases following the de-loaded
extraction power curve. As a result, the pitch angle is decreased, allowing the

Fig. 16 DFIG dynamic behaviour considering the thermal unit without frequency control:
(a) frequency behaviour; (b) active power; (c) rotor speed; (d) pitch angle
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increase of the mechanical power extracted from the incoming wind speed.
Therefore, after the initial transients, these variables stabilize in a different value
than the initial one. The results allow concluding that the system behaviour is
considerably improved in terms of the frequency deviations when DFIG partici-
pates in frequency control.

In order to highlight the DFIG dynamic behaviour, similar results considering
the presence of the integral control loop in the speed governor of the thermal unit
are presented in Fig. 17. Grid frequency behaviour is presented in Fig. 17a,
showing that the integral control action of the thermal unit governor brings the
system frequency to its nominal value. Figure 17b, c and d show the behaviour of
active powers, rotor speeds and pitch angles of the DFIG.

From these results one can conclude that when DFIG participates in primary
frequency control the frequency deviations are smaller and better damped due to
the fast operation of the RSC. Thus, the presence of DFIG operating with primary
frequency control can contribute to increase the system robustness with particular
benefits for isolated power systems. On the other hand, DFIG can provide fre-
quency control as an ancillary service to help supporting frequency when large
disturbances occur. Such a service can be required during operation scenarios
where conventional power plants have a smaller presence, like during valley hours
with a large amount of wind generation.

Fig. 17 System frequency behaviour considering the thermal unit with frequency control
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5 Robust Tuning of PSS to Installed in DFIG

Power system stabilisers installed in DFIG can be used to provide additional
damping to the electromechanical modes of oscillation, which are related to low
frequency (0.1–2 Hz) power oscillations occurring among the rotors of the syn-
chronous machines as a result of either some controller settings or large power
flows through weak transmission lines. However, DFIG will contribute effectively
for this purpose only if the oscillation mode is controllable through power injection
on the DFIG terminals and observable through the PSS input signals. Moreover,
the performance of PSS installed in DFIG is significantly affected by the system
operating conditions resulting from different wind speeds [33]. Therefore, it is
desirable to find a trade-off solution that will provide a set of parameters for each
PSS able to assure an acceptable damping level for all operating scenarios. This
solution is commonly known as a robust solution.

Due to the large number of operating scenarios and taking into account that PSS
installed in DFIG add damping indirectly, a robust solution may be quite difficult
to achieve. Additionally, some care should be taken in order to assure that the PSS
does not change the modes of oscillation of the DFIG affecting its performance.
Thus, in this section, a heuristic approach is presented in order to perform a
simultaneous robust tuning of the several PSS installed in DFIG involving a very
large set of scenarios that represent different operating conditions. For this purpose
an optimization problem will be solved pursuing the minimization of PSS action so
that the minimum acceptable damping is achieved for a representative set of
scenarios. The mathematical model of DFIG equipped with PSS as well as the
algorithm to perform PSS robust tuning is presented in this section. The effec-
tiveness of the robust solution is evaluated using a suitable test system. The results
obtained are also presented and discussed.

5.1 Model of DFIG with PSS

The mathematical model of DFIG with PSS is based on the DFIG model presented
in Sect. 2, representing the fundamental dynamics of a WRIG, a wind turbine with
pitch angle control and a RSC control system based on both active and reactive
power control loops, as depicted in Fig. 18. The dynamics of the GSC were not
considered.

As it can be observed from Fig. 18, the PSS output is a stabilizing signal to be
summed to the quadrature component of the rotor voltage in the active power
control loop. This signal is responsible to create a generator damping torque in
phase with the rotor speed through the active power modulation [3], where the
DFIG acts as an amplifier of the controller similarly to synchronous machines
when used for the same purpose [48].
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Assuming that the pitch angle is constant during the studied period, the DFIG
state space model suitable for modal analysis is derived from its detailed model
through the linearization of the differential equations describing both the WRIG
fundamental dynamics and the ones related with the RSC based PI controllers,
being given by [33]:

D x
� ¼ A1Dxþ B1Dts þ C1DPþ D1Dtr; ð30Þ

This equation is then defined as a function of state variables x, terminal voltage
ts, active power P and rotor voltage tr. The terms related with active power and
rotor voltage must be eliminated after deriving the following algebraic equations:

DP ¼ A2Dxþ B2Dts þ D2Dtr

Dtr ¼ A3Dxþ B3Dts þ C3DP

�
ð31Þ

After some mathematical transformations the DFIG state space model can be
written in the canonical form as:

D _x ¼ ADxþ BDts

Di ¼ CDxþ DDts
ð32Þ

This kind of models regarding synchronous machines and DFIG are combined
with the network equations in a multi-machine system model and the state matrix
is then used to perform standard modal analysis [33]. The damping conditions
associated to each mode of oscillation are determined from the state matrix eigen-
values exploiting QR method routines from MATLABTM.

The configuration of PSS to install in DFIG is presented in Fig. 19.Here K is the
PSS gain, Tw is the time constant of the washout filter used to prevent the PSS from
responding to steady-state changes of the input signal and the time constants T1–T4

are used in the lead-lag blocks in order to provide the necessary phase compen-
sation. Since the PSS output is added to the quadrature component of the rotor
voltage, a limitation block is also included in the PSS scheme, being the maximum
and minimum limits established according to the machine operation.

Fig. 18 Control scheme of DFIG with PSS
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Regarding the PSS inputs, residue analysis should be used in order to select the
most adequate signals among rotor speed, voltage, electrical power and electrical
frequency. However, from the physical insights acquired when dealing with this
problem, the input signals that perform best are voltage and frequency. In fact, due
to the decoupling between grid and DFIG provided by the RSC controller, rota-
tional speed and electrical power are less sensitive to oscillations that occur in the
grid and usually do not contain sufficient information about the mode of oscillation
to damp by the PSS.

5.2 Methodology for PSS Robust Tuning

The importance of PSS tuning and how this task may be affected by the increase of
wind power integration has been stressed and several methods have been used for
this purpose. However, they are not suitable to find a robust solution for a very
large number of scenarios. Meta-heuristics based optimization algorithms can find
robust solutions but require too much computational effort [32]. In contrast, sen-
sitivities based methods require less computational effort but do not assure that a
robust solution will be found [42]. Therefore, the methodology adopted for PSS
robust tuning is based on a meta-heuristic approach.

The PSS parameters are determined by solving an optimization problem with
capability to deal with several operational requirements which are modelled in the
objective function or considered as constrains. The mathematical formulation is
derived from the method presented in [32] that pursues the minimization of the
PSS gain in order to provide the minimum acceptable damping. As a result a low
stabilizer gain is obtained reducing thus the effect of the limitation block in the
stabilizer output [42] in contrast with the alternative formulations, which aim the
damping maximization [46]. For a given scenario k, the problem can then be
formulated through the following objective function aiming the minimization of a
quality index, Qk as [33]:

min Qk Xð Þ ¼
Xnm

i¼1

Xng

j¼1

wjiKj þWNjaj

 �
; ð33Þ

subjected to

1i� 1i min ð34Þ

Fig. 19 Power system stabiliser configuration to be installed in DFIG
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Dfij j �Dfimin ð35Þ

Xjmax�Xj�Xjmin; ð36Þ

where X represents the solution of the problem corresponding to the values of the
parameters for the several PSS to be installed, nm is the number of modes, ng is the
total number of generators, w is a weighting factor, K is the PSS gain, W is a
penalty factor to weight phase compensation, N is the number of lead-lag blocks, a
is the filtering ratio, 1 is the damping and Df is the eigenvalue frequency change.
The subscript i is the order of the mode of oscillation while the subscript j rep-
resents the order of the DFIG.

Thus, the objective function given by (33) comprises the sum of the PSS gains
with a penalty because of phase compensation, subjected to the set of constrains
given by Eqs. (34)–(36), which require, respectively, that damping should be
higher than a given threshold, frequency should be within a given range and
control variables should be within allowable physical limits.

The transfer function of the PSS expressed in terms of the control variables is
given by [33]:

VPSS sð Þ ¼ K
sTW

1þ sTW

1þ sTn

1þ sTn=a

� �N

Vin sð Þ; ð37Þ

where K is the PSS gain and TW is the washout time constant.
The control variables that constitute the solution of the problem are, for each

PSS, the gain, the number of lead-lag blocks N and the time constant values,
Tn ¼ T1, and a ¼ T1=T2, of each of these blocks. Limits are also imposed to the
gains of the stabilisers and to the time constants of the lead-lag blocks. The
washout time constant is specified previously to the PSS design and it is not
adjusted. The weighting factors wji are used to provide an indication of the best
locations to install PSS. As the location is not a concern it was assumed that
wji ¼ 1.

Considering a number of operating scenarios nc, the PSS tuning problem is
envisaged as multi-criteria minimization problem having nc attributes corre-
sponding to the quality of the PSS performance in each scenario. A trade-off
solution will be found in the non-dominated or Pareto-optimal border of the set of
solutions in the attribute space. However, the recognition of this border is a dif-
ficult problem and several strategies may be adopted for this purpose. A simple
one is the minimization of the weighted sum of the attributes, as

minQ ¼
Xnc

k¼1

zkQk; ð38Þ

where zk denotes the relative importance of scenario k.
This is equivalent of finding, over the Pareto border, the point closest to the

ideal solution using the space metric L1, although other metrics could be used.
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Considering that all the scenarios have equal importance, all zk ¼ 1, the objective
function given by Eq. (33) can be re-written as

minQ ¼ min max Qk½ ffif g ð39Þ

The PSS control parameters derived from Eq. (39) corresponds to project the
PSS with its worst behaviour as best as possible.

In order to obtain the PSS robust solution, an Evolutionary Particle Swarm
Optimization (EPSO) tool was exploited. EPSO was built over the concepts of
both evolutionary strategies and particle swarm optimization in an attempt to
combine the best of both techniques [35] to handle a set of particles in order to find
a suitable solution for PSS to install in DFIG. Each particle involves a set of
parameters comprising both the strategic and the object parameters. The set of
object parameters represents a potential robust solution for PSS. Thus, given a set
of particles, for a given iteration, the general algorithm of EPSO can be described
as follows [33]:

1. Replication of each particle r times;
2. Mutation of the strategic parameters of each particle;
3. Reproduction of the mutated particles by generating an offspring according to

the particle movement rule;
4. Evaluation of the fitness of each particle by calculating the corresponding Q

value;
5. Selection of the best particles, according to the criterion given by the objective

function, to form the new generation.

It should be noted that each particle evaluation requires the calculation of the
state matrix eigen-values and the further assessment of the modes of oscillation.
On the other hand, the number of performed evaluations, N1, grows linearly with
the number of scenarios, as

N1 ncð Þ ¼ r � it � p� nc; ð40Þ

where r is the number of replications, it is the number of iterations, p is the number
of particles and nc is the number of scenarios.

Since the number of operating scenarios is very high, a set of representative
scenarios has to be identified before running this proposed PSS tuning procedure.
Thus, the following section proposes a suitable procedure for identification of
representative operating scenarios.

5.3 Identification of Representative Operating Scenarios

The integration of wind power increases largely the diversity of system operating
conditions and, thereby, the resulting number of operating scenarios. Moreover,
the effectiveness of the PSS to install in the DFIG depends on the amount of wind
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generation as a result of variations of the number of wind turbines in operation and
of the wind speed variability. These factors make the identification of a reduced set
of relevant scenarios a very hard task.

The operating scenarios can be generated automatically using a structured
Monte Carlo procedure. However, the large number of operating scenarios to be
generated will lead to a computational burden that may render unfeasible the
proposed PSS robust tuning procedure. Therefore, in a second phase, the set of all
possible operating scenarios has to be reduced to a much smaller number of
scenarios representing the most unfavourable operating conditions, the so-called
set of worst case scenarios. Thus, a suitable solution derived from this set of
scenarios will be acceptable for all the operating scenarios.

In order to select the set of worst case scenarios, some engineering judgment is
required taking advantage of the well known fact that transmission of bulk power
through weak transmission lines tends to originate low damped modes of oscil-
lation. This is, however, a trial and error approach that can be tedious when the
number of scenarios is very high.

To speed up the identification of the worst case scenarios without ignoring
operating conditions that will be less obvious but relevant for PSS tuning, a
heuristic approach should be followed, as proposed in [33]. Two different sets are
created. The set A will include all the scenarios while the set B will be empty and
eventually will contain some of the worst scenarios. Then, the next steps are
followed:

1. Calculate the fitness for each scenario according with the Eq. (33);
2. Select the scenario with worst performance corresponding to the highest values

of the fitness;
3. Include the selected scenario in set B if it is not a member of this set. Otherwise

the solution was found and the algorithm stops;
4. Identify the PSS robust solution by tuning simultaneously all PSS using the

operating scenarios grouped in set B;
5. Evaluate the robust solution considering all the operating scenarios;
6. If the worst fitness is better than a given limit, previously specified, the solution

was found and the algorithm stops. Otherwise check the number of iterations;
7. Stop the algorithm if the number of iterations exceeds its maximum value.

Otherwise return to step 1.

The result of this algorithm will be a robust solution for the PSS tuning
problem, that is, a suitable solution for all operating scenarios grouped in set B.
However, if the algorithm stops in step 6, because the maximum number of
iterations was achieved, it is not assured that a robust solution was found. Nev-
ertheless, that solution should lead to a reasonable damping improvement. In both
cases the number of performed evaluations by the proposed heuristic is given by:

N2 að Þ ¼
Xa

i¼1

N1 ið Þ þ nc aþ 1ð Þ; ð41Þ
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where N2 is the total number of evaluations and a is the number of iterations
performed by the heuristic and corresponds to the number of scenarios in set B.

Equation (41) comprises two components: the number of evaluations required
to tune the PSS parameters using the operating scenarios in the set B and the
number of evaluations performed to assess the adequacy of the robust solution
regarding the scenarios of the set A. It should be noted that the first component has
a much larger weight in the total number of the performed evaluations.

5.4 The Test System

The performance of the algorithm presented in Sect. 5.2 was evaluated using the
test system depicted in Fig. 20, comprising two areas connected to a large system.
Each area contains two synchronous equivalent generators, one wind park
equipped with DFIG and represented through an equivalent machine, an equivalent
load and a capacitor bank. The generator connected to bus 15 corresponds to the
large system represented as an infinite bus.

The synchronous generators represent a group of strongly coupled generators.
The equivalent model consists of a six-order model, neglecting the magnetic
saturation, together with voltage regulators represented by the IEEE type 1 model
[26]. The DFIG with PSS are represented by the model presented in Sect. 5.1.
Loads and capacitor batteries are modelled as constant impedances.

5.5 Generation of the Operating Scenarios

The scenarios to be considered are generated by the automatic procedure presented
in Sect. 5.2, taking into account several issues with a significant influence on the
damping levels. Then, variation levels with respect to the reference values defined
for the base case [32] were considered as follows:

Fig. 20 Single line diagram of the test system
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1. Unit commitment of synchronous generators and wind farms. Generators
connected to buses 1 and 2 are out of service to accommodate wind generation
while generators connected to buses 3 and 4 are kept in operation. Regarding
wind generation, it was also considered that both wind farms can be out of
operation, one half of the DFIG are in operation and all the DFIG are in
operation.

2. Load level. A variation of 25 % around the reference value was considered.
3. Generation of synchronous machines. A variation of 25 % around the reference

value was also considered.
4. Wind speed corresponding to different values of active power. Variations in the

range between 7 and 10 m/s for the wind park connected to bus 12 and vari-
ations in the range between 8 and 14 m/s for the wind farm connected to bus 17
were considered.

5. Grid configuration. It was considered that one of the lines between buses 7 and
8 is switched off and one of the lines between buses 8 and 9 is switched off.

In order to generate the operating scenarios the following procedure was then
adopted:

1. The operating conditions of the base scenario were changed according to the
defined ranges forming a combined set of operating scenarios. Thus, starting
from the base scenario, the unit commitment was changed and the resulting
scenarios were stored. Then, the loads of all the stored scenarios were changed
generating, thus, new scenarios that were also stored. In the same way, the
active power of synchronous generators as well as the wind speed and the grid
configuration were modified.

2. A power flow was performed for all the operating scenarios in order to elim-
inate unfeasible scenarios.

3. The modes of oscillation for all the feasible scenarios were calculated and
analysed.

This procedure generated a set of 1,300 operating scenarios requiring, thus,
further selection. The heuristic approach presented before was used for selecting
the worst case scenarios. In these scenarios the global level of wind generation
reaches 50 % in some cases, being the wind power generation in area 1 around
70 %, whereas in area 2 it is approximately 45 %.

5.6 Results and Discussion

The electromechanical modes of oscillation for these scenarios are presented in
Fig. 21a, showing that the minimum damping of each scenario varies between 5
and 18 %. The low damping is mainly due to a mode associated with the syn-
chronous generator connected to bus 2.
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PSS installed in synchronous generators connected to buses 1 and 3 are con-
sidered to be in operation. However, as these PSS were tuned for scenarios without
wind generation, the damping level is not adequate since many modes of oscil-
lation exhibit damping levels lower than 10 and 15 %. Another reason for the low
damping levels is related with the fact that one synchronous generator equipped
with PSS was out of service in order to accommodate the surplus of wind gen-
eration in the system.

PSS to install in DFIG connected to buses 12 and 17 were tuned using the
algorithm presented in Sect. 5.2 in order to find a robust solution able to increase
damping in all modes of oscillation to levels above 15 % with frequency variations
less than 5 % for all the operating scenarios. The selected worst case scenarios are
characterised in Table 3, through the system total load, production of generators
connected to buses 2 and 12 and the active power flow through the interconnection
lines. The damping and frequency of the less damped modes of oscillation with
and without PSS installed in DFIG are also presented in Table 4.

With the PSS tuning algorithm, a robust solution was found with less than
160,000 evaluations considering 2 replications of each particle (r ¼ 2), a constant
number of particles (p ¼ 20) and the number of iterations was defined to be
it ¼ 250. The obtained PSS parameters are presented in Table 5, where de gen-
erator number corresponds to the number of the connecting bus.

The modes of oscillation for all the scenarios can be observed from Fig. 21b.

Fig. 21 Pole map: (a) without PSS installed in DFIG; (b) with PSS installed in DFIG

Table 3 Characterisation of the operating conditions for the worst case scenarios

nc PL (MW) PG12 (MW) PG2 (MW) PG3 (MW) F7–8 (MW) F8–9 (MW)

1 2334.0 358.6 525.0 593.3 113.7 -594.5
2 2917.5 240.2 700.0 593.3 -23.4 395.1
3 2334.0 240.2 350.0 593.3 -178.1 -594.5
4 2917.5 240.2 525.0 719.1 -196.4 -388.3
5 2917.5 700.3 700.0 719.1 1109.7 581.1
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The obtained solution is able to increase the damping levels for more adequate
values. However, the target value of 15 % was not achieved for all the modes of
oscillation, since it is not possible to obtain a better solution for scenario 4 without
reducing the damping levels of the other scenarios as a result of the fact that DFIG
do not participate in electromechanical oscillations thereby contributing only
indirectly to increase the damping levels. On the other hand, the selected operating
scenarios represent extremely unfavourable operating conditions for PSS.

Finally, the PSS performance was also assessed through non-linear time domain
simulations using the PSS/E dynamic simulation tool, considering a step change
with amplitude of 0.01 p.u. applied to the reference voltage of the AVR associated
to generator 2 (Fig. 22) and, in a second simulation example (Fig. 23), the
occurrence of a three-phase short circuit, taking place at bus 8, with duration of
150 ms. Because the number of scenarios is high, results for one case are presented
next in order to illustrate the system response. It should be noted that the generator
number corresponds to the bus number. Also, the active power output is referred to
the system base, Sb = 100 MVA.

As it can be observed from Figs. 22 and 23, the installation of PSS in DFIG
tuned with the proposed approach lead to quite adequate results. The damping
improvement is clearly observed in synchronous generator connected to bus 2
(Generator 2) and also in the power flow through the line between buses 7 and 8.

The results obtained allow concluding that although not participating in the
electromechanical oscillations, DFIG can contribute effectively to provide addi-
tional damping. However, the integration of wind generation increases the system
operation complexity, thereby increasing the difficulty to perform PSS tuning.
Under these circumstances, the heuristic based approach used to select the rep-
resentative set of operating scenarios plays a key role regarding the reduction of
the computational burden of PSS robust tuning. Using the representative set of

Table 4 Characterisation of the modes of oscillation for the worst case scenarios

Without PSS in DFIG With PSS in DFIG

c 1 (%) f(Hz) Gen. 1 (%) f(Hz) Gen.

1 7.23 1.19 2 10.20 1.19 2
2 5.59 1.03 2 13.24 0.99 2
3 8.39 0.47 3 10.24 1.43 2
4 5.59 1.08 2 9.31 1.05 2
5 10.10 0.54 1 14.53 0.46 1

Table 5 Value of the PSS parameters

Gen. K N T a

1 6.06 2 0.5155 27.28
3 7.72 2 0.4716 21.83
12 0.12 0 – –
17 0.95 2 0.9968 0.27
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scenarios corresponding to the worst operating conditions, the best solution found
by the EPSO based approach correspond to the robust solution for PSS.

6 External FRT Solutions Used in Wind Parks Equipped
with FSIG

The STATCOM based solution connected to wind farm terminals is adopted to
provide FRT capability of wind farms equipped with FSIG. For this purpose this
static compensator device is controlled to regulate the wind farm terminal bus
voltage through the reactive power injection into the grid. Thus, when system
voltage drops following a grid disturbance, the STATCOM injects immediately
reactive power in an attempt to limit the voltage dip. In this section, the commonly
used control functions are presented and the STATCOM performance is evaluated
through numerical simulations considering the occurrence of both balanced and
unbalanced faults taking place in the utility ac grid.

Fig. 22 Response to a step change in reference voltage of generator 2 without PSS installed in
DFIG (full line) and with PSS installed in DFIG (dashed line): (a) active power output of
generator 2; (b) active power output of generator 3; (c) active power output of generator 12;
(d) active power output of generator 17
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6.1 The STATCOM Control System

The STATCOM consists of a three-phase Voltage Source Converter (VSC) shunt
connected to the wind farm terminal bus through a coupling transformer [21], as it
can be observed from Fig. 24.

The VSC using IGBT based PWM inverter uses a PWM technique to synthesize
a sinusoidal waveform from the dc voltage source corresponding to voltage at the
dc link. Power electronic components are switched on and off at high frequency
(several kHz) and, therefore, high frequency harmonics and ripples will be limited

Fig. 23 Response to a 150 ms short circuit in bus 8, without PSS installed in DFIG (full line)
and with PSS installed in DFIG (dashed line): (a) active power output of generator 2; (b) active
power output of generator 3; (c) active power output of generator 12; (d) active power output of
generator 17; (e) active power flow in line 7–6; (f) active power flow in line 9–8
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by connecting filters at the ac side of the VSC [10]. As a consequence of the high
switching frequency, a small time step would be required for time domain simu-
lations. Since the VSC behaviour is not a matter of concern in this research, a
simplified modelling approach was adopted, such that the VSC reproduces an ideal
the reference voltage provided from the control system.

According to Fig. 24a, the active and reactive power transfer, P and Q,
respectively, between the VSC and the grid can be expressed as follows:

P ¼ V1V2 sin d
X

Q ¼ V1 V1�V2 cos dð Þ
X

(
; ð42Þ

where X is the reactance of both the interconnection transformer and the VSC filter
and d is the angle of V1 with respect to V2.

In steady state operation d ¼ 0 and only reactive power is flowing. The VSC
absorbs reactive power if V2 is lower than V1. Otherwise it generates reactive
power.

As the VSC is controlled to regulate V1, it implements the V–I characteristic
presented on Fig. 24b. Thus, the STATCOM can operate with its rated current
even at reduced voltages and, in addition, as long as the reactive current stays
within its minimum and maximum values imposed by the converter rating, �Imax

and Imax, respectively, the voltage is regulated according to its reference value,
Vref . However, a voltage droop (usually between 1 and 5 % at maximum reactive
power output) is normally used, being the V–I characteristic described by

V ¼ Vref þ k � I; ð43Þ

Fig. 24 The STATCOM: (a) structure; (b) V–I characteristic
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where V is the positive sequence voltage (p.u.), I is the reactive current (p.u./Pnom)
and Pnom is the three-phase nominal power of the STATCOM.

The VSC control system is designed based on the vector control technique,
which has been commonly used to deal with fast dynamic requirements and to
provide decoupling control ability [10, 16, 19, 36, 43, 45, 49]. Thus, using the d–
q reference frame rotating at the grid frequency, x, with the q-axis 90� ahead the
d-axis, being the d-axis aligned with the position of the wind farm terminal bus
voltage, the active and reactive power can be controlled independently using Id

and Iq, respectively, so that the reactive power flow can be controlled via Iq

whereas the dc-link voltage can be controlled via Id [10]. In order to synchronize
on the positive sequence component of the three-phase terminal voltage V1, and to
provide the angle h ¼ xt to the Park transformation [26] as well as to its inverse, a
Phase Looked Loop (PLL) is employed, as it can be observed from Fig. 24.

The VSC control scheme comprises two control loops based on PI controllers,
as illustrated in Fig. 25. The first control loop is responsible for keeping constant
the dc-link voltage through a small active power exchange with the ac network in
order to compensate the active power losses regarding both the transformer and the
inverter. The second control loop controls the terminal voltage through the reactive
power exchange with the ac network.

For these purposes, the PI controllers involve a cascade structure, as it can be
observed from Fig. 25. The outer side PI controllers are used to regulate the dc-
link voltage Vdc, and the magnitude of the direct component of the terminal
voltage Vrms, providing thus active and reactive current references, respectively, I�d
and I�q . These current references are limited between 1 p.u. capacitive and -1 p.u.
inductive. The PI2 controller has a droop characteristic to allow some variations
around the terminal voltage, according to Eq. (43). The inner side PI controllers
are used to regulate the active and reactive currents (Id and Iq) by providing

Fig. 25 The VSC control scheme
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voltage references V�2d and V�2q, respectively, which, after a dq-to-abc transfor-
mation, are sent to the PWM signal generator of the VSC in order to control the
magnitude and the phase of the terminal voltage V2.

6.2 The Test System

The test system presented in Fig. 26 was used to evaluate the STATCOM per-
formance regarding FRT capability wind farms equipped with FSIG when facing
external faults using an EMTP–RV� dynamic simulation tool.

This test system is a 10 MW wind farm connected to the utility system. The
wind farm comprises 20 SCIG with a rating of 500 kW. Each wind turbine is
connected to the wind farm internal network of 15 kV through a 630 kW, 0.55/
15 kV transformer. Low Voltage (LV) capacitor batteries for individual SCIG
reactive power compensation are connected to its terminal bus in order to assure
the reactive power requirements under unload conditions. Another capacitor bank
connected on the Medium Voltage (MV) side of the wind farm substation is used
to provide the additional reactive power required by the SCIG when operated
under load conditions and reactive power must be injected into the ac network
under normal operating conditions in order to comply with a given power factor
requested by system operators. In order to provide FRT capability, this wind farm
is also equipped with a STATCOM with 10 MVA of rating power. The wind farm
is connected to the High Voltage (HV) network by means of a 10 MVA, 15/63 kV
transformer. The short-circuit power at PCC is 200 MVA.

The STATCOM model was built under EMTP-RV� environment (version
1.0.2), since it is not available in this version library. The induction machine model
is based on a fourth-order state space model [52] built in the library in EMTP-RV�.

Fig. 26 The test system single line diagram
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The wind speed is reproduced through the mechanical torque which is applied to
the induction generator model. The utility system is represented by a constant
voltage source connected in series with the corresponding equivalent impedance of
Thevenin. The remaining components are represented through the models avail-
able on EMTP-RV� library.

6.3 Simulation Results and Discussion

The FRT capability of wind farms equipped with FSIG was evaluated considering
the Portuguese proposal of grid codes for wind farms connection [16]. Regarding
FRT requirements, wind power plants must fulfil the following minimum technical
requirements:

• To remain in operation during voltage dips, if the wind farm terminal bus
voltage remains above the curve depicted in Fig. 27a during the fault and after
its clearance for the time limits also defined according to Fig. 27a;

• To deliver reactive power during voltage dips in order to provide voltage sup-
port for the network. The requested reactive power is indexed to the reactive
current flowing through PCC before the fault occurrence, being the wind farm
obliged to stay in the white region of the curve depicted in Fig. 27b.

In order to demonstrate the STATCOM contribution to provide FRT capability
of wind farms equipped with FSIG, the most severe fault conditions regarding
voltage recovery were considered. Thus it was assumed that the test system wind
farm is operated with a tg /ð Þ ¼ 0:2, near its rated power, corresponding to the
maximum amount of reactive power drawn to SCIG. Then, a three-phase short-
circuit is simulated on the ac network, far from the wind farm, at t = 1 s and with
a clearance time of 500 ms. The voltages at the PCC and at the wind farm terminal
bus are depicted in Fig. 28 when the wind farm is operated with and without the
STATCOM.

Fig. 27 Characteristic curves of Portuguese grid codes: (a) time–voltage characteristic;
(b) characteristic curve of reactive current delivered by wind farms during/after voltage dips 1
fault and recovery region; 2 normal operation region
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Without the STATCOM, the voltage at the PCC drops below 0.2 p.u. during the
fault, leading with the wind farm disconnection according to the considered FRT
requirements. The STATCOM based solution avoids this situation, since the
voltage at the PCC remains above 0.2 p.u., as it can be observed from Fig. 28a,
contributing thus to FRT enhancement. In addition, after the fault is cleared, the
voltage recovers faster and within the time limits required by the FRT require-
ments. Moreover, a better improvement is achieved regarding the terminal bus
voltage by means of reactive power injection into the grid from the STATCOM
during the fault and after its clearance, as it can be observed from Fig. 28b.

The STATCOM control system reacts immediately to a sudden voltage dip,
saturating the controller and injecting the maximum reactive current into the grid,
as illustrated in Fig. 28c. However, it should be noted that the reactive power
injection is limited by the voltage drop and therefore the STATCOM provides a
little contribution for voltage support during the fault. In contrast, after the fault is
cleared, the reactive power injected from the STATCOM corresponds to its rated
power contributing to a faster voltage recovery and a clear increase of the system
stability margin. In addition, the magnetization process of FSIG is dynamically
supported making it possible to decrease the rotor speed and to reduce the reactive
power consumption from the grid, as it can be observed from Fig. 28d.

When the STATCOM is used to perform voltage control, since the VSC control
system is based on the ac-positive sequence voltage measured at the STATCOM
connection point, the same amount of reactive power is injected on the three-
phases. The results obtained from numerical simulation demonstrate the effec-
tiveness of this commonly used control technique under balanced conditions, such
as following three-phase short-circuits, in which the voltages on the three phases
experiment similar amplitudes of voltage drop.

Fig. 28 System dynamic behaviour following a balanced fault: (a) voltage at the PCC with
STATCOM (blue) and without STATCOM (red); (b) terminal bus voltage with STATCOM
(blue) and without STATCOM (red); (c) reactive power injected from the STATCOM;
(d) reactive power exchange to the ac grid with STATCOM (blue) and without STATCOM (red)
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Although the balanced faults are the most severe ones, its occurrence is
extremely rare. In contrast, unbalanced faults, which occur when one or two
phases are shorted to ground or to each other, happen most often leading with
negative sequence components in the ac grid voltages. Thus, the STATCOM
dynamic performance to provide FRT of wind farms equipped with FSIG should
also be evaluated when facing unbalanced faults. For this purpose, a single phase
short-circuit taking place on phase a was simulated on the HV network at t = 1 s
and with a clearance time of 500 ms, considering that all the SCIG are operated
near one half of their ratings and the MV capacitor battery assures the wind farm
operation with tg uð Þ ¼ 0:4 in order to comply with power factor requirements.
The results obtained are presented in Fig. 29.

The 15/63 kV transformer of type DY influences on how the grid fault appears
on the wind farm terminal bus, as it can be observed from Fig. 29a, b. Although
only the phase a was short to ground, both phases a and c experimented voltage
dips, even with a much reduced magnitudes. However, the STATCOM injects a
balanced three-phase reactive current into the ac grid, as it can be observed from
Fig. 29c, leading with considerable over voltages experimented by the non-faulted
phases, as it can be observed from Fig. 29a, b. In fact, the voltage at the PCC,
regarding phase b and phase c, experiments over voltages above 1.1 p.u. and a
similar situation is verified regarding the wind farm terminal bus voltage on phase
c. After the fault elimination, transient over voltages take place on phase a and
phase b of the wind farm connection point, as it can be observed from Fig. 29a. It
should also be noted that the behaviour of the ac-positive sequence of the terminal
bus voltage allows the STATCOM to inject its maximum reactive current,
according to the V–I characteristic depicted in Fig. 24b, and therefore the reactive

Fig. 29 System dynamic behaviour following an unbalanced fault: (a) voltage at the PCC—
phase a (red), phase b (blue) and phase c (green); (b) terminal bus voltage—phase a (red), phase
b (blue) and phase c (green); (c) STATCOM reactive current—phase a (red), phase b (blue) and
phase c (green); (d) reactive power injected from the STATCOM
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power output corresponds to its rated power. In contrast with the three-phase short-
circuit simulated previously, the terminal bus voltage drop is much reduced
allowing the maximum reactive power injection into the ac grid, as it can be
observed from Fig. 29d.

The results obtained demonstrate that the STATCOM provides voltage support
during voltage dips that arise following the occurrence of external short circuits,
reducing thus the voltage drops, and contributes to fast voltage recovery after the
fault clearing. Therefore, the STATCOM can be considered as an effective mean to
improve FRT capability of existing wind farms equipped with FSIG. However, in
case of unbalanced faults, such as a single-phase short circuit, over voltages can
arise on the non-faulted phases, which can trigger the over voltage protections and
subsequent wind farm disconnection, missing the FRT capability improvement. In
order to avoid such situations, complementary control procedures to define the
amount of reactive power injection should be derived. For this purpose, negative
sequence of the voltage at the STATCOM connection point should also be taken
into account. On the other hand, when possible, an adjustment of the settings of the
over voltage protections should be performed.

7 Final Remarks

An effective integration of large scale wind generation leads to a new challenge
clearly stated as control wind power in a similar way to conventional power plants
equipped with synchronous generators. Therefore, the stability of fundamental
electric parameters, frequency and voltage, has to be assured. Active power control
is required for frequency regulation and reactive power control is required for
voltage regulation. In addition, wind parks should comply with FRT requirements,
according to the grid codes imposed by transmission system operators.

For this purpose, the variable speed feature of WTGS plays a key role.
Regarding DFIG, advanced control functionalities have been developed aiming to
improve the DFIG performance regarding the compliance with grid code
requirements, such as FRT capability and primary frequency control. The main
focus is put on the RSC, since it responsible for the generator operation and control
in terms of speed and independent control of active and reactive power outputs.
Also, classical PSS should be included on the RSC control system allowing DFIG
equipped with PSS to provide damping contributions, enhancing thus the system
small signal stability in case of conventional generation with PSS installed be
replaced by wind based generation.

Wind farms equipped with FSIG require the adoption of external solutions to
provide FRT capability. Although STATCOM based solutions are an effective
mean for this purpose, the need of including complementary control procedures
based on the negative sequence of the voltage at the STATCOM connection point
should be evaluated when facing unbalanced faults in order to prevent the
occurrence of over voltages in the non-faulted phases.

Advanced Control Functionalities for Grid Integration 329



Discussion of advanced control functionalities to be implemented in control
systems of power electronic converters of variable speed WTGS and STATCOM
together with dynamic modelling issues will represent new insights for evaluating
the power system robustness of operation following the increasing integration
levels of wind based generation.
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Network Stability Under High Wind
Power Penetration

Emmanuel S. Karapidakis and Antonios G. Tsikalakis

Abstract This chapter addresses Network stability issues associated with high
wind power penetration in a power system. Nowadays several countries and
regions all over the world, either already operate under high wind power pene-
tration or they have concrete plans to increase it. Thus, their grids and operation
strategies should cope reliable with this wind penetration level. Some of the main
identified solutions that will help the power systems to overcome the current
network stability constraints are presented.

1 Introduction

A few decades ago electrical networks could afford to be overdesigned. However,
in the last decade and especially nowadays power systems should operate under
great complexity and stressed conditions. Increased complexity can be attributed
to one and combination of the following reasons:

• Deregulation Market
• Environmental restrictions
• Load demand growth
• Increased power quality requirements
• Increased Renewable Energy Sources (RES) penetration
• Differentiation in reliability requirements of the customers. Now there is not

load but customers with increased requirements
• Congestion or issues related to reinforcement of the grid.
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A significant concern under these conditions is that power systems might
exhibit a different case of unstable behavior, characterized by both voltage and
frequency instability [1, 2]. As a consequence, network stability should be a main
concern for modern power system planning and operation, especially when
intermittent power sources like wind are incorporated. Additionally, while the
stability of a power system follows a non-linear behavior, as the stress conditions
increase, this nonlinearity becomes more pronounced.

Currently, the vast majority of the electricity demand is produced in large
centralized facilities, mainly conventional (fossil fuel and/or nuclear powered) and
hydropower plants, transmitting electricity under High Voltage over long dis-
tances. These plants have emerged mainly due to improved economies of scale and
fuel availability on the spot.

Weakly interconnected or Autonomous power systems, like the ones operating
in isolated areas or mostly on islands, face increased complexity related to their
operation and control [3, 4]. In most of these systems, the real cost of electricity
production is much higher than in large interconnected systems due to the high
installation, operating and maintenance costs (economies of scale). Security is also
a major concern, since mismatches in generation and load and/or unstable system
frequency control may more frequently lead to system failures than in intercon-
nected systems [5, 6].

Wind power is one of the major sources of renewable energy with remarkable
contribution to the installed capacity of electrical power systems. Since 2008, wind
power has presented the highest annually installed capacity compared to any other
type of power source, according to the European Wind Energy Association
(EWEA). Only during 2009–2010 additional 20 GW were added in Europe. In this
chapter, the impacts of large scale wind power generation on the dynamic per-
formance especially of weak and/or islands power systems are presented.

Although under ongoing energy policies wind power exploitation appears
particularly attractive, the integration of a substantial amount of wind power into
electrical power systems needs careful consideration, so as to maintain high degree
of reliability and security of the system operation. The main problems identified
concern operational scheduling (mainly unit commitment) due to high wind power
forecasting uncertainties, as well as steady state and dynamic operation disorder
[7]. These problems may considerably limit the amount of wind generation that
can be connected to the power systems, increasing the complexity of their oper-
ation. Thus, next to the more common angle and voltage stability concerns, fre-
quency stability must be ensured, [8]. This depends on the ability of the system to
restore balance between generation and load in case of a severe system upset with
minimum loss of load.

Dynamic simulation studies are the first step in determining the level of wind
power penetration in power systems. Analytical studies are required in order to
derive security rules and guidelines for the optimal operation of each system [9].
Simulations of a power system dynamic performance mainly cover voltage and
frequency calculations under several abnormal operating conditions, start-up or
sudden disconnection of wind generation, wind fluctuations and short circuits on
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the transmission and distribution network. In order to ensure the maximum
exploitation of the available renewable power sources and to operate systems with
increased wind power penetration in the most economic and secure way, advanced
energy management systems (EMS) are needed [10].

Moreover, in order to operate optimally within the new market conditions, the
price of providing a given level of security has to be accounted for. This is directly
linked to the provision of remedial actions, in case of insecure situations, [11].
Especially, for Dynamic Security, unlike Steady State security, remedial actions
can only be preventive leading to load shedding or generation rescheduling.
Consequently, the cost of load shedding has to be balanced with the cost of
providing adequate spinning reserves in order to avoid it.

2 Definition and Classification of Network Stability

Power system’s stability has been recognized as an important problem for secure
system operation since the 1920s in Steinmetz [12] and AIEE [13]. Generally,
transient stability is the main concern on the majority of the power systems. As
power systems have evolved, new operation technologies and controls in highly
stressed conditions have emerged. More precisely, voltage stability and frequency
stability have become greater concerns than in the past. A clear understanding of
different types of stability and how they are interrelated is essential for the sat-
isfactory design and operation of power systems [1].

Power system stability is similar to the stability of any dynamic system having
fundamental mathematical underpinnings. Precise definitions of stability can be
found in the literature dealing with the rigorous mathematical theory of stability of
dynamic systems. A circumstantial definition of Power System Dynamic Security
and the corresponding types of Power System Stability is provided in Kundur et al.
[6]. In Fig. 1 a concise classification of power system stability is provided.

Additionally, another significant issue is the relationship between the concepts
of power system reliability, security, and stability of a power system:

• Power System Reliability: it refers to the probability of a required operation
condition achievement, with few interruptions over an extended time period.

• Power System Security: it refers to the risk assessment of system ability to
survive disturbances (taking into account the probability of these contingencies)
without any power supply interruption.

• Power System Stability: it refers to the dynamic operation after a severe or
moderate disturbance, consequently to an initial steady state operating
condition.

As it is clearly mentioned in Kundur et al. [6], the analysis of security relates to
the determination of the power system robustness to imminent disturbances. When
a power system undergoes any operational change, it is important that as soon as
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these changes are complete, the updated operating state of the system does not
violate any technical constraint whatsoever. This implies that, in addition to the
acceptance of the updated operating conditions, the system should survive the
transition to these conditions. The above characterization of system security
clearly highlights two aspects of its analysis:

• Static Security Analysis: It involves steady-state analysis of post-disturbance
system conditions to verify that no voltage constraints are violated.

• Dynamic Security Analysis: It involves examining different categories of system
stability described in Section III.

The common approach for dynamic security assessment has been a deterministic
one. The power system is designed and operated to withstand a set of contingencies
selected on the basis that they have significant possibility to occur in practice, they
are usually defined as the loss of any single element in a power system either
spontaneously or proceeded by a single, double, or three phase fault. This method is
generally called as the N-1 criterion as it examines the behavior of an N-component
network following the loss of any one of its components. In addition, emergency
controls, such as generation tripping, load shedding, and controlled islanding, may
be used to withstand such events and prevent widespread blackouts.

Concluding, dynamic behavior assessment requires a full representation of the
examined network, while stability is directly connected with the electrical distance
between generation and loads, thus depends on the network structure. Under
deregulated energy markets with diversity of participants, the deterministic
approach may not be appropriate. There is a need to account for the probabilistic
nature of system conditions and events, and hence quantify and manage risk. The
trend will be to expand the use of risk-based security assessment. In this approach,

Fig. 1 Categories of power system stability
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the probability of the system becoming unstable and its consequences are examined,
and the degree of exposure to system failure is estimated. This approach may be
computationally intensive but current computing and analysis tools make it possible.

3 Technical Issues Associated with High Wind Power
Penetration

It is well known that the high wind capacity, either installed in the latest years or to
be installed in near future, introduces a new set of technological challenges for
power system operators and planners [14, 15]. The current power systems should
be capable of coping with this large quantity of wind generation, without risking
the occurrence of serious events or even ‘‘blackouts’’. New monitoring and control
operation tools, increased performance of the wind turbines and/or a change in the
power system conventional mode of operation and planning strategy should be
identified [16]. This chapter presents some current methodologies for overcoming
the usual existing barriers to high wind power penetration in power systems.

3.1 Technical Barriers to High Wind Penetration

Among the various renewable resources, wind power is assumed to have the most
favorable technical and economical prospects. When deployed in small scale, as
was done traditionally, the impact of wind generators on power system stability is
minimal. In contrast, as the penetration level increases, the dynamic performance
of the power system can be affected. The main identified technical barriers to high
wind power penetration are presented below.

1. Transmission System Capacity

The first barrier to high wind generation in a power system is the limited grid
capacity, referring mainly to the transmission system capacity. In many cases,
especially within European region, wind farms developers invest themselves on
building the interconnection lines to the existing network and even pay the cost for
the possible distribution grid reinforcement. Future transmission system devel-
opment plans should take into account wind farms installations or other RES
investments [17].

2. Unit Commitment and Security of Supply

Solution of the unit commitment problem replies to the question which generating
resources should be used to meet the electrical load at as lower cost as possible. The
solution should also take into account both user defined uncertainties and the
technical constraints of the generating units and the power system. Energy policy
constraints, such as the obligation of buying the whole production coming from
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RES, may be included as well. It is well known that the existence of a large amount
of RES in a power system increases both the complexity of the unit commitment
procedure and the instability of power supply. Some efforts in facing this complexity
have been made in Tsikalakis et al. [18]. More precisely, regarding wind power, the
following issues have been identified.

Wind power penetration threshold: Wind power provides rather unstable power
generation due to wind speed variability. It is commonly accepted that there is a
threshold above which, increasing the wind power penetration also increases the
power reserve requirements of a system [14]. This fact has been addressed in detail
for some power systems or control areas, e.g. Nordpool [19]. In these cases the
associated costs are much lower than expected up to a certain level and only
representative for very high penetrations. Furthermore, the upper limit of wind
power penetration is highly dependent on the system generation mix; the slower
the units response, the lower this limit is expected to be.

Wind power variability: Another issue strongly related to the wind generation is
variability and the extremely difficult task to forecast wind power production
within time intervals useful for power system operation [20, 21]. This creates
uncertainty to the operators of the power system regarding secondary and tertiary
control. In the very short term, wind gusts may cause significant frequency content
of the power delivered to the system, mainly in the range of flicker emission (from
0.1 to 20 Hz). Those fluctuations could degrade the power quality in the sur-
roundings of wind parks [22]. Therefore limits should successfully be defined
mainly through international standards in order to guarantee an acceptable level of
quality [23].

Wind power reliability: Another major problem with a case of high wind power
generation is the possibility of its sudden disconnection from the grid as a response
to a network disturbance. More precisely, voltages dips are usually originated by
short circuits and may lead to the islanding of some parts of the network.
Therefore, it would be useful for the network, the existing wind generators to
withstand these disturbances and to remain connected to the grid. For these cases, a
technical characteristic known as fault ride-through (FRT) capability of wind
turbines is required.

3.2 Wind Power Increased Performance

Wind power systems should contribute as much as possible to the reliability of the
power system they are connected to. This is feasible via enhancement of wind
turbines with advanced characteristics.

1. Wind Systems Advanced Characteristics

Under the new operation conditions that have been previously described for the
modern power systems, the wind system should follow with some innovative
characteristics as they are presented hereupon.
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Low Voltage Fault Ride-Shrough: Nowadays, recognizing the large potential of
wind energy, but also revealing an extreme concern towards its growth and future
development, most power systems operators have issued grid codes requiring the
wind turbines and power plants to contribute with some basic operation func-
tionalities. The more publicized one is the FRT capability, whose characteristics
for the E-ON, FERC and Spanish grid codes are depicted in Fig. 2.

Participation in the primary frequency control: Another important issue is the
wind turbine response to extreme frequency deviations as the one depicted in
Fig. 3. Primary frequency regulation means adopting a specific frequency control
and a deload operation strategy below the maximum extraction power curve. If
wind generators with such capabilities are used, a considerable contribution can be
obtained to reduce the impact of frequency dip [24]. Such control strategy can aid
to the frequency regulation, especially in windy regions and power systems with

Fig. 2 FRT characteristic response curves required to the wind parks

Fig. 3 Frequency dips in a case of wind parks disconnection in Crete’s power system
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reduced hydro power regulation capability. Isolated very windy power systems
with traditional frequency control are a typical example for the application of this
recent functionality of the wind turbines.

The use of power electronics will definitely contribute to the power system
robustness, by avoiding grid electronic interfaced wind generators disconnection.

2. Wind Power Control and Curtailment

The replacement of large conventional power plants by hundreds of wind gener-
ation units spread over the transmission and distribution system requires the
development of new concepts for monitoring, controlling and managing these
generation resources. This new approach to the power system requires to bear in
mind not only network operational restrictions, but also market procedures in
compliance with the current liberalized regulations.

Innovative strategies and equipments are already being implemented in some
European countries. The capacity of a wind park may be limited by the grid
capacity to accept the total power the wind park. However, very seldom do wind
turbines manage to reach their nominal capacity due to wind speed values other
than the Vrated (i.e. rated wind speed) value. Therefore, in order to optimise the grid
capacity use and not delay the wind power injection to the grid, some Transmission
System Operators (TSOs) have allowed the installation of what is commonly named
‘‘overcapacity’’ of wind parks. Under these circumstances, the wind park inter-
connection line has only available 70–80 % capacity when compared to the rated
power of the park. When the wind power tends to the nameplate capacity, the wind
turbines and the whole park start to regulate the power production in order not to
exceed the predefined maximum value for the congested area. Such operating
experience with congested HV networks and increased wind power capacity has
been gathered by the Hellenic Transmission System Operator as described in
Kabouris and Vournas [25] for the region of Thrace in Northern Greece.

As anticipated, wind park overcapacity will be allowed provided that a control of
production is performed to avoid an injection of power larger than the initially
defined by grid technical constraints. Since the percentage of time that a wind park
can exceed 80 % of its nameplate capacity is very low, the energy loss in this
situation is negligible. Therefore this approach is economically beneficial both for
the wind park developers and the power system operators, compared to grid rein-
forcement a time-consuming process. Such control can be achieved via Program-
mable Local Controllers (PLCs) as described in Kabouris and Hatziargyriou [26].

3. Wind Generation Aggregation

The spatial aggregation of the wind generation has several positive side effects as
it enables to take advantage of one of the most basic characteristics of the wind
resource which is the lack of spatial correlation in what concerns the fast wind
fluctuations (typically above 0.1 Hz) and consequent smoothing effect of the
injected power [27]. Many studies [28, 29] have been implemented for studying
aggregated wind generation cases.
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Nevertheless, what could be a negative characteristic may turn to be extremely
beneficial for the power system operation. Of course, in order to profit from that
effect, it is required that the wind parks share a common grid interconnection,
otherwise large power fluctuation even though not felt by central dispatches, they
may affect local or regional parts of the transmission network. The smoothing
effect is also not present when a whole country (or power system) is immersed in
high (or low) pressure atmospheric circulations or passed by large frontal surfaces.

The need to monitor remotely the state and level of generation of wind power
plants was recognized both by the manufacturers of wind turbines and the Inter-
national Electrotechnical Commission (IEC) whose Technical Committee 88—
Wind Turbines started the development of a new international standard on com-
munications (IEC 61400-25-XX).

4 Case of Autonomous Power Systems

Autonomous or isolated power systems are all the small and medium size power
systems where no interconnection exists with conterminous and/or continental
systems. These power systems face increased problems related to their operation
and control [30, 31]. In most of these systems, dynamic performance is a major
concern, since mismatches in generation and load and/or unstable system fre-
quency control might lead to system failure much easier compared to intercon-
nected systems.

Renewable sources and especially wind power exploitation appear particularly
attractive in these cases [32]. However, the integration of a substantial amount of
wind power in isolated systems needs careful consideration, so as to maintain high
levels of reliability and security of the system operation [4]. The main problems
identified concern operational scheduling (mainly unit commitment) due to high
production forecasting uncertainties, as well as steady state and dynamic operating
problems. These problems may considerably limit the amount of wind generation
that can be connected to the island systems, increasing the complexity of their
operation [18]. Thus, next to the more common angle and voltage stability con-
cerns, frequency stability [33] must be ensured. This depends on the ability of the
system to restore balance between generation and load following a severe system
disturbance with minimum loss of load.

4.1 Autonomous Power System of Crete

Grete is the largest Greek island with approximately 8.500 Km2 and the fifth in
Mediterranean sea with more than 600,000 inhabitants, tripling in summer period.
Additionally, considerable annual increase of electricity demand, up to 7 %, has
been noted during the last decade. As a result, the annual energy consumption
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during 2011 surpassed the 3 TWh compared to the modest 280 GWh of year 1975.
Additionally, comparing the mean hourly load demand variation all year round,
there is considerable demand fluctuation between months and seasons, as shown in
Fig. 4. The annual peak load demand occurs on a warm and usually humid summer
day while during the minimum spring valley hours demand is approximately equal
to 25 % of the corresponding daily peak loads.

Island’s electricity generation system is based mainly on three oil-fired thermal
power units, located as it is shown in Fig. 5. The total capacity of the three power
plants is 693 MW for winter and 652 MW for summer operation. Additionally, there
are 24 wind parks installed with nominal power of 183.54 MW across the island.
These WPs are connected to the grid through MV/HV substations of 20/150 kV.
The steam and diesel units mainly supply the base-load. The Gas turbines normally

Fig. 4 Monthly variations of min and max load demand

Fig. 5 Power plants and wind parks locations
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supply the daily peak load or the load that cannot be supplied by the other units in
outage conditions. These units have a high running cost that increases significantly
the average cost of the electricity being supplied.

In Fig. 6 both the wind power production and the overall production during a
specific day of 2008 is presented. In this case the portion of the corresponding
wind generation varies between 22 % and 32 % of the total power supply that is
considered as a significant high penetration for an autonomous system such as the
Cretan one. Remarkable wind park installation activity started in 1992 and in
2000, the installed capacity had reached 67.35 MW, contributing 10 % of the
annual demand, with both economic and environmental benefits for the operator of
the power system [34]. Since 2000 the wind power penetration has been steadily
above 10 % and by 2012, 183.54 MW had been installed providing 17 % of the
annual demand; additional 55 MW have been authorized by the Regulatory
Authority of Energy of Greece.

Even though minimum load demand is greater than current system technical
minimum (approximately 100 MW) during the low consumption periods, there are
periods, mainly in spring, that combination of wind power production and the
technical minimum of the steam units may exceed the island demand. As a result,
wind power is curtailed to maintain the secure operation of the steam units.

Taking into account the current wind parks and the prospect of many PV
installations (102 MW authorization, 74 MW already installed) even now Cretan
power system operators have to tackle with significant dispersed generation and
high RES penetration. Thus autonomous power system of Crete has been an
excellent representative for dynamic performance estimations, a conclusion drawn
already since 1999 [29].

Fig. 6 Wind power penetrations in power system of Crete
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4.2 Power System Dynamic Performance

Many wind parks have been installed at the eastern part of the island, where
the most favorable wind conditions exist. As a result, in case of faults on
some particular lines, these wind parks are disconnected. Figure 7 depicts a
real situation of a short-circuit occurrence (12:10:30) leading the frequency in
spite of the fast load shedding (blue line) to vary between 49.1 and 51 Hz
(red line). The frequency oscillations are the main characteristics of an
autonomous power system like Crete‘s.

In order to investigate and assess the dynamic behavior of an examined power
system, accurate simulations are needed (some information on Sect. 4.4). The models
used for the presentation of the system components were chosen taking into account
that the transient phenomena under study last between 0.1 and 10 s approximately.

4.3 Sudden Wind Power Variations

The aim of this analysis was to record any sudden variation of the wind speed and
of the power production of the wind farm. In Figs. 8 and 9, two kinds of sudden
variations, sudden loss of wind power and sudden increase of wind power
respectively are provided as recorded by the SCADA system of the Transmission
System Operator. This should be taken into account in selection of spinning
reserves policy when considering increased penetration of wind power especially

Fig. 7 Load shedding and Frequency fluctuations (Color figure online)
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in Autonomous power systems. Sudden loss of wind power may lead to frequency
due to temporal lack of production. On the other hand, sudden wind power
increase may lead to excess production which, under low loading may create
problems in the slow response units to reduce their output.

The moving average of the wind farm power and the wind speed were calcu-
lated for short term (48 data points—every half an hour) and medium term (12 data
points—every 2 h) and then compared. When a significant deviation between the
short term and the medium term moving average of the power was recorded and
caused by a deviation of the wind speed, a ‘‘sudden variation’’ has occurred.
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Fig. 9 Sudden increase of the produced wind power
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4.4 Dynamic Security Assessment

EUROSTAG program [35], Power World Simulator [36] and Matlab [37] have
been used for the simulation of the transient operation of the examined power
system, under several operating conditions, using modeling like the ones described
in [38, 39]. Conventional units trip, disconnection of wind generators as well as
wind velocity fluctuations are the main disturbances under investigation. More
precisely, the following cases are presented:

Conventional Generator Trip: The system was examined for a case of power unit
disconnection (Gas Turbine), which was producing 20 MW. In Fig. 10 the changes
in frequency for three different operating conditions are shown. Firstly, the system
is considered to operate without wind turbines and it seems to be quite stable.
Secondly, the system is considered to operate with 28 % of wind power, equal to
46 MW and with the fast conventional units such as diesel machines and gas
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turbines to be in operation (fast spinning reserve). In this case, the system seems to
be stable again. The lower value of the frequency is almost the same as in the
previous case.

Correspondingly, in Fig. 11 the power output responses of a diesel unit in the
previous three different operating conditions are presented.

Thirdly, the system is again considered to operate with the same high percent of
wind power but with the slow machines, such as steam turbines, to cover the main
spinning reserve (slow spinning reserve). In this case, the lower frequency value, which
is equal to 49.14 Hz, surely causes the operation of wind parks protection devices,
leading the system to collapse after the total wind power disconnection. Therefore, it is
obvious that in case of large wind power penetration, the operation of the diesel
machines and the gas turbines is necessary for the dynamic security of the system.

Wind Power Variability: In Fig. 12 the variation of the frequency and the
voltage at the main wind park substation, are shown. The frequency follows the
wind power changes, while the voltage profile follows an opposite trend. It can be
seen that in case of normal wind power fluctuation, when the wind parks are not
suddenly disconnected, and with sufficient spinning reserve, the power system
remains satisfactorily stable.

Unit Commitment Generation Mix: A maximum wind power penetration of
30 % has been used by the system operators as the respective security margin.
However, extensive transient analysis studies are conducted in order to assess the
dynamic behavior of the system under various disturbances. Different combina-
tions of the generating units have shown that a fixed security margin does not
guarantee the system security and it distorts its economical operation. Thus, under
the same contingency, the system is proven to collapse with wind power pene-
tration lower than 30 %, while survives with higher penetrations.

Figure 13 depicts such an example providing the change of frequency caused by
the outage of a Gas turbine, producing 23 MW for two different operating con-
ditions. Case 1 corresponds to a total load of 207.2 MW supplied as described in
the following Table 1.

Fig. 12 Frequency and voltage variation
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Wind power is 69 MW, corresponding to 33.3 % penetration. It can be seen
that the frequency undergoes a severe transient reaching a lowest value of 49.1 Hz,
however the system restores its balance in about 50 s. Case 2 corresponds to a
lower load of 199 MW supplied as described in Table 2.

Wind power contributes 55.73 MW corresponding to 28 % penetration.
Although the wind power penetration is lower than the security margin adopted the
system does not manage to regain its stability and is finally led to frequency
collapse. The difference is attributed to the fact that in the first case the spinning
reserve is higher (70.2 MW) and provided by faster units (Gas Turbines), while in
the second case by slower units (48.93 MW). The need for spinning reserve
optimization can be clearly justified.

4.5 Preventive Dynamic Security

In this paragraph a method for on-line preventive dynamic security of isolated
power systems is presented [39]. The method is based on decision trees (DTs) that
provide the necessary computational speed for on-line performance and the flex-
ibility of providing preventive control. Emphasis is placed on the on-line use of the
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Fig. 13 Simulation results of
Crete power system

Table 1 Case 1 units production and spinning reserve data

Production Spinning reserve

27 MW by combined cycle 18 MW
56.8 MW by the new steam turbines 18.2 MW
21.3 MW by diesel 27.9 MW
10.1 MW by the remaining gas turbine 6.1 MW spinning reserve of max 16.2 MW

Table 2 Case 1 units production and spinning reserve data

Production Spinning reserve (MW)

27.57 MW of combined cycle 17.43
69.3 MW of new steam turbines 5.7
23.4 MW of diesel 25.8
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method to test the dynamic security of each generation dispatch scenario and thus
to provide corrective advice via generation re-dispatch. Moreover, the algorithm
implemented provides the flexibility of displaying the cost of each re-dispatch. In
this way, the method can help in objective decision-making. Results from the
application of the system on actual load series from the island of Crete, where the
proposed system is in trial operation, are presented.

A dispatch algorithm approximating actual operating practices followed in the
Control system of Crete is applied next in order to complete the pre-disturbance
Operating Points (OPs). For a given load demand PL and wind power PW, the total
conventional generation PC is equal to:

PC ¼ PL þ PLosses� PW ð1Þ

PC is dispatched to the units in operation, depending on their type and their nominal
power. The various thermal units are grouped according to their type. The attributes
characterizing each Operating Point comprise the active power and spinning reserve
of all conventional power units. Ten variables are selected as initial attributes. Five
attributes correspond to the active production of the conventional unit groups and
five attributes to the spinning reserves, respectively. For each of the Operating Points
produced, two characteristic disturbances have been simulated using:

• Outage of a major gas turbine
• Three-phases short-circuit at a critical bus near the Wind Parks.

The first of these disturbances happens very frequently, while the second is
particularly severe leading to the disconnection of most wind parks. For each
Operating Point the maximum frequency deviation and the rate of change of
frequency are recorded. Both of these parameters are checked against the values
activating the under-frequency relays used for load shedding and the OPs are
labeled accordingly. The security criteria were:

If fmin\49 Hz and df=dt [ 0:4 then

The system is insecure else is secure

Economic dispatch analysis determines the power setpoints of the online gen-
erating units (2), so as to meet the system load and losses at least cost.

PC ¼ P1 þ P2 þ . . .þ Pi þ . . .þ Pn ð2Þ

where
PC is the total conventional generation,
Pi is the generation of the ith unit
n is the number of units

Traditional dispatch algorithms tackle this problem as a constrained optimization
problem and base its solution on the concept of equal incremental cost, also known as
the Lambda Iteration algorithm: The total production cost of a set of generators is
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minimized, when all the units operate at the same incremental cost. In order to ensure
that the operation set-points proposed by economic dispatch algorithm will provide a
dynamically secure operation state of the system following pre-specified distur-
bances, the rules extracted by the relevant decision trees (if–then-else rules) can be
used as additional constraints in the above optimization problem.

The presented approach provides the flexibility of displaying the cost of
security, i.e. the cost associated with each re-dispatch. This is easily provided as
the difference between the operating cost of the original dispatch and the operating
cost of the secure re-dispatch. These costs can be calculated from the cost func-
tions of the generating units, once the unit productions have been determined.

In addition, the security cost can be compared to the cost of load shedding. The
unsupplied electric energy can be easily calculated from the operating settings of
the under-frequency relays and the load forecasted at each bus affected. Alterna-
tively, it can be estimated from the pre-disturbance load and the forecasted load as
a whole however its cost is more difficult to determine. For the dispatcher the cost
of load shedding can be the price the regulator imposes for energy not served. In
the traditional monopoly operation this cost can be the revenue lost due to the
unsupplied electric energy, although this by no means reflects the true cost of load
shedding. In any case, the total cost can be calculated from:

SL ¼ C �
ZT

t¼0

PLðtÞdt ð3Þ

where:
PL is the load shed
C is the cost in (€/kWh)
T is the duration of load disconnection

4.6 Cost of Security

In this paragraph results from the application of the secure economic dispatch
algorithm on actual load series of Crete are presented. In Fig. 14, the total load, the
corresponding security classification (1 for secure and 0 for insecure) for the
machine outage contingency and the operating cost in Euros of a characteristic day
are plotted. In the upper diagram, it is shown that, approximately between 9:00 and
10:30, the system is insecure, i.e. at least a significant load shedding will take place.

In the lower diagram, the effects of the secure economic dispatch algorithm on
the security classification and the system operating costs are shown. The increase
of costs during the previously insecure period, provided by the increased and
probably faster (more expensive) spinning reserve, is notable (The total net cost of
the security provided is 5,939.25 €, which amounts to 19.2 % of the total extra
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Fig. 14 Twenty four-hour diagrams illustrating load, security classification and operating cost

Fig. 15 System frequency
deviation in case of first
dispatch

Fig. 16 System frequency
deviation in case of second
dispatch
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system operation cost of 30,935.41 €). The effect of the two dispatch scenarios on
the system frequency deviation, in the case of the machine outage, as obtained by
simulation programs, is shown in Figs. 15 and 16 [40]. It is clearly shown that the
proposed re-dispatch will not cause load-shedding. The probability of the con-
tingency occurrence however is not considered in this study.

5 Conclusion

Growing environmental concerns and attempts to reduce dependency on fossil fuel
resources are bringing renewable energy resources to the mainstream of the
electric power sector. Among the various renewable resources, wind power is
considered to have the most favorable technical and economical prospects. When
deployed in small scale, as was done traditionally, the impact of wind turbine
generators on power system stability is minimal, if not positive. In contrast, as the
penetration level increases, the dynamic performance of the power system can be
affected.

Wind energy, being non-dispatchable, has different operational characteristics
than conventional energy sources. Additionally, high levels of wind penetration
create issues of power system control and interconnection issues. The objective of
this chapter was to provide an approach for identifying the potential solutions for a
power system with a high wind penetration levels. Another basic objective is to
introduce the way that high wind penetration impacts on voltage dips, on transient
frequency and on regulation/reserve requirements.

Review of several studies and their corresponding results indicate that the
re-dispatch strategy has an important impact on the transfer margin of a system.
The most severe contingencies in a system depend on the level of wind generation.
Also, the maximum power transfer need not be at either minimum or maximum
wind but could be at an intermediate wind level.

Furthermore, assessing the reactive power capability of a wind turbine is
essential to analyze the effect of high penetration of wind parks on voltage
response and stability. Generally wind generators have sensitive power electronic
devices sensitive to high voltages and currents. Control enhancements should be
developed to fully utilize the reactive power capability of the generator and the
power electronic converters. These control enhancements include grid-side reac-
tive power boost allowing the grid-side power converter to inject reactive power
into the grid.

Finally, in this chapter the dynamic behavior of a power system with high
percentage of wind power penetration (up to 40 %) was presented with emphasis
given to the modeling of the system. More precisely, several simulations were
performed to study the impact of the wind park on the dynamic behavior of a
representative autonomous power system as Crete’s power system. The most
considerable disturbances that were investigated are the short circuit, the sudden
disconnection of conventional power units as well as wind parks and the strong
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wind velocity fluctuations. Simulations have shown that the deviations of the
power system voltage and frequency remain acceptable under most examined
perturbations. However, the situation depends on the scheduling of the power units
and the amount of allocated spinning reserve.

Significant replacement of conventional, based on synchronous generators,
power generation, is expected with wind turbines that operate either asynchronous
or variable-speed generators; hence, the dynamic performance of the power system
will indeed be affected. Although wind turbines affect the transient stability of a
power system, they should not be considered as a principal obstacle to an adequate
secure and reliable operation. The stability of a power system can be maintained
even if high penetration of wind power exist by additional system measures,
control enhancement and preventive actions.

Finally, a method for on-line preventive dynamic security is proposed, in order
to determine optimal reserves and to provide corrective advice considering
dynamic security. Based on the Decision Trees classification new unit dispatch is
calculated on-line, until a dynamically secure operating state is reached. This
technique provides the flexibility of displaying the cost of each proposed solution
weighted against the cost of load shedding; it forms therefore the basis for valuable
decision-making aid. Results from the application of the method on actual load
series from the island of Crete show the accuracy and versatility of the method.
Moreover, the fast execution times required for on-line classification of the current
operating state make the method suitable for large systems, as well.

Therefore, there is considerable impact of wind parks generation to the power
system they are embedded to. This impact is generally proportional to the wind
power penetration percentage (running active power injection and/or reactive
power absorbedness). Furthermore most of the perturbations exclusively due to the
operation of the wind generators do not affect significantly the operation of the
power system. Finally, it should be noted that it is possible to operate a power
system with a high level of wind penetration maintaining a high level of security.
This is possible, if adequate spinning reserve of the conventional units is available.
The issue of spinning reserve is particularly important; therefore it should be
further investigated for the power system before applying specific numbers for
penetration level.
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Power System Operation with Large
Penetrations of Wind Power

Eleanor Denny

Abstract The characteristics of wind power result in unique challenges for system
operators when integrating large penetrations of wind generation into power
systems. This chapter discusses some of the power system operational challenges
associated with large penetrations of wind generation, such as increased reserve
requirements and the costs associated with increases in the variable operation of
conventional generators. A number of power system optimization techniques with
wind generation are discussed, namely the fuelsaver approach, deterministic
optimization, rolling commitment and stochastic optimization. Also, a discussion
of certain flexibility solutions which may reduce the system costs of increased
wind penetration levels is provided.

1 Introduction

Energy as a topic has recently been catapulted to the top of the global agenda.
Environmental concerns, competitive pressures and security of supply make
energy a multifaceted global issue and one of the greatest challenges facing
mankind. The times of cheap abundant energy are rapidly coming to an end and
the environmental impacts of decades of growth in energy consumption are
becoming startlingly apparent. A secure, sustainable energy supply is of strategic
importance to the well-being and health of a modern industrial society and requires
significant innovation and research effort.

The electricity industry is heavily fossil fuel dependent, with 82 % of electricity
produced by fossil fuels in 2008 [1]. This leaves the industry highly exposed to
future price increases as global fossil fuel resources become more depleted. Also,
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the increasing concentration of the remaining resources in certain geographical
areas may make fossil fuel prices more volatile.

Worldwide, the generation of electricity relies heavily on coal, the most carbon
intensive of fuels, amplifying the sector’s share in global carbon dioxide emis-
sions. In 2007, 42 % of electricity was generated through the combustion of coal
worldwide and countries such as Australia, China, India and South Africa pro-
duced between 68 and 95 % of their electricity and heat through coal [1]. As such
the electricity industry is a major contributor of greenhouse gas emissions with the
electricity and heat sector responsible for 41 % of worldwide carbon dioxide
emissions in 2007 [2].

In a bid to reduce their reliance on fossil fuels, while simultaneously reducing
electricity sector emissions, there has been a move by policy makers towards the
promotion of clean renewable technologies for electricity generation. For example,
EU leaders have committed to producing 20 % of final energy consumption from
renewable sources by 2020, encompassing a 30 % renewable generation target for
the electricity sector [3].

As one of the most advanced forms of renewable generation, much emphasis
has been on wind, which has grown from 9,660 MW installed worldwide in 1998
to over 120,800 MW in 2008 [4]. As the market for wind energy has grown, the
costs per kilowatt hour have reduced dramatically. Ambitious renewable energy
targets together with reducing costs and successes to date, will ensure that wind
energy continues to grow in electricity networks worldwide.

Wind generation, like solar, tidal and wave generation, exhibits ‘variable’
output. The output of these units depend upon weather conditions that cannot be
controlled by the operator of the generator. This is known as being ‘non-dis-
patchable’. For example, the amount of electricity generated by a wind turbine
fluctuates as wind speed changes and that of a photovoltaic array with the intensity
of sunlight. Thus, the control of their output is limited as operators can only reduce
the potential output of such generators [5]. When significant penetrations of these
forms of generation are connected to an electricity network, it can result in a
requirement to alter the operation of the system to accommodate the variability of
these generators.

As well as being variable, wind generation also faces a challenge of being rel-
atively unpredictable. Since the underlying resource cannot be directly controlled,
the renewable generation is high when conditions are favourable and low when
unfavourable. Thus, forecasts of weather conditions are crucial when examining
renewable generation sources. Unlike tidal power which can be predicted almost
perfectly over long time horizons, wind generation, requires complex forecasting
techniques which account for wind speed, wind direction, hub height, geographical
surroundings, wind farm size, turbine dispersion, etc. Given the large number of
factors which must be taken into account when forecasting wind generation, the
margin for error can be significant and increases as the time horizon lengthens [6].

The function of power system operators is to supply electricity to customers in a
reliable manner at a sustainable cost. Reliability of electricity supply is defined as
‘‘the ability to supply adequate electric service on a nearly continuous basis with
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few interruptions over an extended period of time’’ [7]. This involves ensuring that
the generation meets the load at all times and that any short term gaps between
load and generation are bridged quickly and precisely to maintain the integrity of
the power system [8]. Generators are scheduled to meet the forecasted load and
must alter their operating levels to follow the load as it fluctuates throughout the
day. Since the output of some renewable generators, in particular wind generation,
cannot be actively controlled and is difficult to predict accurately, this balancing of
the generation and the load can become more challenging as the wind penetration
levels increase [5].

The characteristics of wind power result in unique challenges for system
operators when integrating wind generation into power systems, particularly when
penetrations of wind generation become significantly large. It has thus been rec-
ognized that methodologies and tools must be developed in order to investigate the
impact of large scale wind energy on power system operation. For example, Annex
25 of the International Energy Agency Research and Development Wind Agree-
ment ‘‘Design and Operation of Power Systems with Large Amounts of Wind
Power’’ was initiated in 2006 with the objective of providing information to
facilitate the highest economically feasible wind energy penetration within elec-
tricity power systems worldwide [9]. Many other studies, such as [5, 10, 11] and
[12], have highlighted the challenges associated with increased wind penetrations
and [13] is a useful resource providing a comprehensive literature review of the
salient studies conducted in North America.

Section 2 will discuss in further detail some of the power system operation
challenges associated with increasing penetrations of wind power. Section 3 will
discuss scheduling techniques of system operators for unit commitment with wind
generation. Section 4 will discuss some power system characteristics which would
facilitate increased penetrations of wind power.

Throughout this article, reference is made to the power system of Ireland as a
case study. Located on the edge of the Atlantic Ocean, Ireland has a vast wind
resource potential as evidenced in Fig. 1. In 2008, wind generation represented
11.1 % of electricity generation and in 2010 this is expected to exceed 15 % [14].1

In fact, the island of Ireland as a single synchronous power system has arguably
the largest penetrations of wind power in the world [15] and the Irish Government
has recently set a target of 40 % of electricity from renewables by 2020, the
majority of which is expected to come from wind generation [16].

The Irish power system is a small island system with no synchronous inter-
connection with other systems. As such it is a good case study system as it allows
issues surrounding power system operation with large penetrations of wind gen-
eration to be evaluated in isolation and without being influenced by the operation
of other systems. It also implies that any challenges associated with balancing

1 On 22nd November 2009 Ireland achieved a world record of over 45 % of electricity demand
produced from wind energy during the hours of 4 and 6 am while the installed wind capacity
represented just 10 % of installed generation.
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load, wind output and conventional generation must be dealt with locally. As such
the Irish system can be considered as an indicator of the challenges that other
larger power systems may experience with large wind penetrations in the future.

2 Power System Operation Challenges with Large
Penetrations of Wind

The interaction of wind energy and the electricity system is complex and there are
significant challenges posed to system operators when large amounts of variable
generation are introduced [11, 18]. This section discusses some of the main system
operational challenges associated with increased penetrations of wind.

2.1 Reserve Provision

Under the European Union Directive 96/92/EC [19] the Transmission System
Operator is responsible for ‘‘ensuring a secure, reliable and efficient electricity
system and, in that context, for ensuring the availability of all necessary ancillary
services’’. These ancillary services include the provision of sufficient reserve
capacity to meet the load under unexpected system operating conditions [20]. As
shown in [21] these unexpected system conditions can include the loss of a unit, a
transmission line trip and unexpected load fluctuations. It was shown in [22] that
an increase in the capacity of wind generation on an electricity system increases
the uncertainty in the system, as wind generation is relatively unpredictable and
non-dispatchable, which results in a requirement to carry additional reserve
capacity in order to maintain system security.

Fig. 1 Average global wind speeds [17]
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Depending on the electricity system, there are a number of reserve categories
which a system operator must carry—from fast acting reserve, with a reaction time
in the order of seconds, to reserve which responds more slowly [23, 24]. It has
been shown in [25] and [26], that the standard deviation of wind power forecast
errors over short time frames are small. As such [27], found that increasing wind
power capacity has little effect on the reserve categories that operate over a short
time frame (seconds to minutes), however, wind capacity causes a greater increase
in the need for categories of reserve that act over longer periods of time. For
example, Fig. 2 illustrates the different reserve categories required for the case
study power system of Ireland with increasing wind generation [27]. In Fig. 2 the
categories are defined as follows: ‘One hour reserve’ refers to reserve responding
in the time frame of 20 min to 1 h; ‘Tertiary 2’ reserve responds in 5–20 min;
‘Tertiary 1’ in 90 s to 5 min; ‘Secondary’ in 15–90 s; and ‘Primary’ in 5–15 s.

In [28, 29] the reserve costs attributable to the stochastic nature of the wind
energy output for a number of different US utilities were quantified. It was found
that in many cases the costs of providing these services was in fact relatively small.
The costs of additional reserve in the Pennsylvania, New Jersey and Maryland
(PJM) market was of the order of $0.05–0.30/MWh. Also [18] found that the
additional reserve costs represented less than 4 % of the total additional system
costs imposed by wind generation. A comprehensive summary of similar studies
conducted for electricity utilities around the United States is provided in [12].

2.2 Variable Operation of Conventional Power Stations

In addition to the added reserve requirement with increases in wind generation, an
increase in variable generation on an electricity system may require the system
operator to alter how conventional generation is dispatched [30]. Conventional

Fig. 2 Conventional reserve
categories versus installed
wind capacity for Ireland [27]
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generation may be obliged to operate at lower operating levels in order to be
available to ramp up to accommodate the inherent variability of the wind gener-
ation [5]. There may also be an increase in the number of start-ups and shut-downs
of conventional units as system operators attempt to coordinate the following of
the fluctuating load throughout the day and the variable output of the wind gen-
eration [31, 32].

Thermal units are designed to be at their most efficient when online and running
at a stable load [33]. It has been shown in [34], that in general, units are optimized
for continuous rather than cyclical operation and when operating in their normal
range can operate for relatively long periods with relatively low risk of failure and
loss of equipment life. When a generating unit is required to vary its output to meet
the demand and balance the wind output, the components in the unit are subject to
stresses and strains. This is known as cycling and includes ramping up and down
and switching on and off.

When a unit is turned off and on, the boiler, steam lines, turbine and auxiliary
components undergo large temperature and pressure stresses which result in
damage. This damage accumulates over time and eventually leads to accelerated
component failures, forced outages and a shortening of the life span of the unit
[35]. It is estimated that one on–off cycle for a single unit can cost as much as
$500,000 [36] when these additional wear and tear damages are included, thus an
increase in cycling associated with increased wind generation could result in
significant cost increases.

This wear and tear on the components of the generating units is exacerbated by
a phenomenon known as creep-fatigue interaction. Creep is the change in the size
or shape of a material due to constant stress on the material over time. This is
likely in units which are operated at continuous output over long periods of time,
such as baseloaded units. Creep stems from continuous exposure to elevated
temperatures and high pressures [36]. Fatigue occurs when a material is exposed to
fluctuating stresses resulting in fractures and failures. Fatigue is likely during
cyclical operation when the materials experience large transients in both pressures
and temperatures [35].

Older units which were designed and used for baseloaded operation over a
number of years and are then forced to cycle on a regular basis are very susceptible
to component failure through creep and fatigue damage interaction. This depletion
of the life expectancy of conventional units is a serious issue when analysing wind
generation penetration as it is likely that wind generation will alter the merit order
and some units will switch from being baseloaded to being required to be more
flexible. An analysis of the impact of wind generation on baseload unit cycling was
conducted for a case study of the Irish power system by [32] and their results show
that baseloaded combined cycle gas turbines (CCGT) are significantly adversely
affected by increasing penetrations of wind generation as illustrated in Fig. 3.
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2.2.1 Wind and Emissions

A further issue relating to the variable operation of conventional power stations is
the impact of cycling on emissions. While wind generation can result in a
reduction in the output of conventional units on the system, it is not necessarily the
case that a reduction in output will result in a reduction in emissions [37].

Carbon dioxide (CO2) is generated by the combustion of fuels containing
carbon. The amount of carbon dioxide released is in direct relation with the
amount of carbon in the fuel and the quantity of fuel burnt [38]. Thus a generation
plant which burns a carbon intensive fuel will generate more carbon dioxide at
increased levels of operation. Thus, if wind generation reduces the operating level
of a carbon intensive unit, CO2 emissions should fall. However, it is important to
note that conventional power stations consume large levels of fuel when starting
up. Thus, if wind generation results in an increase in start-ups, emissions of CO2

could be adversely affected. In fact [31] showed that the carbon cost of a start-up
can actually exceed the fuel cost of a start-up at a price of €30/ton CO2.

Sulphur Dioxide (SO2) is produced in a similar way to carbon dioxide and the
emissions produced depend on the sulphur content of the fuel and the quantity of
fuel burnt. It should be noted that natural gas contains a negligible amount of
sulphur, thus emissions of SO2 are not significant for gas turbines [39].

The production of Nitrogen Oxide (NOX) differs from CO2 and SO2 production
and does not depend solely on the nitrogen content of the fuel. It is also signifi-
cantly affected by the flame temperature, the oxygen concentration and the resi-
dence time in the combustion chamber. The formation of NOX can be attributed to
four distinct chemical kinetic processes: thermal NOX formation, prompt NOX

Fig. 3 Number of annual start-ups and capacity factor for an average 400 MW CCGT unit with
increasing wind penetration [32]
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formation, fuel NOX formation and reburning. Thermal NOX is formed by the
oxidation of atmospheric nitrogen present in the combustion air. Prompt NOX is
produced by high-speed reactions at the flame front, and fuel NOX is produced by
oxidation of nitrogen contained in the fuel. The reburning mechanism reduces the
total NOX formation by accounting for the reaction of NO with hydrocarbons [40].
Fuel NOX is the major source of NOX emissions from the combustion of nitrogen
bearing fuels such as heavy oils, coal and peat [41].

Thermal NOX is the predominant source of NOX emissions from a gas turbines.
In order to achieve reduced emissions, gas turbine manufacturers have adopted
lean premixed combustion as a standard technique. This premix (of fuel and air)
achieves low levels of pollutant emissions without the need for additional hard-
ware for steam injection or selective catalytic reduction [42]. Lean premixed
combustion is limited by the presence of combustion instabilities which can
produce turbine damage, flame instability and even flame extinction [43]. For this
reason the fuel and air premix is not possible during startup and at reduced load
levels (below about 65–70 % of maximum capacity). As a result, NOX emissions
in a CCGT increase significantly at lower loads. Figure 4 shows the NOX char-
acteristics of a CCGT and an open cycle gas turbine (OCGT).

From Fig. 4 it is clear that if a CCGT is forced to operate below approximately
70 % of its maximum rated capacity, its NOX emissions will increase threefold.
For an OCGT, operation below 60 %, will result in NOX emissions increasing by
up to six times. The NOX characteristics of these units are important when
examining the impact of wind generation on emissions. As discussed previously,
wind generation may result in the system operator requiring more units to operate
at lower efficiencies due to the increased reserve requirement. In addition, wind
generation causes an increase in the cycling of marginal units. Thus, an increase in
wind generation may result in more CCGT units operating at lower loads (as seen
in Fig. 3), and as a result increasing their NOX emissions. In other words, although
wind generation itself does not produce any harmful emissions, it may in fact
result in an increase in NOX emissions through the reduced operation of gas fired
units. This has been shown to be the case under certain system operation strategies,
such as the fuelsaver strategy, discussed further in Sect. 3 [37].

Fig. 4 Typical NOX

emissions from a CCGT and
an OCGT [37]
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2.3 Power System Stability and Other Issues

Related to the issue of reserve provision is the ability of wind generators to stay
connected to the system after a fault i.e. fault ride-through capabilities. Currently
many wind turbines have protection equipment installed which disconnects the
turbine following a fault [44]. This sympathetic tripping can cause serious prob-
lems for system security, increasingly so with larger numbers of wind generators
connecting to the system [45]. This is especially true for small, relatively isolated
systems. Essentially, this sympathetic tripping aggravates a fault event resulting in
increasing pressure on reserves and reliability standards.

In periods of low demand and high wind speeds (e.g. during windy nights) a
significant contribution of wind power can be reached even when the overall share
of wind power in the electricity supply is still modest. When the wind power
penetration level is considerable it will no longer be feasible for wind turbines to
disconnect during voltage or frequency disturbances, as this would lead to a large
generation deficit and could lead to a reduction in the stability of the system
[46, 47]. This issue has led to a review of many grid codes across Europe and now
most include a necessity for wind turbines to have fault ride through capabilities
[48, 49].

The most ideal sites for wind generation often coincide with remote locations
which are frequently in weak areas of the electricity grid. This can result in
connection challenges for wind generation with issues such as voltage control,
harmonic emissions, short circuit levels and losses playing a significant role [50].
This has led to the possibility of distribution networks switching to ‘active’ rather
than ‘passive’ systems through the installation of complex control systems and by
equipping transformers with tap changers that can control voltage locally [51].
Rural locations for wind farms also cause problems for developers. For cost
minimisation the location of plant is very important and there is often a trade-off
between the windiest sites and easy access to the distribution network. There are
large economies of scale associated with wind farm development which often
cannot be realized in remote areas due to limitations on access.

Network congestion can also be an issue with high levels of wind power. An
increase in wind generation, like any conventional generation, will increase the
flows on the lines which may have a knock on effect on congestion [52]. Con-
gestion limits the system operator’s ability to make the most economic decisions in
planning, sourcing and supplying electricity to customers and can result in
increased costs. However, as stated by [53], ‘no general rules apply to transmission
congestion economics, which can only be studied on a case-by-case basis’. This is
because congestion is highly system specific and depends on the location of the
generators and loads on the network. Thus, without modelling the exact location of
generators and the network characteristics, it is difficult to quantify congestion
costs in a generic manner. Network reinforcement with increasing penetrations of
wind generation can help ameliorates potential bottlenecks and congestion, and
reduce costs.
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This is not an exhaustive summary of the impacts of wind generation on power
system operation but rather an illustration of some of the more direct impacts.
Depending on the scope of an analysis, the external costs of wind generation could
be much further reaching. It should also be noted that wind generation also pro-
vides significant benefits to the system such as a reduction in harmful emissions,
fuel savings, capacity benefits, a hedge against imported fuel prices and supply
concerns etc. However, for the purposes of this article we will concentrate on the
system operational challenges and the following Sect. 3 will discuss some oper-
ational scheduling techniques used to minimize some of these costs and Sect. 4
will discuss system characteristics that can also reduce the system costs of wind.

3 Scheduling Tools

This section discusses some techniques for determining conventional generation
schedules in the presence of large penetrations of wind generation. It begins with a
simplistic approach which may be feasible when wind penetrations are low but is
sub-optimal with larger wind penetrations. The second and third approaches are
more sophisticated and result in lower system costs than the first approach.

3.1 Fuelsaver Approach to Unit Commitment

A simple approach to operating a power system with wind generation, known as
the fuelsaver approach, has been presented in [54, 55]. Under this approach, wind
generation is not considered in the scheduling of the plants and the unit com-
mitment decisions are made ignoring any installed wind capacity. Once the
commitment decision has been made, the wind generation is considered. If wind
generation is available it is used and marginal conventional plants which were
dispatched are deloaded to accommodate the wind generation. A conventional
plant can be deloaded as far as its minimum but no plants are switched off. If wind
production reaches a level such that no more conventional generation can be
deloaded, then any further wind production is curtailed.

This operational strategy considers that the only benefit of wind generation is a
fuel-saving one and it assumes that wind generation has a capacity value of zero.
This is a simplistic approach and it allows issues of forecasting and reliability of
wind production to be ignored.

The impact of operating the power system using a fuelsaver approach is dis-
cussed in [37] and it is shown that it is a highly inefficient way to operate the
system with significant wind power penetration. The fuelsaver method of power
system operation with wind generation results in an over commitment of con-
ventional units, and these units will be running at low efficiencies. This has a
knock on impact on the emissions and fuel savings of wind generation. In fact,
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under the fuelsaver approach, NOX emissions can actually be greater than in the
absence of any wind generation [37]. In addition, the fuelsaver approach results in
large amounts of wind energy curtailment, of up to 30 % of the annual output at
high levels of installed wind power [37]. Except in the case of very small pene-
trations of wind generation, operating the system in a fuelsaver manner is not
recommended.

3.2 Deterministic Unit Commitment with Wind Generation

An improvement to the fuelsaver approach is to account for wind power forecasts
in the unit commitment decision. One common software package which uses a
deterministic approach to wind power is PLEXOS [56]. This is a unit commitment
package which allows the user to model the plant on the system using various
attributes such as the fuel use, startup time and costs, availability of reserve, etc. In
the PLEXOS optimization model, the forecasted wind on the system is treated as a
negative load, and is subtracted from the load. PLEXOS then uses either a mixed
integer solver or rounded relaxation method to solve the unit commitment prob-
lem. However, the main limitation of this type of deterministic approach is that the
wind forecast is considered as perfect and the stochastic nature of forecast errors
are not taken into account and a surplus level of reserve capacity must be carried.

3.2.1 Rolling Unit Commitment

Models such as PLEXOS can be improved by conducting what is known as
‘rolling planning’, whereby the unit commitment is carried out more frequently,
for example every 6 h instead of every 24 h [57]. For instance, 6-hour rolling
commitment is carried out as follows: the first commitment is carried out, then the
system is ‘rolled’ forward 6 h and the relevant details (wind forecasts, load
forecasts, plant availability, and current state of system) are updated, before the
system is once again committed. Figure 5 shows this in the case of the units being
committed every 24 h and every 6 h over a 48 h period.

This ‘rolling planning’ approach means wind and load forecasts are being
updated with greater frequency and more of the uncertainty of wind is captured in
the model. This means more of the costs due to uncertainty will be minimized,
leading to improved results and better performing schedules. However, while this
‘rolling planning’ approach is an improvement on the perfect forecast approach it
still does not adequately account for the stochastic element in the errors of wind
power forecasting. Thus, while a deterministic approach such as this may be uti-
lized in systems with relatively low levels of installed wind generation, the omis-
sion of the stochastic element will cause more problems as wind penetrations grow.
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In fact [58] found that including the stochastic element of wind power forecasts
in unit commitment modelling results in significantly better performing and less
costly schedules than deterministic optimization.

3.3 Stochastic Unit Commitment with Wind Generation

A far superior approach than the fuelsaver and deterministic approaches to unit
commitment with wind generation is to include the stochastic element of the wind
power forecasts in the scheduling decisions. Large amounts of installed wind
power add a significant stochastic element to the planning of the system, due to the
uncertainty associated with wind power forecasts [25]. By explicitly taking into
account the stochastic nature of wind in the unit commitment algorithm, more
robust schedules will be produced.2

Stochastic optimization was used in unit commitment problems before wind
generation became a significant concern for power system operation, as in [59]
and [60]. In [59], a long term security-constrained stochastic unit commitment

Fig. 5 Example of rolling
unit commitment [57]

2 The issue of stochastic unit commitment with wind generation is discussed in detail in [58] and
is summarized here.
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(SCUC) model is described, which models unit and transmission line outages, as
well as load forecasting inaccuracies. In [60], a method was developed to solve
unit commitment problems when demand is not known with certainty. Both of
these approaches show the benefits of using stochastic methods to solve the unit
commitment problem. However, wind power as a stochastic input is not
examined.

Stochastic security with wind generation is examined in [61], which formulates
a market-clearing problem capable of accounting for wind power. The WILMAR
project [62] developed a stochastic scheduling tool to examine the impact of the
variability of wind in energy markets. The Wilmar Planning Tool was originally
developed to model the Nordic electricity system and was later adapted to the Irish
system as part of the All Island Grid Study [63]. It is currently employed in the
European Wind Integration Study [64] and is considered to be the state of the art
model for stochastic unit commitment with large penetrations of wind generation.

In the Wilmar model, the system is rescheduled as more precise wind and load
forecasts are made available, giving a ‘rolling planning’ type of operation as
discussed previously. Because more robust schedules are provided to cater for
stochastic wind and load, the total expected costs of operating the system are lower
than under the deterministic or fuelsaver approaches [58].

3.3.1 The WILMAR Stochastic Unit Commitment Model with Large
Wind Penetrations

The main functionality of the WILMAR model is in two parts: a Scenario Tree
Tool (STT) and a Scheduling Model. The STT is used to generate the scenarios
that are used as inputs in the scheduling model. Possible future wind and load are
represented by scenario trees, as shown in Fig. 6. The STT also produces time
series for the forced unit outages. Each branch of the scenario tree corresponds to a
different forecast of wind and load, as well as probability of occurrence. The wind
and load scenarios are generated by Monte Carlo simulations of the wind and load
forecast error, based on an auto-regressive moving average model describing the
wind speed forecast error [58]. The high number of possible scenarios produced is
then reduced using a scenario reduction approach, similar to [65].3

The Scheduling Model used is a mixed integer, stochastic optimization model
[67] and the objective function being minimized, given in Eq. (1), is the expected
cost of the system over the optimization period, covering all of the scenarios in
Fig. 6.4

3 More detailed information about the Scenario Tree Tool can be found in [66].
4 Further details on the formulation of the unit commitment problem are given in [58].
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Fig. 6 Rolling planning with
scenario trees [58]
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The minimization covers fuel costs, carbon costs and startup costs. This is
subject to constraints on units, such as startup time, minimum up and down times,
ramping rates, and minimum and maximum generation, as well as interconnection
constraints and losses, spinning and replacement reserve targets, and penalties for
not being able to meet load or reserve targets.
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It was found in [58] that utilizing a stochastic rather than a deterministic
approach significantly reduces both the reserve requirement and the cycling of
conventional units on the power system. In addition, [58] compared the use of
currently available state of the art wind forecasts in a stochastic unit commitment
model to perfect wind forecasts and found that using perfect wind forecasts
reduces annual system costs by just 0.25–0.9 %. In other words, using a stochastic
unit commitment technique is almost as good as having perfect wind power
forecasts and perhaps efforts at improving wind power forecasting should not be a
primary concern of system operators. In fact, if the cost of research, development
and equipment to improve wind power forecasts were included, the cost of
improved accuracy could be greater than the benefits it provides. Instead, system
operators should focus efforts on employing stochastic unit commitment tech-
niques with currently available forecasts.

4 System Planning: Flexibility

In general, the system costs of wind generation will be highly dependent on the
underlying plant mix. Looking into the future, if it is envisaged that wind gen-
eration will play a major role in a plant portfolio, then the conventional plant mix
should be optimized to accommodate this wind generation. In particular, a more
flexible power system will be required [9].

The need for power system flexibility was recognized by the North American
Electric Reliability Cooperation (NERC) in the formation of their Integration of
Variable Generation Task Force (IVGTF) and by the International Energy Agency
in their Grid Integration of Variable Renewable Energy (GIVAR) project. The
GIVAR project is specifically aimed at assessing the power system flexibility
requirements associated with increasing penetrations of renewable energy [68].
The project is broken into the following 5 strands: identification of the variability
profiles of variable renewable energy technologies; development of a toolbox of
measures to increase power system flexibility; definition of power system para-
digms; development of a flexibility assessment method; and to review the costs
and benefits of renewable energy integration.

A study conducted by [69] examines the optimal future conventional plant
portfolios with high levels of installed wind generation. Their analysis shows that
with increasing penetrations of wind generation, there is a reduction in the
necessity for baseloaded generation and an increase in peaking capacity. In par-
ticular, the results point towards a reduction in coal fired generation and an
increase in the need for open cycle gas turbines with increasing wind generation
penetrations. Open cycle gas turbines have short start-up times and can ramp up
and down with much greater ease than typical baseload units.

The system considered by [69] did not include any nuclear generation, how-
ever, for systems with large penetrations of inflexible baseload nuclear generation,
flexibility will be a significant concern. Large penetrations of wind generation
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require system flexibility which cannot be provided by nuclear generation. As
such, policy makers need to decide whether to pursue a policy of large scale
renewable promotion or nuclear generation as the two are not necessarily
complementary.

Increased interconnection to other systems has also been highlighted as facil-
itating the integration of wind generation by introducing more flexibility to help
balance the variable wind output. The experiences of integrating wind generation
in a number of different countries is discussed in [15], and in particular the
challenges faced by isolated power systems are highlighted. The conclusions of
this study illustrated the importance of interconnection in providing the range of
services required to maintain a secure electricity system with large penetrations of
wind generation, such as sufficient generation capacity, fast acting reserve pro-
vision, and control of excess wind generation.

Energy storage used in conjunction with renewable energy has also been sug-
gested as a means to increase the use of renewable energy while maintaining a
high quality of service reliability [70, 71]. The use of storage devices can help
balance the wind generation output and can also be used to transfer energy from
low-use periods to peak-use periods, allowing the system to operate at a more
constant level and reducing energy supply costs. When increasing penetrations of
electricity storage are being considered a key concern is the peak:off-peak price
differential. This must be sufficient to cover the losses due to the round trip
efficiency of the storage unit as well as the significant capital costs of storage. It
should also be noted that on relatively small systems the storage unit can actually
impact the electricity price by increasing the price during off-peak hours and
decreasing it at peak times and thereby further decreasing its profit opportunities.

Active demand management can also provide a valuable source of flexibility to
a power system. The traditional view of demand has been to place it in a different
category to generation in the scheduling of power system operation [72]. However,
if demand is considered as a flexible, responsive resource then these traditional
divisions could be broken down and demand side resources utilized to improve
overall system flexibility. Currently, it is mainly commercial and industrial cus-
tomers that participate in demand side management schemes. As a result, the main
types of demand which currently provide demand responses are on-site generation
(diesel), refrigeration and deferral of production [73]. However, through the use of
smart electricity meters, domestic customers can also lower their demand by
reducing their discretionary loads, air conditioning or electric heating or deferring
the usage of appliances until a later time or date. Any micro-generation connected
within the home also offers itself as a means to reduce net consumption when
required. The residential sector has been under utilized to date as a source of power
system flexibility and into the future offers a potentially large resource to be
exploited.

This article has provided a discussion of some of the main power system
operation challenges associated with wind generation, as well as the optimal unit
commitment techniques and system characteristics which can help minimize these
costs. While each power system is different it is likely that if wind generation is to
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be pursued on a large scale the issues raised here will be relevant in many power
systems worldwide. It is also clear that transmission system operators will be
required to significantly alter traditional operating techniques to ensure wind
generation can play a significant role in future electricity supply at minimal system
cost.
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Operational Reserve Assessment
Considering Wind Power Fluctuations
in Power Systems

Mauro Rosa, Manuel Matos, Ricardo Ferreira,
Armando Martins Leite da Silva and Warlley Sales

Abstract Discussions on innovative criteria, operation strategies, and assessment
tools are important insights when monitoring the security of supply considering
renewable power sources for the years to come. In order to deal with the power
fluctuations that come from wind uncertainties, this chapter explores a probabi-
listic methodology based on the chronological Monte Carlo simulation (MCS) to
evaluate the long-term reserve requirements of generating systems considering
wind energy sources. A new alternative to assess the power amount needs to
adequately meet all assumed deviations is presented. Case studies with the IEEE-
RTS 96 generating systems and some planning configurations of the Portuguese
and Spanish generating systems are presented and discussed.

1 Introduction

The acceptance of wind energy around the world in the beginning of the twenty-first
century has been extremely impressive. Only in this first decade, more than
50 countries started using wind generated electricity, highlighting its importance
for the future [1]. In general, the countries’ target is to make a transition to an
emission free and sustainable energy system, through the use of renewable
resources like wind. The most significant change towards renewable resources has
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been an efficient use of existing fossil fuels, tending to rely more on fuels with lower
carbon content (i.e. natural gas), and ultimately the use of oil for electricity pro-
duction has been replaced, for instance, by wind power generation [2].

Although wind power has already achieved a suitable level of maturity, mainly
due to its intensive use throughout the last decade, the developments over this
period of time do not represent a complete range of control over this technology.
Hence, just as with any new technology, a lot of challenges regarding the consistent
integration of wind power into the system must be addressed. For instance, one of
the most important issues around this type of technology is their forecasting
properties, which gradually have been improved to manage wind uncertainty [3–5].
In general, power system planners and operators are already familiarized with a
certain amount of variability and uncertainty, particularly those related to the
system demand and, to a certain extent, to the conventional generation. The wind
power unscheduled property causes, directly, an operational problem, since the
output from wind generation cannot be dispatched as conventional sources and,
indirectly, since it increases the costs of ancillary services required into the system
operation, mainly due to the wind production variability [6].

Undoubtedly, the number of random variables and system complexities
increases dramatically when wind power is added to the system operation, even
though some of them have already been controlled, to a certain degree, over the
last 10 years. However, it is mandatory to note that the issues related to wind
power integration can vary from one system to another [7]. The decision to replace
oil units to wind turbines can cause different effects on the different system con-
figurations. The impact of wind power integration on a system where a large
percentage of the generation comes from gas is somewhat different than that with
coal generation [8]. Therefore, from the unit commitment point of view, the
management units used to meet the load must consider the predominance of the
available generation technology so that it is possible to meet the operational
reserve requirements for systems with large wind integration. Different unit
commitment strategies, which consider large amounts of wind production, can
conduct to different risk-based levels, if a large percentage of the generation is
based on gas or coal technologies.

In order to deal with the power fluctuation that comes from the wind uncer-
tainties, this chapter explores a probabilistic methodology based on chronological
Monte Carlo simulation (MCS) to evaluate the long-term reserve requirements of
generating systems considering wind energy sources. The idea is to study the
behavior of reliability indices (conventional and well-being), not only when a
major portion of the wind energy sources is integrated into the system with pre-
dominant thermal power plants, but also considering other renewable technologies
such as hydro and mini-hydro power sources, as well as solar technologies (solar
thermal and photovoltaic) in much lower amounts. Case studies with the IEEE-
RTS 96 generating systems and some planning configurations of the Portuguese
and Spanish generating systems are presented and discussed.
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2 Reserve Requirements Approaches

The evaluation of the risk-based level concerning capacity reserve requirements is
an important aspect related to operation and expansion planning of generating
systems. One of the first methodologies formally applied considering the idea of
risk to calculate the capacity reserve was the (PJM) pennsylvania-jersey-maryland
method [9]. During the last years, several variations have been proposed in relation
to this method [10–12]. The main idea is that the risk index is the probability of the
existing generation capacity not satisfying the expected load demand, during time
period T, in which the operator may not replace any damaged unit nor initialize the
operation of new ones [13]. Therefore, this index represents a probabilistic mea-
surement associated with the scheduled generating reserve. Due to its operational
characteristic, a considerable number of PJM method applications [10–12, 14]
reveal that this system risk index is usually conditioned to a short period of time.
Recently, some works have explored alternative methodologies considering the
idea of this risk for long period of time [13, 15].

In general, there are three ways commonly used to assess the power amounts
used as reserve needs: deterministic, probabilistic and/or hybrid approaches. The
deterministic approaches are based on simple criteria, such as loss of the largest
unit or a percentage of the load required in a given time T. Although they are
simple to understand and easy to implement, they are problematic in a sense that
they cannot provide a meaningful measurement of risk, but only a rule associated
to a threshold whose definition is not always clear. Otherwise, probabilistic
approaches can usually deal with the complex existing relations between different
uncertain variables and essentially can better represent the stochastic behavior of
power system [16]. The hybrid approach has been built combining deterministic
perception with probability concepts named system well-being analysis [17–19].
This new framework reduces the gap between deterministic and probabilistic
approaches by providing the ability to measure the degree of success of any
operating system state. In a well-being analysis, success states are further split into
healthy and marginal states, using the previously mentioned engineers’ perception
as criterion. In the last decade, well-being analysis has been applied not only in
operational reserve assessment but also to areas such as generating adequacy
systems and composite generation and transmission systems.

In fact, most utilities around the world have used deterministic rules in order to
assess capacity reserve into interconnected power systems areas. In this case, the
definition of secondary control reserve (spinning reserve) can vary from one
country to another, and usually it depends on the security policy adopted by the
system operator. For instance, the definition of the minimal spinning reserve
capacity needs on several European countries follows the Union for the Coordi-
nation of Transmission of Electricity (UCTE) empirical formulation based on this
equation [20, 21]:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a� Lmax þ b2

p
� b ð1Þ

Operational Reserve Assessment Considering Wind Power Fluctuations 381



where,

• R is the spinning reserve recommended as a result of the equation;
• Lmax, is the maximum forecasted load into a secondary control area;
• a and b are empirical constants that assume 10 and 150 MW, respectively.

As stated in the previous equation, the spinning reserve rule strongly depends
on the maximum load forecast into power system control area, without directly
considering other types of uncertainties such as unit forced outages, some emer-
gency maintenance procedures, and mainly wind forecast errors. The latter aspect
accounts for the developments in the wind power forecasting area [3, 8], where the
main target is exactly to reduce the existing gap for balancing energy and reserve
requirements in order to better integrate wind energy into the electricity supply
system [8]. Other related techniques, such as the Denmark rule [22], unit com-
mitment risk methodologies [23], and so on, could be cited as reference meth-
odologies to define the power amounts used as secondary and/or tertiary reserve.
However, this chapter intends to discuss the reserve requirements from the long-
term perspective, and will concentrate efforts in the representation of a good
quality uncertainty model, where all the chronological aspects are preserved [15].
In the next section, a chronological methodology based on sequential Monte Carlo
simulation will be presented.

3 Probabilistic Evaluation of Power Systems

In power system literature, there are several techniques available that allow an
accurate reliability assessment of the generating capacity. The basic consideration
is to concentrate all generating units and loads in a single bus. The transmission
lines constraints and failures are ignored, and the performance of the generating
system is measured by comparison between the available generating capacities and
the load at different snapshot times. The problem consists, basically, in measuring
the ability of the generation system to meet the total load requirement, considering
the load variations, the failure of units, as well as the unavailability of energetic
resources, which can directly affect the generating capacity. If one knows the
stochastic parameters k and l (i.e. failure and repair rates, respectively) of each
generating unit, it is possible to calculate the probabilities that generating units are
available or not (up or down) during a simulation process. The techniques used in
generating adequacy assessment can be frequently divided into two basic cate-
gories: analytical and simulation. Generally, analytical approaches adopt the state
space representation, but simulation can either adopt state space representation or
chronological representation.

In the chronological or sequential representation, each subsequent system state
is related to the previous set of sampled system states. As mentioned before, the
chronological representation becomes a necessity when the operating system is
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history-dependent or time correlated, which is particularly fundamental to repre-
sent green power, such as wind and solar units and their respective time-dependent
behaviors. At the same time, it can represent the impact on maintenance policies,
ramping rates in thermal units, as well as complex correlated load models.
Essentially in hydro electrical systems, when the reservoir has to be carefully
controlled and, at any moment, the available power can depend on past water
inflows, on past operation policies, and so on, the chronological representation
becomes imperative [24]. Regarding the chronological representation, another
attractive feature to bear in mind consists of making the development of the
distributional aspects associated with system index mean values, as well as pro-
viding the most comprehensive range of reliability indices [25, 26].

The problem of calculating reliability indices is equivalent to the evaluation of
the following expression [27]:

E Fð Þ ¼ 1
T

ZT

0

F tð Þdt ð2Þ

where T is the period of simulation and F(t) the test function to verify at any time t,
if a related system state is adequate.

Two consecutive sampled system states differ from one state component only.
This is the major difference between non-sequential and sequential models, which
makes the Monte Carlo chronological simulation extremely expensive from the
computational point of view [28]. Another critical constraint considered by non-
sequential based models is the assumption of exponential distributions for all
system state residence times.

3.1 Sequential Monte Carlo Simulation

The term sequential simulation means that the history of a system is simulated in
fixed discrete time steps [29]. The sequential approach is based on sampling the
probability distribution of the component state duration. It is used to simulate the
stochastic process of the system operation through the use of its probabilities
distributions, associated with mean-time-to-failure (MTTF) and mean-time-to-
repair (MTTR) of each system component. Considering the two-state Markov
Model, these are the operating and repair state duration distribution functions that
are usually assumed to be exponential. Other distributions, such as Weibull,
Lognormal, etc., can also be used to represent different behaviors. Therefore, in the
discrete way, the problem of estimating reliability indices can be written as
follows:

E
�

F½ � ¼ 1
NY

XNY

n¼1

F ynð Þ ð3Þ
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where NY is the number of simulated years, yn is the sequence of system states xk

in the year n, and F(yn) is the function to calculate yearly reliability indices over
the sequence yn. The sequential approach can be summarized in the following
steps:

1. Generate a yearly synthetic sequence of system states yn by sequentially
applying the failure/repair stochastic models of equipment and the chrono-
logical load model. Thus, the initial state of each component is sampled.
Usually, in the first sample, it is assumed that all components are initially in the
success or up state, even though other approaches may be used. The duration of
each component residing in its present state is sampled from its probability
distribution. Assuming an exponential probability distribution and using the
inverse transform method [30], the duration of each component will follow:

T ¼ � 1
k

ln Uð Þ ð4Þ

where T is the time residence of each equipment, k is the failure rate of the
component if the present state is the up state or k is the repair rate of the com-
ponent if the present state is the down state, and U is a uniformly distributed
random number sampled in the interval between [0,1];

2. Chronologically evaluate each system state xk in the sequence yn and accu-
mulate the values;

3. In order to obtain yearly reliability indices, calculate the test function F(yn)
over the accumulated values;

4. Estimate the expected mean values of the yearly indices as the average over the
yearly results for each simulated sequence yn;

5. The stop criterion is also based on the relative uncertainty of the estimates.
Therefore, calculate b (coefficient of variation) using the following equation [20];

b ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V
�

E
�

Fð Þ
� ffir

E Fð Þ
� � 100 % ð5Þ

6. Verify if the degree of accuracy or confidence interval is acceptable. If the
answer is yes, stop the simulation; otherwise, go back to step 1.

In the sequential approach, the system evaluation is conducted for each different
system state in order to achieve the reliability index function. For instance, con-
sidering the Loss of Load Expectation (LOLE) index, F(yn) is the sum of the
sampled duration of all failure states in yn. In turn, if the F(yn) is the sum of energy
not supplied associated with all failure states in yn, E[F] will represent the
Expected Energy Not Supplied (EENS) index. Several other reliability indices can
be easily achieved using the sequential approach.
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3.2 Proposed Modeling of Components

The selection of an appropriate model to represent the stochastic behavior of
power system units is an essential requirement in the adequacy evaluation of
generation systems. Essentially, two aspects must be represented to each tech-
nology: firstly, the up and down cycle (failure/repair) of each unit or set of units;
and secondly, the power availability of each unit or set of units, considering their
natural resources, such as water inflows, wind speed, solar irradiations, and others.
The two-state Markov model [16] and the multi-state Markov model [31] will be
used to represent the conventional generation technology with large units, such as
thermal and hydropower plants, as well as the distributed generation (DG) tech-
nology with small units concentrated in farms or aggregations, such as wind
power, solar central receiver or photovoltaic, small hydro generators, and others.
These representations are depicted in Fig. 1. More details about models can be
found in [32].

Thermal power plants Based on the two-state Markov model, presented in
Fig. 1a, the failure/repair cycles for all thermal power technologies, such as
nuclear, coal, oil, gas, among others, are represented. The residence time to each
state is assumed to be exponentially distributed, and can be calculated using
Eq. (4). In thermal power plant representation, the available power is assumed to
depend only on the unit unavailability. Clearly, any non-Markovian model could
be used if the necessary parameters were available.

Hydropower plants Also based on two-state Markov model, presented in
Fig. 1a, the failure/repair cycles for all hydro power units are represented. The
residence time to each state is assumed to be exponentially distributed, and can be
calculated using Eq. (4). In hydropower plant representation, the available power
is assumed to depend on failure/repair cycle and on water storage of each reser-
voir. In other words, the level of each water storage reservoir defines the power
available for each unit.

Nevertheless, the levels of water storage of each reservoir vary due to several
aspects, such as water coordination policies, yearly or monthly hydrologic con-
ditions, daily hydro-thermal coordination, and others. The full impact of water
inflows on the hydropower available for each unit should consider a complex
model involving stochastic dynamic programming tools linked to historical
hydrologic series [33]. In order to simplify the proposed model, the power avail-
able for each unit can be represented through the use of two approaches, depending
on the information level of each reservoir: first, to be proportional to the level of
water storage in its respective reservoir and second, using a pre-established
polynomial model linked to each reservoir. Due to the small variation of daily
water storage levels, a monthly water storage level variation is assumed, which can
better represent the water storage behavior with relative accuracy. Thus, the hydro
power units are combined in several reservoirs containing monthly historical ser-
ies. These series are defined for each hydraulic basin based on historical data. The
aim is to capture the historical inflows, reservoir volumes, and type of operation.
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Therefore, the capacities of the hydro units will be defined for each month,
according to the corresponding hydrological series.

Wind power farms Usually, in a wind power site, there are several generating
units grouped into an equivalent multi-state Markov model, as shown in Fig. 1b.
Only two stochastic parameters are necessary: unit failure and repair rates.
Parameter N represents the number of generating units of the wind farm. If C is the
unit capacity, the amount of power associated with the kth state is given by
Ck = (N - k) 9 C, k = 0, …, N. The cumulative probability Pk (from 0 to k)
associated with this state can be easily calculated. In order to reduce the number of
these states during the chronological MCS, a simple truncation process sets the
desired order of accuracy. Therefore, instead of N ? 1 states, a much smaller
number up to the capacity CL will limit this model; e.g. 1 – PLB tolerance.

The productions of the wind generating units will be defined for each hour,
according to the hourly wind series for each geographic region. The wind series try
to capture the wind speed and power conversion characteristics. Historical yearly
series of per unit capacity fluctuations have to be provided per hour.

Small hydropower plants Small-hydro units are modeled similarly to the hydro
generating units from the hydrological point of view, but they are grouped into
multi-state units of Fig. 1b to simplify the modeling processing. Due to the lack of
specific data in relation to the hydrological basin, where they are located as well as
the technical characteristics of each small hydro unit, an equivalent reservoir is
used to model the capacity variations with time, so some small unit clusters are
promoted. In order to better represent the up and down cycles and their hydrologic
fluctuations, they are grouped according to their main characteristics, such as
capacity in MW, year unavailability (FOR), and mean time to repair (MTTR),
as well as their geographic position. Therefore, each small hydro group can be seen
as a small hydropower plant, which has similar units with the same characteristics,
but different numbers of units. Obviously, if specific data are available, they can be
properly considered. The benefits in terms of accuracy and the cost in terms of
computing effort, as well as the levels of model detail, must always be balanced.

Solar power plants Solar energy can provide huge amounts of energy share,
especially in regions with high solar irradiations [34]. There are different ways to
access solar energy: either through power plants that use solar energy by

Fig. 1 (a) Two states Markov model, (b) multi-state Markov model
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concentrating direct irradiation, converting it into heat and finally into electricity
(solar central receiver), or by using flat plate collectors or photovoltaic panels. In
both cases, the up and down cycles are represented by a multi-state Markov model,
as depicted in Fig. 1b. In order to better represent the up and down cycles and
theirs capacity fluctuations, they are grouped according to their main character-
istics, such as capacity in MW, year unavailability (FOR), and mean time to repair
(MTTR), as well as their geographic position. Solar irradiations can be seen as the
‘‘fuel’’ for these devices. Hence, it is necessary to build yearly series that may be
representative of the capacity fluctuations per hour, considering the geographic
position [34].

Cogeneration power plants Cogeneration units are modeled similarly to the
thermal units. However, like in the previous case, they are also clustered using multi-
state units of Fig. 1b. Moreover, an hourly utilization factor is specified, which
models the actual cogeneration power used by the system. This factor varies during
the year following the tariff attractiveness and/or the industry production cycle.

3.3 Proposed Load Model

Generally, based on the forecast supply and demand curves, a utility can examine
its current and future state of generation, transmission, and distribution of energy.
One of the difficulties in applying probabilistic methods to the power systems
reliability assessment is the level of necessary details in some representations. For
instance, specific load data is necessary to assess interruption costs involving
several customer sectors [35]. Since load curves vary by season and by day of the
week, reliability characteristics of a system may change throughout the days of the
year. In some systems, summer electrical load is dominated by air conditioners,
whereas winter electrical load is dominated by electric heating. In both cases, there
are great differences in load shapes. In general, load characteristics are very
important in reliability studies, so detailed load curves must be modeled [36]. On
the other hand, it is known that any load model is an approximation of the actual
future load. Its accuracy depends on the amount and quality of the available data
[37]. The most detailed load curves span all 365 days of the year and consist of
8,760 hourly demand points.

Considering state space representation, load models based on Markovian
assumptions have been used [37]. Usually, these models make it possible to keep
track of the chronological aspects of the load shape of power systems reliability
assessment, thus contributing to the reduction of the computational effort. However,
in chronological representations, the standard chronological load model is used
containing 8,760 levels, which correspond to each hour of a year. The chronological
MCS will sequentially follow these load steps during the simulation process [30].

In load forecast studies, a fundamental topic that must be taken into consid-
eration is the fact that the actual peak load generally differs from the forecast value
within a certain error. In other words, the load forecast may assume a predication
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error. As the forecast is normally predicted on past experience, a level of uncer-
tainty must be considered in order to insert a noise in the chronological repre-
sentation. Two uncertainty levels, representing short and long-term load
forecasting deviations, can be simulated through the MCS process. Gaussian or
any other type of distribution may be used [16]. In the short-term representation,
an hourly uncertainty is inserted during the simulation process, whereas, in the
long-term representation, a yearly uncertainty is inserted during the same process.

4 Long-Term Assessment of Operational Reserve

Sequential Monte Carlo is chosen due to its suitable ability in preserving the
relations between all important variables, dealing with time dependent charac-
teristics. Therefore, as previously stated, a chronological load pattern, wind hourly
power variation, hydro monthly conditions, and other time dependent events can
be represented. Merging these variations with the sampling of unit failures and
repair times leads to loss of load statistics, from which risk indices of generation
adequacy are calculated. Loss of Load Probability (LOLP), LOLE or EENS are
classic examples of those indices. Extension of the concept to check secondary
reserve availability in each state is also included, in the process known in the
literature as ‘‘well-being analysis’’ [17], where each simulated state is further
classified as ‘‘healthy’’ (enough reserve margin), ‘‘marginal’’ (partial reserve
margin) or ‘‘at risk’’ (loss of load). Probabilities of these three conditions and the
expected number of hours per year in each one are useful indices to complement
the classic ones. All previous risk indices are based on the following power bal-
ance equation:

RSTA tð Þ ¼ G tð Þ � L tð Þ ¼ 0 ð6Þ

where G represents the system available generation at hour ‘‘t’’, L is the total
system load at hour ‘‘t’’, and RSTA is the static reserve at hour ‘‘t’’. Random
variable G depends on the equipment availabilities and on the capacity fluctuations
due to, for instance, hydrology and wind variations, etc. Random variable
L depends on the short- and long-term uncertainties and also on the hourly
variations.

4.1 Operational Reserve Model

In order to assess the performance of the operating reserve, new variables have to
be defined as shown in Fig. 2. In this study, the primary (or regulation—PRC) and
secondary (or spinning) reserves are pre-defined values. Obviously, the spinning
reserve amount can always be redefined, in case its associated performance is
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below a pre-established acceptable value. The tertiary reserve (non-spinning or
fast tertiary) is set up by those generators that can be synchronized within 1 h. This
reserve is relevant in the present study and it constitutes the major concern for
planners in this new environment characterized by a profusion of renewable
sources. Therefore, the following power balance equation is set to assess the risk
indices associated with the operating reserve:

ROPE tð Þ ¼ RS tð Þ þ RT tð Þ\ DL tð Þ þ DPW tð Þ þ DG tð Þ ð7Þ

where DL represents the short- and long-term load deviation at hour ‘‘t’’, DPW

represents the possible wind power capacity variation at hour ‘‘t’’, and DG rep-
resents the generating capacity variation due to forced outages at hour ‘‘t’’. From
Fig. 2, it is possible to observe an extra amount of capacity at the top of the tertiary
reserve. This is due to the discrete nature of unit generating capacities.

Equation (7) describes the risk of changes in the load, wind power capacity, as
well as generating outages not duly covered by the amount of spinning reserve,
and also by the generators that can be synchronized within 1 h. Therefore, the
same traditional and well-being indices can be evaluated with this risk equation.

Although there are many reference values for LOLP or LOLE indices (i.e. static
reserve), within the framework of generation planning, there are a few works with
reference values for the operating reserve [13].

The implementation of the previous models is carried out through FORTRAN
language (calculation mode). The convergence process is tracked by a coefficient
of variation specified for the EENS index. Usually, when the convergence of
EENS index is ensured, the others will converge as well. The probability distri-
butions of all conventional and well-being, static and operating reliability indices
are also evaluated.

Fig. 2 Operating reserve
assessment
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4.2 Trade-off Between Spinning Reserve and Fast
Tertiary Reserve

A new alternative to assess the power amount needs (secondary and fast tertiary
reserve) to adequately meet all assumed power deviations is presented through the
observation of the load, wind, and generation outage deviations as showed in
Eq. (7). Based on some risk management concepts, the power amount that rep-
resents the secondary reserve criterion can be viewed as a value-at-risk [38], and
the power amount that represents the fast tertiary reserve can be defined as a
complement of the value-at-risk [39], since the fast tertiary reserve accounts for
the power amounts exceeding the secondary reserve criterion. Therefore, let
X denote a random variable defined as the summation of the load, wind, and
generation outage deviations at hour ‘‘t’’ as shown in Fig. 2. Thus, the discrete
variable X can be written as a probability function with possible values x1, x2, …,
xn, as follows:

f xið Þ ¼ P X ¼ xið Þ ð8Þ

As f(xi) is defined as a probability, the following conditions must be verified:

f xið Þ � 0 8xi 2 < ð9Þ

Xn

i¼1

f xið Þ ¼ 1 ð10Þ

And the cumulative distribution function can be written as:

F xð Þ ¼ P X � xð Þ ¼
X

xi � x

f xið Þ ð11Þ

At this point, it is important to observe that xi can assume positive and negative
values, depending on the random process associated with the load forecasting error
(short- and long-term), the wind forecasting error, as well as the random up and
down cycles of generating units. Table 1 shows an illustrative example of this
case, where the negative values can be interpreted as downward reserve and the
positive values can be interpreted as upward reserve.

From the operational reserve point of view, firstly, only the positive values are
assumed in order to define the power amount needs as secondary reserve criterion

Table 1 Reserve requirements illustrative example

X1 X2 X3 X4 X5

xi (MW) -20 -10 0 10 20
f(xi) 1/8 2/8 2/8 2/8 1/8
F(x) 1/8 3/8 5/8 7/8 1

Downward reserve Upward reserve
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within a direct confidence interval. Therefore, all negative possible values to xi are
accumulated in 0 MW, as shown in Table 2. Another important issue is how to
collect all observed values of the random variable X. During the simulation process
it is possible to collect all values xi since xi = xt, where ‘‘t’’ ranges between 1 and
8,760 h. After that, the values xt can be organized into classes of power amount
needs, and the higher value (usually at the right side of the classes) is used to
represent X.

One of the first possible evaluations, which can be done through the use of this
methodology, is to calculate the reserve needs expectation (RNE) value. Eq. (12)
shows the expected value definition to the random variable X.

E Xð Þ ¼ RNE ¼
X

xi

xif xið Þ ð12Þ

Before continuing, it is mandatory to remember some general aspects related to
the load, wind, and generation outage deviations presented in the operational
reserve proposed methodology. In fact, several factors can influence the reserve
needs measured during this simulation process. However, some of them can
directly influence the results, such as, the level of the load forecasting error defined
for short- and long-term deviations, the wind forecasting error model, and the
stochastic parameters of each generating unit. The latter has a significant partic-
ipation in this methodology, since the definition of the primary and secondary
reserve power amounts can directly influence the generation outage deviations.

Due to the very close correspondence between secondary and fast tertiary
reserve, the estimated power amount for secondary reserve task must be robust and
may automatically disregard outliers and rare power deviations. On the other hand,
fast tertiary reserve can assume the task of covering outliers and rare power
deviations, which can be interpreted as an alternative percentile measure or a
complement of the value-at-risk assumed by secondary reserve. Thus, the sec-
ondary and fast tertiary reserve criteria, here named Secondary Reserve Criterion
(SRC) and Tertiary Reserve Criterion (TRC), can be defined in the same way as
value-at-risk and a complement of the value-at-risk [38], as follows:

SRCa Xð Þ ¼ min x F xð Þ � ajf g MW ð13Þ

TRCa Xð Þ ¼ min x a\ F xð Þ � djf g MW ð14Þ

Table 2 Reserve requirements observation methodology

X1 X2 X3

xi (MW) (-P, 0] (0, 10] (10, 20]
f(xi) 5/8 2/8 1/8
F(xi) 5/8 7/8 1

Upward reserve
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where the secondary reserve of X (MW) associated with the confidence level
a [ ]0,1[ is given by the minimum x such that the cumulative probability function
evaluated in x is greater or equal to a.

As consequence, the fast tertiary reserve of X (MW) associated with the con-
fidence level d [ ]0,1[ can be written as the complement of the SRC, and is given by
the minimum x such that the cumulative probability function evaluated in x is
smaller or equal to d, such that d is greater than a. Figure 3 shows a small example
based on Table 2, where the RNE is 5 MW, the SRC is 10 MW associated with a
confidence level of 0.875 (or 87.5 %), and the TRC is 20 MW. Note that, in this
probability function there are only three values (impulses), where the complement
of the SRC (TRC) is coincident to the last and the highest power deviation.

Obviously, the probability choices must be based on the secondary and fast
tertiary reserve available in the generation plant. However, this methodology could
be viewed as an alternative to define the trade-off between SRC and TRC, through
the use of a well-known risk measure. In order to explore these concepts, the next
section will discuss some aspects about these proposed methodologies in com-
parison with other approaches such as heurist or deterministic rules, as Eq. (1), and
loss of the largest unit criterion.

5 Application Results

The proposed methodologies will be applied in two different ways. Firstly, it will
follow a didactic purpose, where the IEEE-RTS 96 [40] is modified and used in the
same way of Ref. [13] in order to show some specific details of the methodologies.
For this purpose, the original configuration of the IEEE-RTS 96 is twice modified
and renamed to cope with: (a) the power fluctuations of the hydro units (IEEE-RTS
96 H), and (b) wind hourly power fluctuations (IEEE-RTS 96 HW), where one of
the coal units of 350 MW is replaced by 1,526 MW of wind power [13]. Secondly,
a long term reserve requirements assessment is presented through the use of the
Portuguese and Spanish system configurations (PGS and SGS, respectively) [41].
In these cases, some different problems linked to large systems are discussed, and
not only wind power will be assessed, but also other renewable such as solar
thermal and photovoltaic, cogeneration, and small hydro systems. The cases will
show the results for the years 2008–2025.

5.1 IEEE-RTS 96 H and HW Configurations

The original configuration of the IEEE-RTS 96 consists of 96 generating units
divided into five different technologies with a total installed capacity of
10,215 MW and the annual peak load of 8,850 MW. It is important to notice that
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the static reserve corresponds to 16.3 % of the total installed capacity. From the
renewable point of view, only 8.8 %, which consist of 900 MW on hydro power
plants, are considered renewable and 9,315 MW are divided into thermal tech-
nologies. Figure 4a shows the capacity installed of each technology.

As previously stated, the first modification consists of the same original con-
figuration considering hydro power fluctuation. However, the second modification
consists of increasing the total installed capacity from 10,215 to 11,391 MW,
replacing 350 MW of coal per 1,526 MW of wind power, as shown in Fig. 4b. The
ratio between thermal coal and wind power technology (350/1526) is approxi-
mately 0.23 and consists of a capacity factor to cope with wind power fluctuations
[13]. Therefore, the percentage of renewable also increases from 8.8 to 21.3 %.

The main modification of the IEEE-RTS 96 H and HW is the fluctuation
capacity in the hydro and wind power production, which makes it possible to
consider seasonal hydro monthly effects and hourly wind variations. In order to
consider hydro fluctuation, five historical hydro series are considered for each
basin, where the hydro system is divided into three different basins. Figure 5
shows the average monthly hydro fluctuation by each historical year.

Through a simple analysis, one can see that among all historical hydro series,
year 2 presents an average volume of 74.05 %, which can be considered the worst
hydrological condition. The best hydrological condition happens in year 3, where
the basins reached an average volume of 80.38 % and, consequently, the best
hydrological month is February, with an average volume of 89.16 %. For simu-
lation purposes, the Base Case will be performed assuming that all historical hydro
series have the same probability of occurring. However, in some variations, the
worst and the best hydrological conditions can also be used. From the wind power
fluctuation point of view, three important aspects must be highlighted:

• First, it is linked to its availability—for instance, some seasonal aspects iden-
tifying favorable and unfavorable production days, weeks, and months.

• Second, it is linked to its variability—for instance, to identify the possible range
of the power availability.

• Third, it is linked to its forecasting properties—for instance, reducing the wind
power output error or variability effects through the use of information, such as
numerical weather prediction, regional weather knowledge and so on.

Fig. 3 Distribution function
example
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For the purpose of this study, the wind power subsystem consists of 763 units of
2 MW, distributed among three different areas (267-1, 229-2 and 267-3 units-area,
respectively) with their own wind characteristics [13]. Each wind area is charac-
terized by its own historical series, on an hourly basis, referring to the average
power produced by a wind generator and mainly representing the power fluctua-
tion. Figure 6 gives an idea of the monthly available power in p.u., where the worst
condition happens in May, with an average availability of 0.1 p.u. (*153 MW),
and the best condition happens in December, with an average availability circa
0.43 p.u. (*656 MW).

As previously stated, the range of the variability is an important aspect related
to the power fluctuation throughout the year. IEEE-RTS 96 HW presents different
ranges of variability per month. Although months like May and September have
been classified as the lowest average wind power availability, they present a
significant variability as shown in Fig. 7. On the other hand, December has the
highest average wind power availability, although with one of the lowest vari-
ability rates. Several other related aspects about the wind and hydro power fluc-
tuations are based on real systems, and were carefully integrated in the IEEE-RTS
96 HW in order to better represent real effects in the test system [13].

Fig. 4 IEEE-RTS H and
HW based technologies

394 M. Rosa et al.



Another major concern about the operational reserve assessment, presented in
this study, is that the proposed methodology is strongly linked to some specific
generating unit characteristics. For instance, the start-up times of each generator
define the tertiary reserve possible to be used. As previously stated, the operational
reserve depends on the defined amount of spinning reserve and also on the gen-
erating units that can be synchronized within 1 h. Table 3 shows some important
characteristics of the generating units for the IEEE-RTS 96 H and HW.

As it is possible to see, the IEEE-RTS 96 H and HW consist of several gen-
erating units with start-up times higher than 1 h, which means that there are few
options to deal with the proposed operational reserve assessment. However, it is
possible to use this didactic system in order to highlight the needs for a modern
generation plant with faster start-up unit technologies to cope with uncertainties
that come from the new production paradigm such as renewable resources.

Fig. 5 Average hydro power fluctuations

Fig. 6 Monthly wind fluctuation
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5.2 IEEE-RTS 96 H and HW—Application Results

The operational reserve evaluation presented in Eq. (7) is also extremely depen-
dent on the wind power deviation, the load deviation, and the forced up and down
cycles of the generating units. Therefore, to perform the simulations considering a
good model of these deviations, the DPw in Eq. (7) is assumed to be a forecasting
by persistence, which means a deviation based on the difference between the
hourly wind production Pw(t) and Pw(t ? 1). In the same way, to model the
deviation DL in Eq. (7), two uncertainty levels with Gaussian deviations are used
to represent short- and long-term load forecasting [16]. The results presented in
this section, the 2 and 1 % load forecasting error, in short- and long-term
respectively, are assumed. Finally, the forced up and down cycles of all generating
units strongly depend on the stochastic characteristics of each generating units,
which are presented in Table 3.

Fig. 7 Average wind power variability

Table 3 Generation of (a) deterministic and (b) stochastic data

(a) (b)

Group Type Cap.
(MW)

No. of
units

Cost ($/
MWh)

Sup time
(min)

k (occ./
year)

MTTR
(h)

U2 Wind 2.0 763 0.00 5 4.56250 80.0
U12 Oil 12.0 15 30.52 120 2.97959 60.0
U20 Oil 20.0 12 44.26 60 19.46667 50.0
U50 Hydro 50.0 18 0.00 7 4.24424 20.0
U76 Coal 76.0 12 15.92 240 4.46939 40.0
U100 Oil 100.0 9 25.44 480 7.30000 50.0
U155 Coal 155.0 12 12.28 480 9.12500 40.0
U197 Oil 197.0 9 23.07 600 9.22105 50.0
U350 Coal 350.0 3 11.65 2880 7.61739 100.0
U400 Nuclear 400.0 6 6.58 60 7.96364 150.0
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The first discussion will focus on the definition of the primary, secondary (or
spinning), and tertiary reserve (or non spinning), which holds the operational
reserve proposed methodology. Usually, the primary reserve is based on the largest
power deviation to be handled in the system, which can be defined concerning
some system characteristics as reliability, size of loads and generating units,
interconnection with other systems and, mainly, it is strongly linked to the fre-
quency regulation of each system. For instance, in Europe, it is proposed a share of
the total of 3,000 MW along the interconnected European System. As previously
stated, the primary (or regulation) reserve is a pre-defined value in the proposed
methodology, and can always be redefined. For the purposes of this study, it will
be set up as 85 MW to the IEEE-RTS 96 H and HW. Similarly, the secondary (or
spinning) reserve is a pre-defined value. However, it is possible to define a con-
fidence interval for the spinning power amount through some probabilistic
inferences.

In general, some empirical rules as shown in Eq. (1) are used in order to define
the power amount needs to cover power variations. The result achieved in Eq. (1)
is a compromise between production and consumption based on half-hourly
measurements of these variables. If applied on IEEE-RTS 96 H and HW, it
achieves the following power amount:

Rsec ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
10 � 8; 850 þ 1502

p
� 150 ¼ 183:16 MW ð15Þ

Note that, in this case, the recommended secondary reserve value is defined
regardless of the generating unit technology used in the system, and it depends
only on the peak load into the secondary control area. Nevertheless, the most
expressive secondary reserve recommendation is an amount equivalent to the
largest unit in the system or secondary control area. In IEEE-RTS 96 H and HW,
the largest unit is 400 MW.

5.2.1 Operational Reserve Discussions

In order to assess both criteria, Table 4 shows the conventional reliability indices:
First, for static reserve, to establish some reference values to the IEEE-RTS 96 H
and HW based on the previously described conditions (e.g. load uncertainty level).
Second, for the operational reserve, considering a dispatch order based on the
production costs presented in Table 3, where all wind and hydro power are pri-
marily dispatched and a fast tertiary reserve is composed by those generating units
that can be synchronized within 1 h. In this sense, Table 3 shows, through the use
of the start-up time characteristics, that groups U20 and U400 could participate in
the fast tertiary reserve. However, due to its attractive production cost character-
istics and other security criteria, the group U400 is ordered after the hydro tech-
nology. Therefore, it is possible that this economical/security decision will
probably affect the operational reserve performance, since it reduces the number of
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generating units that can participate in the fast tertiary reserve to 10 generating
units of the group U20 (200 MW).

The stop criteria used in the simulation process is a coefficient of convergence
b = 5 % to the EENS index or 10.000 simulation years. This first simulation
consists of the Base Case and will be performed assuming that all historical hydro
series have the same probability of occurring in both cases, such as the wind series
with the same probability of occurring as in the IEEE-RTS 96 HW.

From the static reserve point of view, both configurations seem to be very
robust and can be considered adequate to meet the load requirements. In the IEEE-
RTS 96 H, which considers the hydro fluctuation, the risk-based level can be
measured through the presented reliability indices, where the LOLE index is
0.7569 h/year with the EENS of 155.1 MWh. The frequency of the failure events
(LOLF) is 0.4580 occ./year with an average duration (LOLD) of 1.653 h. A
vertical comparison (in Table 4) reveals that the system reliability increases when
wind power is included in the IEEE-RTS 96 HW configuration. As it is possible to
see, the LOLE index decreases to 0.5476 h/year, as the EENS index decreases
to 106.9 MWh. The frequency of the failure events (LOLF) also decreases to
0.3337 occ./year. However, the average duration of each failure events remains
almost the same, LOLD = 1.641 h, mainly due to the similar MTTR of the coal
and wind generating units. The substitution of 350 MW of coal by 1,526 MW of
wind accounts for these improvements, mainly due to the inclusion of several
small generating units in place of a big generating unit. As expected, in the
horizontal comparison (in Table 4), the static reserve is not affected by the

Table 4 Static and operational reserve reliability indices

Indices Conventional indices

PRC = 85 MW;
SRC = 183.16 MW

PRC = 85 MW;
SRC = 400 MW

Static Operational Static Operational

(%) (%) (%) (%)

IEEE-RTS 96 H
LOLP 0.86E-04 3.95 0.19E-02 2.35 0.86E-04 3.95 0.20E-03 2.60
LOLE 0.7569 3.95 16.73 2.35 0.7569 3.95 1.795 2.60
EPNS 0.18E-01 5.71 0.1547 5.00 0.17E-01 5.71 0.32E-01 4.98
EENS 155.1 5.71 1355.0 5.00 155.1 5.71 280.6 4.98
LOLF 0.4580 1.00 27.01 1.77 0.4580 1.00 2.087 1.21
LOLD 1.653 3.73 0.6195 0.84 1.653 3.73 0.8601 2.57
IEEE-RTS 96 HW
LOLP 0.63E-04 4.70 0.19E-02 3.08 0.63E-04 4.70 0.18E-03 2.44
LOLE 0.5476 4.70 16.33 3.08 0.5476 4.70 1.580 2.44
EPNS 0.12E-01 6.60 0.1416 4.23 0.12E-01 6.60 0.25E-01 4.98
EENS 106.9 6.60 1241.0 4.23 106.9 6.60 217.1 4.98
LOLF 0.3337 1.00 27.36 2.72 0.3337 1.00 2.105 1.07
LOLD 1.641 4.40 0.5968 100.00 1.641 4.40 0.7503 2.35
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secondary reserve criterion in both configurations, which explains the same results
presented for static reserve in Table 4.

Another major concern regarding the performed simulation is the operational
reserve behavior for both configurations. Comparing the results between the IEEE-
RTS 96 H and HW systems in Table 4, the reliability performance improves when
wind sources are added to the system. However, one of the most important
comparisons must be performed horizontally in Table 4, where the two secondary
reserve recommendations are compared. In the IEEE-RTS 96 H, the first criterion
(SRC = 183 MW) seems to be insufficient to cover the wind, load, and generation
outage deviations. Although a LOLE index of 16.73 h/year could not represent a
high risk-based level to the overall system (depending on the operator standards),
it seems to be very far from the static reserve risk, which can mean that there is a
lack of adequate generating units between both evaluations. On the other hand, the
second criterion (SRC = 400 MW) puts the operational reserve system perfor-
mance very close to the static reserve risk, with an adequate level of LOLE of
1.795 h/year. However, there is no information about the reserve requirements
needs and, essentially, if this amount of power adequately covers all power
deviations without spillage resources.

In order to evaluate both secondary reserve criteria, Table 5 shows the per-
formance of the system reliability considering that there is no fast tertiary reserve
in both configurations. In these cases, only the secondary reserve criterion will try
to meet the reserve requirements. Obviously, these results are only useful to
identify if, on average, the criterion is adequate or not to the overall system.

Table 5 Secondary reserve reliability indices

Indices Conventional indices

PRC = 85 MW;
SRC = 183 MW

PRC = 85 MW;
SRC = 400 MW

Secondary reserve Secondary reserve

(%) (%)

IEEE-RTS 96 H
LOLP 0.2333E-01 1.01 0.1937E-02 1.97
LOLE 204.3 1.01 16.97 1.97
EPNS 1.871 1.46 0.1557 4.58
EENS 0.1639E+05 1.46 1364.0 4.58
LOLF 221.0 0.96 27.51 1.33
LOLD 0.9245 0.17 0.6169 100.0
IEEE-RTS 96 HW
LOLP 0.259E-01 1.18 0.1941E-02 3.12
LOLE 227.1 1.18 17.00 3.12
EPNS 1.982 1.37 0.1403 3.67
EENS 0.1736E+05 1.37 1229.0 3.67
LOLF 249.3 1.18 28.78 2.55
LOLD 0.9111 1.02 0.5908 100.0
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As expected, the first secondary reserve criterion of 183 MW proves to be
insufficient to adequately meet the reserve requirements in the IEEE-RTS 96 H.
The high LOLE index of 204.3 h/year and the high frequency (LOLF) of
221.0 occ./year, show that the system extremely depends on the fast tertiary
reserve and, even so, the tertiary reserve available is also insufficient to achieve an
operational reserve performance near the static reserve risk as seen before. On the
contrary, the second secondary reserve criterion of 400 MW proves to be sufficient
to meet the reserve requirements, and mainly it shows a lower dependence of the
fast tertiary reserve. However, there is no information if this lower dependence of
the fast tertiary reserve could be caused by an undue secondary reserve criterion
and, consequently, leads to spillage resources and ancillary services.

Contrary to the static and operational reserve performances, which increase
when wind production is added to the system, the secondary reserve performance
degenerates when a large amount of wind production is included in the IEEE-RTS
96 HW. The LOLE index increases from 204.3 to 227.1 h/year, and this fact can
be explained through the inclusion of the wind power deviations that come from
the wind forecasting error, which raises the reserve requirements. Similarly to the
previous configuration analyses, the first secondary reserve criterion of 183 MW
proves to be insufficient to adequately meet the reserve requirements, making this
configuration more dependent on the fast tertiary reserve than the IEEE-RTS 96 H.
Once again, the secondary reserve criterion of 400 MW is sufficient to adequately
meet the reserve requirements in IEEE-RTS 96 HW, with a lower dependence of
the fast tertiary reserve. However, this lower dependence could be interpreted as an
excessive power amount to the secondary reserve criterion and, consequently,
spillage resources.

So far, both criteria seem to be inadequate to define the secondary reserve
power amount for IEEE-RTS 96 H and HW. On one hand, the empirical rule
seems to lead to an insufficient power amount and a high dependence of the fast
tertiary reserve, causing a high risk-based level on the overall system. On the other
hand, the largest unit used as a secondary reserve criterion seems to be sufficient to
meet the load, wind, and generation outage deviations. However, there is no
guarantee that it is an adequate power amount and does not lead to spillage
resources.

5.2.2 Trade-off Between SRC and TRC Discussions

Thus, through the use of the RNE definition presented in Eq. (12), it is possible to
calculate this index to the IEEE-RTS 96 H and HW using both secondary reserve
criteria (183 and 400 MW). Table 6 shows the results of the RNE. Note that, as the
other index presented before, for instance LOLE, it is possible to calculate the
coefficient of convergence b for this expected value, highlighting a confidence
interval on the result.

In the previous evaluations for IEEE-RTS 96 H, the two secondary reserve
criteria (183 and 400 MW) have caused the system to have different generation
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outage deviations and, consequently, different reserve needs. Note that the RNE to
the IEEE-RTS 96 H and HW using the same secondary reserve criteria is very
close. However, as mentioned before, they are different due to the generating
outage deviations presented in Eq. (12). Other interesting evaluation is that the
RNE is lower than both defined criteria (183 and 400 MW), which could lead to
the hazard interpretation, where the RNE would be used as a secondary reserve
criterion. Obviously, it would be possible if the fast tertiary reserve available could
be effectively enough to cover all deviation cases. However, it was previously
discussed that a power amount of 183 MW, which is higher than RNE, has proved
to be insufficient to cover all deviation cases with the fast tertiary reserve available
in this system.

Therefore, the main idea of this section is to identify an adequate level of power
amount as a secondary reserve criterion associated to a confidence interval and,
consequently, to assess a risk-based level of fast tertiary reserve through the use of
the individual and cumulative probability density function of this defined random
variable X. Hence, based on the previous analyses, the assessment will be focused
in the IEEE-RTS 96 H and HW with 85 MW as primary reserve and 400 MW as
secondary reserve criteria. Table 7 shows the observations of X to the IEEE-RTS
96 H and HW.

Note that, for the IEEE-RTS 96 H, the P(X = 0.0 MW) = 58.49 %, whereas
for the IEEE-RTS 96 HW, the P(X = 0.0 MW) = 54.32 %. It is important to
remember that all negative values (downward reserve) are accumulated in zero,
which can be interpreted as needless reserve. Therefore, it is possible to see that,
when the wind production variability is included in the system, the reserve needs
seem to increase, from P(X [ 0.0 MW) = 1 - P(X = 0.0 MW) = 41.51 % to
P(X [ 0.0 MW) = 1 - P(X = 0.0 MW) = 45.68 %. In fact, at the end of
Table 7, it is possible to identify the most severe event of reserve needs to the
IEEE-RTS 96 H when X = 1,099.39 MW with the probability of occurring of
P(X = 1,099.39 MW) = 6 9 10-5 %, whereas the most severe event of reserve
needs registered to the IEEE-RTS 96 HW happens when X = 965.95 MW with
the probability of occurring of P(X = 965.95 MW) = 23 9 10-4 %. Obviously,
the event X = 1,099.39 MW has a lower chance of happening than event
X = 965.95 MW. However, it is highlighted that the loss of 350 MW has a sig-
nificant impact in severity on the system, whereas the distributed effect caused by
several wind power units (1,526 MW) reduces this severity, and can be viewed as
a benefit to the system reliability as previously discussed, since an adequate

Table 6 RNE: reserve needs expectation to the IEEE-RTS H and HW

System Secondary reserve criterion (MW) RNE (MW) b (%)

IEEE-RTS 96 H 183 45.66 0.23
400 45.98 0.14

IEEE-RTS 96 HW 183 51.30 0.85
400 51.46 0.85
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capacity factor of 0.23 (350 MW of coal replaced by 1,526 MW of Wind) can be
correctly applied.

Once again, with Table 7, it is possible to identify an adequate secondary
reserve criterion, dealing with the individual and cumulative probabilities of the
reserve needs events. In order to present a simple example, two secondary reserve
criteria will be evaluated. Firstly, to the IEEE-RTS 96 H, a SRC based on the
individual probability of reserve needs of X = 314.11 MW leads to P(X = 314.11
MW) = 0.63 %, and consequently to F(x) = 99.45 %, which means that this
secondary reserve criterion can cover 99.45 % of the deviation cases
(SRC = 314 MW). Perhaps, it can be viewed as a conservative secondary criterion.
However, it seems to be adequate mainly due to the reduced options for fast
tertiary reserve available in this system. Note that, following the fast tertiary
reserve criterion defined in Eq. (14), the TRC could be defined with a confidence
level d = 0.9997, considering that there are 200 MW available to the fast tertiary
reserve. Secondly, to the IEEE-RTS 96 HW, a SRC based on the individual
probability of reserve needs of X = 305.04 MW leads to P(X = 305.04
MW) = 0.81 %, and consequently to F(x) = 99.29 %, which means that this SRC

can cover 99.29 % of the deviation cases, and the TRC could be defined with a
confidence level d = 0.9996, once again considering that there are 200 MW

Table 7 IEEE-RTS 96 H and HW—individual probability f(xi) and cumulative probability F(x)

IEEE-RTS 96 H—SReserve = 400 MW IEEE-RTS 96 HW—SReserve = 400 MW

X (MW) f(xi) (%) F xð Þ ¼
P

X1 �X f xið Þ (%) X (MW) f(xi) (%) F xð Þ ¼
P

X1 �X f xið Þ (%)

0.00 58.49574 58.49574 0.00 54.32408 54.32408
52.35 17.69306 76.18880 50.84 18.17577 72.49985

104.70 11.74604 87.93484 101.68 12.80593 85.30578
157.06 6.37706 94.31190 152.52 7.50431 92.81009
209.41 3.09909 97.41099 203.36 3.84985 96.65994
261.76 1.40803 98.81902 254.20 1.82236 98.48230
314.11 0.63585 99.45487 305.04 0.81596 99.29826
366.46 0.29665 99.75152 355.88 0.37481 99.67306
418.81 0.13520 99.88672 406.72 0.17903 99.85209
471.17 0.06413 99.95085 457.56 0.07885 99.93095
523.52 0.02904 99.97989 508.40 0.03840 99.96935
575.87 0.01158 99.99147 559.24 0.01870 99.98805
628.22 0.00534 99.99681 610.07 0.00802 99.99607
680.57 0.00209 99.99890 660.91 0.00273 99.99880
732.92 0.00063 99.99953 711.75 0.00055 99.99935
785.28 0.00022 99.99975 762.59 0.00021 99.99956
837.63 0.00009 99.99983 813.43 0.00021 99.99977
889.98 0.00005 99.99989 864.27 0.00000 99.99977
942.33 0.00004 99.99992 915.11 0.00000 99.99977
994.68 0.00002 99.99994 965.95 0.00023 100.00000

1047.03 0.00000 99.99994
1099.39 0.00006 100.00000
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available to the fast tertiary reserve. Figures 8 and 9 show the individual and
cumulative probability density function presented in Table 7.

Observe that, in both cases, the fast tertiary reserve has a small participation to
cover the load, wind, and generation outage deviations since the secondary reserve
criterion can cover more than 99 % of these deviations. The next analyses will
focus on the use of these secondary reserve criteria.

As expected, neither empirical rules nor conservative recommendations based
on power engineering practices can efficiently recommend a best trade-off between
secondary and fast tertiary reserve criteria. Table 8 shows some illustrative results
of the operational reserve based on SRC and TRC defined through the proposed
methodology for both systems (IEEE-RTS 96 H and HW). As it can be observed,
the proposed criteria is reduced approximately 90 MW of power in relation to the
previous one (400 MW), promoting a good balance between secondary and fast

Fig. 8 IEEE-RTS 96 H—PRC = 85 MW and SRC = 400 MW a individual and b cumulative
distribution density function of X
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Fig. 9 IEEE-RTS 96 HW—PRC = 85 MW and SRC = 400 MW a individual and b cumulative
distribution density function of X

Table 8 Operational and secondary reserve reliability indices

Indices Conventional indices

IEEE-RTS 96 H IEEE-RTS 96 HW

PRC = 85 MW; SRC = 314 MW PRC = 85 MW; SRC = 305 MW

Operational Secondary Operational Secondary

(%) (%) (%) (%)

LOLP 0.41E-03 1.89 0.48E-02 2.16 0.47E-03 1.73 0.54E-02 1.79
LOLE 3.604 1.89 42.0 2.16 4.088 1.73 47.73 1.79
EPNS 0.45E-01 4.95 0.4052 3.60 0.45E-01 4.97 0.4502 1.98
EENS 391.0 4.95 3549.0 3.60 390.7 4.97 3.944 1.98
LOLF 5.660 0.88 59.54 1.88 6.968 0.81 66.78 1.64
LOLD 0.6368 1.63 0.70 100.0 0.5866 1.39 0.7147 100.0
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tertiary reserve risk. In this case, it is possible to reduce the existing information
gap between both reserve criteria and, consequently, to identify the system
dependence of fast tertiary reserve, making sure that there are no spillage
resources.

Bearing the previous operational reserve reliability indices in mind, to 183 MW
and 400 MW as a secondary reserve criterion for both systems, it is possible to see
that the LOLE index was reduced approximately from 16 to 4 h/year regarding to
the first criterion (183 MW) and increased approximately from 1.7 to 4 h/year
regarding to the second criterion (400 MW). In the same sense, the secondary
reserve reliability indices, the LOLE index decreased approximately from 227 to
42 h/year regarding to the first criterion (183 MW) and increased approximately
from 16 to 47 h/year regarding to the second criterion (400 MW). This sensitivity
risk analysis reveals a balance between secondary and fast tertiary risk-based level
concerning the fast tertiary reserve available. Another important point is that both
criteria are adequately adjusted to its own variability, where the differences
between IEEE-RTS 96 H and HW are compensated through the small power
reduction (from 314 to 305 MW, respectively). Observe that, a more reduced
secondary reserve criterion has been used for the IEEE-RTS 96 HW, promoting
approximately the same results as those for the IEEE-RTS 96 H. Obviously, other
criteria could be used in order to improve this risk analysis, mainly reducing the
secondary reserve criterion and testing a more flexible fast tertiary reserve, for
instance, with gas generating units. However, the target of this section is to present
an alternative way to assess secondary and fast tertiary reserve.

5.3 Portuguese and Spanish Cases

The proposed algorithm has been tested under several conditions with different
systems. Two cases using the Portuguese and Spanish Generating System (PGS
and SGS, respectively) will be discussed, as follows. The first case will show the
results using the PGS and SGS configurations for the year 2005. The idea is to
evaluate these configurations to establish certain reliability parameters or standards
for the years to come. The second case will illustrate the results obtained with the
proposed algorithm considering potential configurations for the year 2020. This is
part of the expansion plan studies of the PGS and SGS.

5.3.1 Portuguese and Spanish Configurations

For the year 2005, the PGS had 1,035 units with a total installed capacity of
12.59 GW, distributed as follows: 4.38 GW (Hydro); 5.43 GW (Thermal);
0.98 GW (Wind); 0.34 GW (Mini-hydro); and 1.46 GW (Co-generation). The
annual peak load occurred in January and it was approximately 8.53 GW. Also,
the amount of renewable power in the system is 45 % of the total capacity.
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In 2020, this amount will correspond to 60 % of the total capacity, from this total
5.21 GW is of wind power.

For the year 2005, the SGS had 8,150 units with a total installed capacity of
70.2 GW, distributed as follows: 15.17 GW (Hydro); 37.1 GW (Thermal);
9.54 GW (Wind); 0.79 GW (Mini-hydro); and 7.6 GW (Co-generation). The
annual peak load occurred in January and it was approximately 43.14 GW. Also,
the amount of renewable power in the system is 36 % of the total capacity. In
2020, this amount will correspond to 47 % of the total capacity, from this total
28.16 GW is of wind power.

In 2005, there were 35 hydro power plants in Portugal and 174 in Spain. In this
study, 6 hydrological basins in Portugal and also 6 in Spain were considered, and
16 years of monthly hydrological conditions were used (1990–2005). The driest
year was 2005 for Portugal and 1992 for Spain, and the wettest year was 1996 for
Portugal and 2003 for Spain. These monthly variations must be duly captured by
the MCS-based reliability assessment proposed algorithm.

In 2005, there were 8 thermal power plants in Portugal and 74 in Spain (not
including co-generation). About 655 wind-generating turbines (units) were in the
PGS and 6,365 in the SGS. Bearing in mind the wind series, Portugal was divided
into 7 regions and Spain into 18 regions. In order to model the deviation DPW in
(6), it was assumed a forecasting error by persistence. The error was then estimated
by comparing the wind power availability in subsequent hours.

The actual 2005 hourly load curves were used for both PGS and SGS. Only
uncertainty of the short-term forecasting was simulated using a Gaussian distri-
bution. Sensitivity analyses were preliminarily carried out to validate the distri-
bution parameters used in Portugal and Spain.

Several other data involving mini-hydro and co-generation units, maintenance,
etc. have also to be processed. These data are not shown or discussed in this
chapter due to the lack of space, but they represent relevant information and also
sources of variations, which had to be carefully considered [41].

5.3.2 Discussions and Results

The proposed MCS algorithm is being tested with several possible configurations
of the PGS and SGS. The idea is to determine the required amount of system
generating reserve capacity to ensure an adequate power supply, bearing in mind
not only the uncertainties from the equipment availabilities, but also the uncer-
tainties due to the renewable power sources capacity variations. This study is being
carried out considering a horizon of 20 years (2005–2025). Different scenarios
involving not only hydro and wind unfavorable conditions, but also co-generation
usage and maintenance strategies are being analyzed.
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5.3.3 Analysis for the 2005 Configuration

In order to define reliability standards for the PGS and SGS, the 2005 Configu-
ration was used. Although several operating conditions or cases were tested, only
four of them will be discussed. For the Base case, all historical hydrological and
wind series were simulated with the 2005 Configuration for both systems. In the
H+ case, the wettest hydrological year was considered, and in the H- case, the
driest hydrological was simulated. The HWM case considers that driest hydro-
logical condition occurs simultaneously with all observed wind series having their
capacities reduced by 50 %. Also, the usual amount of power on maintenance was
increased by 20 %. Certainly, this is a very severe scenario.

Table 9 shows the traditional reliability indices for Portugal. As it can be
seen from this table, the PGS configuration (2005) is adequate. As it could be
expected, the worst condition occurs for ‘‘HWM’’, resulting in indices like:
LOLESTA = 0.023 h/year and the LOLEOPE = 0.032 h/year. Under these
‘‘HWM’’ conditions, the performance can be considered perfectly acceptable.

Table 10 shows the well-being indices, for Spain. One can provide the following
interpretation for this system, if everything goes wrong (i.e. HWM case) with the

Table 9 Conventional reliability indices—Portugal 2005

Case Base H+ H- HWM

Indices Static reserve
LOLE (h/year) 0.006 0.001 0.012 0.023
EENS (MWh) 0.915 0.240 1.704 3.784
LOLF (occ./year) 0.006 0.002 0.011 0.021
LOLD (h) 1.036 0.870 1.057 1.076

Operational reserve
LOLE (h/year) 0.036 0.147 0.017 0.032
EENS (MWh) 3.760 12.66 2.542 5.304
LOLF (occ./year) 0.044 0.190 0.016 0.031
LOLD (h) 0.817 0.773 1.092 1.026

Table 10 Well-being indices—Spain 2005

Case Base H+ H- HWM

Indices Static reserve
EH (h) 8.760 8.760 8.758 8.754
FH (occ./year) 0.147 0.000 1.068 3.568
EM (h) 0.153 0.001 1.107 3.814
FM (occ./year) 0.144 0.000 0.994 3.455

Operational reserve
EH (h) 8.756 8.758 8.751 8.741
FH (occ./year) 6.914 1.914 12.12 24.68
EM (h) 4.188 1.169 7.508 16.20
FM (occ./year) 6.909 1.917 12.19 24.60
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2005 configuration. Bearing in mind the capacity analysis, the SGS will stay, in
average per year, 8,754 h in healthy states, 3.814 h in marginal states, and 2.596 h
in risk states. Bearing in mind the operating reserve, the SGS will stay, in average,
8,741 h in a healthy state, 16.20 h in a marginal state, and 2.832 h in risk states.

These are indeed very laow values for that particular stressing scenario. It has to
be pointed out that the ‘‘HWM’’ scenario impacts more on the Spanish system than
on the Portuguese system, since the SGS depended much more on wind sources in
2005: 13.6 % of the installed capacity in Spain, against 7.8 % in Portugal. In
conclusion, both systems had very adequate composition for the year 2005.
Moreover, the proposed simulation algorithm properly captured the performance
of both capacity analysis and operating reserves.

The parameter b was set to 5 % in all tests for EENS index, and a maximum of
3,000 years were simulated. All simulations were carried out in a PC with
2.8 GHz. The CPU time was, in average, 0.4 h for the PGS and 7 h for the SGS.
These huge CPU times indicated that convergence was difficult, due to lack of risk
states in the simulation, which means that both systems were extremely reliable.

5.3.4 Analysis for Future Configurations

Initially, some sensitivity analyses were carried out with the 2005 configurations,
by increasing the peak load of both systems in order to measure the capacity
slackness in these configurations. Figure 10 shows the results for the index LOLE
associated with the capacity analysis of the SGS (LOLESTA). As it can be
observed, the system will experience some difficulties in surviving more than 10 %
of load growth from the 2005 configurations. Similar sensitivity tests were carried
with the LOLEOPE indices, and a similar conclusion can be stated. In order to
assess the risks associated with both capacity analysis and operating reserves in the
period 2010–2025, the chronological MCS based algorithm is now being run for
both the PGS and SGS.

Fig. 10 Sensitivity
Analyses—LOLESTA

(h/year)
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6 Final Remarks

Renewable energy technologies will take a greater share of the electricity gener-
ation mix in order to minimize the dependence on oil and the emission of CO2.
While contributions from renewable energy sources for electricity production is
small, with the exception of hydro, their market penetration is growing at a much
faster rate than any other conventional source. More renewable power sources
cause, however, an increase in the number of random variables and operation
complexities in the system, due to the fluctuating production levels of these
sources. Therefore, the determination of the required amount of system capacity
(both capacity analysis and operating reserves) to ensure an adequate supply
becomes a very important aspect of generating capacity expansion analyses.

The dimensioning of operating reserve, spinning and non-spinning, plays an
important role in systems with high penetration levels of renewable sources,
mainly those from wind power, due to its natural volatility. Although there are
many reference values for LOLE indices related with capacity analysis, there are
no such standards for well-being indices or for operating reserves.

By testing recently operated generation arrangements, one can provide some
preliminary values for the establishment of future standards. However, most
generating systems, including the Portuguese and Spanish ones, have today a
smaller amount of fluctuating capacity sources, like wind power, than they will
have in the future; even considering that Spain has the second largest wind power
capacity installed in the world.

Discussions on innovative criteria (e.g. the system has simultaneously to sur-
vive the worst hydrological and wind conditions), operation strategies, and
assessment tools will be the new insights of generating capacity expansion plan-
ning considering renewable power sources for the years to come.
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Part III
Modeling, Control and Maintenance

of Wind Facilities



A Review of Floating Wind Turbine
Controllers

H. Namik and K. Stol

Abstract A review of the most important contributions made towards designing
and testing controllers for floating wind turbines is presented in this chapter. These
controllers range in complexity, description detail, simulation results and testing
styles, and floating platform structure. Furthermore, they have not yet been
compared against each other quantitatively using the same simulation conditions.
However, the attributes of each control approach documented in the literature are
listed in this chapter. Several approaches that deal with the reduction of platform
pitch damping are discussed such as the use of individual blade pitching and tuned
mass dampers.

1 Introduction

A recent trend in the wind turbine industry is to install the wind turbines offshore
mainly due to better wind resource attributes when compared to onshore wind;
these include [10, 31, 34]: stronger and steadier wind; less turbulence resulting in
longer turbine life; less vertical shear (i.e. higher wind speeds at lower altitudes)
and higher annual mean wind speed. On average offshore winds are 20 % faster.
However, offshore winds also have greater extremes, interact with waves, and are
harder to measure.

In addition to having better offshore wind resource attributes, placing wind
turbines offshore has several design and location advantages; these include [13, 34]:
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• Turbines operate at maximum efficiency since no restrictions are imposed
due to noise and other regulations.

• Proximity to load centres (large cities) thus requiring less transmission dis-
tance and access less heavily used transmission lines.

• Reduced visual impact.
• Energy balance: An offshore turbine can recover the energy cost used during

manufacture, transport, installation, operation, maintenance, and decom-
missioning in 3 months. Over its lifetime, the turbine can generate over 100
times that energy.

• Offset emissions: As the contribution of wind energy increases the emissions
for power generation are reduced. For example, if 10 % of the UK’s power
comes from wind energy then UK’s annual emissions are reduced by 15 %.

• Economics: Although going offshore has considerable increase in foundation
cost, it was shown by the Danish wind industry that offshore wind turbines are
feasible [34]. However, the foundation costs increase with increasing depth.

Placing the turbines offshore has the following challenges [14]: increased
capital cost due to foundations, integration with the electrical network, and
installation, operation and maintenance being subject to weather conditions.

The offshore wind energy potential is very large. For example, the UK offshore
energy potential is estimated to be 986 TWh/year while demand is estimated to be
321 TWh/year (based on 2003 estimates); i.e. more than three times the demand
[34]. The US energy potential for winds between 10 and 100 km offshore is
estimated to be more than 900 GW which is more than the currently installed
generation capacity; however, much of this potential is located in deep water that
is deeper than 30 m [19].

Currently, the deepest installed fixed-bottom offshore wind turbine is the
Beatrice wind farm off the coast of Scotland [1]; it is constructed in 44 m deep
water. However, for water deeper than 60 m the most feasible option is to have
floating wind turbines [24, 31]. A main challenge of floating wind turbines is that
the motions induced by wind and wave conditions are almost impossible to
eliminate. Therefore, the design of these turbines must take into account the added
degrees of freedom due to platform motions. Hence, the control system can play an
important role in reducing these motions.

There are three main floating wind turbine concepts. Each concept uses a
different principle to achieve static stability. The three floating concepts (shown in
Fig. 1) are: a buoyancy stabilised barge platform, a mooring line stabilised Ten-
sion Leg Platform (TLP), and a ballast stabilised spar-buoy. Of course, each
concept has its advantages and limitations. In June of 2009, the world’s first
floating wind turbine, based on the spar-buoy concept with a 2.3 MW wind tur-
bine, was installed off the coast of Norway in 220 m deep water [5]. Early com-
parisons of all three platforms used simple static or dynamic models that usually
excluded the effect of the control system [11, 12, 23, 31, 39].
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In this chapter, a brief review of the most important contributions made towards
designing and testing controllers for floating wind turbines is presented. Section 2
describes some of the tools used to simulate and test the developed controllers on
floating wind turbines. Properties of the main floating platforms and a nominal
5 MW wind turbines are also listed. Differences between collective and individual
blade pitching mechanisms from a controls point of view are discussed in Sect. 3.
Section 4 reviews several controllers implemented specifically on floating wind
turbine platforms. Finally, main conclusions and an outlook into the future of
floating controllers are presented in Sect. 5.

2 Simulation Tools and Models

Several simulation and analysis codes have been developed or modified to handle
the addition of the floating degrees of freedom (DOFs) and the interaction with the
incident waves. In phase IV of the offshore code comparison collaboration (OC3)
project1 [32] within the International Energy Agency (IEA) Wind Task 23 subtask
2, the major codes (listed in Table 1) are compared against each other for a floating

Fig. 1 The three main floating concepts

1 The OC3 project started in 2005 and the last phase, phase IV, was finished and results
published in 2010.
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configuration in a multinational team spanning multiple countries, universities,
research institutes and industry.

In phase IV of the OC3 project, the design codes are compared against each
other under a specified set of load cases designed to test different model features of
the floating system. Results show that most design codes agree across the simu-
lation load cases. Some differences were identified which lead to ‘‘greater
understanding of offshore floating wind turbine dynamics and modelling tech-
niques, and better knowledge of the validity of various approximations’’ used by
different design codes [18].

2.1 The 5 MW Wind Turbine

For feasible offshore deployment of wind turbines, the minimum power rating of
wind turbines is 5 MW [23]. Table 2 lists the properties of a generic 5 MW wind
turbine created by Jonkman et al. [17] and used by most of the offshore wind
turbine control community; the turbine is commonly known as the ‘‘NREL Off-
shore 5 MW Baseline Wind Turbine’’. The wind turbine is a fictitious 5 MW
machine with its properties based on a collection of existing wind turbines of
similar rating.

2.2 Floating Platform Models

The main properties of the three floating platforms (shown in Fig. 1) are listed in
Table 3. The ITI Energy barge is a rectangular platform designed to be cost
effective and easy to install on site. However, the barge is very sensitive to incident
waves since most of the structure is above the water; i.e. it rides the waves rather
than pass through them. The result is large platform translations and rotations
which directly affect the turbine tower loads and power fluctuations. Conversely,

Table 2 NREL 5 MW
turbine model details

Power rating 5 MW

Rotor orientation Upwind
Control Variable speed, variable pitch,

active yaw
Rotor, hub diameter 126, 3 m
Hub height 90 m
Rated rotor, generator speed 12.1, 1173.7 rpm
Blade operation Pitch to feather
Maximum blade pith rate 8 deg/s
Rated generator torque 43,093 Nm
Maximum generator torque 47,402 Nm
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the MIT/NREL TLP experiences very little motion compared to the barge platform
but the cost of the anchors for the tensioned mooring lines cannot always be
justified. Finally, the OC3-Hywind spar-buoy has a cylindrical deep drafted hull
with catenary mooring lines. Like the TLP, most of the platform structure is
underwater and therefore will not be as sensitive to the incident waves as the barge
platform. Having catenary mooring lines means that the spar-buoy experiences a
larger motion envelope than the TLP; however, the spar-buoy is generally more
cost effective than the TLP due to lower anchoring system costs.

3 Collective and Individual Blade Pitching

There are several actuators available for use by a control system on wind turbines
in general. These include: blade pitch, generator torque, turbine yaw drive, passive
devices such as tuned mass dampers. For floating systems, passive devices such as
oscillating water column can also be used to absorb energy from the waves. For
active control, the most commonly used actuators are the blade pitch angle
(operated either collectively or individually) and the applied generator torque.

In this section, the physical mechanism behind collective blade pitching (CBP)
and individual blade pitching (IBP) are described. The objective is to illustrate the
differences between the two pitching schemes in terms of implementation, effec-
tiveness at regulating multiple control objectives, and limitations with an emphasis
on their impact on floating wind turbines.

3.1 Collective Blade Pitching

Collective blade pitch (CBP) control is widely used in wind turbine control simply
because it provides the necessary actuation required for rotor speed control. It
works by changing the symmetric thrust and torque loads on the rotor. It is also

Table 3 Main properties of the floating platforms

Barge platform Tension leg platform Spar-buoy platform

Width 40 m Diameter 18 m Diameter above taper 6.5 m
Length 40 m Diameter below taper 9.4 m
Height 10 m Freeboard 10 m
Draft 4 m Draft 47.89 m Draft 120 m
Water depth 150 m Water depth 200 m Water depth 320 m
Platform mass 5.59106 kg Platform mass 8.69106 kg Platform mass 7.59106 kg

420 H. Namik and K. Stol



easy to implement since all three blades are commanded the same pitch angle and
hence combining the actuation of the three blades into one single rotor actuator;
useful for single-input single-output (SISO) control. However, when multiple
objectives are to be regulated, collective blade pitching may not always provide
the necessary actuation without sacrificing the regulation of other objectives or
affecting other uncontrolled and/or un-modelled turbine DOFs.

With regards to floating offshore wind turbines, a major limitation of CBP is
conflicting blade pitch commands issued by the control system with multiple
objectives [whether implemented as separate SISO loops or a single multi-input
multi-output (MIMO) controller] [28]. The objectives that conflict with each other
in terms of actuator demand are rotor speed regulation and platform pitch motion
regulation. Below is a description of how these conflicting blade pitch commands
are issued based on physical insight into the floating system.

For simplicity, assume there are two separate control loops: rotor speed con-
troller and platform pitch controller. For restoring platform pitch, the most useful
force generated by the blades is rotor thrust. Since the blades cannot influence the
platform pitch angle directly but only through the thrust force, we will consider the
effects to a change in platform pitching velocity on the turbine in equilibrium.
Consider a forward pitching velocity shown in Fig. 2a (negative pitch velocity
according to the coordinate system). To keep the turbine in its equilibrium position
(not necessarily upright due to the effect of constant wind), the platform pitch
controller must generate a positive restoring pitch moment; this can be achieved by
increasing the aerodynamic thrust of each blade collectively where it will create a
positive pitching moment about the pitch axis as shown in Fig. 2a. Therefore, the
blade pitch angles will have to be decreased.

Now, consider the effect of the same pitching velocity on the rotor speed. As the
platform pitch controller decreases the blade pitch to restore platform pitch, it is
also accelerating the rotor by generating additional aerodynamic torque. This is
coupled by the fact that as the turbine pitches forward, the wind speed relative to
the blade increases thus further accelerating the rotor. Observing an increase in
rotor speed, the rotor speed controller commands the blades to reduce the gener-
ated torque by increasing the collective blade pitch angle to reduce aerodynamic
efficiency of the blades. Therefore, the two objectives of speed and platform pitch
regulation are competing for commanded blade pitch.

3.2 Individual Blade Pitching

Individual blade pitch (IBP) control where each blade is commanded indepen-
dently uses a different mechanism from CBP control. It creates asymmetric
aerodynamic loads in addition to the symmetric loads created by collective
pitching thus enhancing the platform pitch restoring moment [28]. Due to the
periodic nature of wind turbines, implementing IBP control results in time variant
gains that vary periodically with the rotor azimuth. That is, the controller ‘‘knows’’
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how the effectiveness of the blade changes as it rotates and acts accordingly to
create the necessary restoring forces/moments to achieve its control objectives.

There are many ways to achieve individual blade pitch control depending on the
control objectives. Multi-blade coordinate (MBC) transformation (also known as
Coleman transformation) captures periodic properties of a system in a linear time-
invariant (LTI) model—useful for control design—by transforming the rotating
DOFs into a non-rotating frame of Ref. [6]. Bossanyi [8] implemented IBP control
using PI controllers to mitigate blade loads. He used a direct and quadrature (d–q)
axis representation (a form of MBC) to be able to allow for MIMO control using PI
controllers. Direct periodic control allows the controller gains to change depending
on the rotor azimuth position and control objectives based on a periodic state space
model [36, 38]. Periodic control captures all the periodicity of the system.
Although MBC transformation does not capture all the periodic effects, it has been
shown that the residual periodic effects are negligible for analysis and control
for three bladed wind turbines [37]. Wright [40] achieved IBP control using a
disturbance accommodating controller. He used an internal model for the wind
disturbance and the effect of wind shear to drive the individual blade pitching.

(a) (b)

Fig. 2 Platform pitch restoring forces with different blade pitch operation: a collective,
b individual
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As an example to illustrate the difference between the CBP and IBP controllers,
blade 1 control gain for the IBP controller corresponding to platform pitch velocity
is shown in Fig. 3 along with the equivalent constant CBP controller gain; both
were calculated using the same weighting for the control objectives [28]. The zero
azimuth position is at the 12 o’clock position on the rotor with angle increasing
clockwise when looking downwind; initially blade 1 is at the 0 azimuth position.
The periodic gain changes sign twice as the blade goes through a full rotor rev-
olution. The figure does not show the gains for the other two blades as the gains are
the same but shifted 120� and 240� out of phase for blades 2 and 3 respectively.
The significance of the sign change will be explained next.

The mechanism can be explained by looking at the periodic gain matrix
(Fig. 3). The gain for blade 1 is negative for azimuth angles approximately
between 90� and 270�; these angles correspond to the blade lying in the lower half
section of the rotor. Therefore, given a negative platform pitch velocity, shown in
Fig. 2b, blades at the top with a positive controller gain will be commanded to
reduce blade pitch thus increasing thrust. Blades at the bottom with a negative
controller gain will be commanded to increase blade pitch and hence reducing
thrust. This asymmetric aerodynamic loading will generate a positive restoring
pitching moment in addition to the restoring moment generated by the mean thrust
load (as with collective pitch) as illustrated in Fig. 2b.

Looking further at the periodic gain shown in Fig. 3, it can be seen that the
maximum positive peak is when the blade is at the top (12 o’clock) position. A
more positive gain value means increased blade pitching, which indicates that the
controller is making use of the combined effect of increased moment arm and wind
shear.

The use of IBP increases the number of available actuators to an under-actuated
system where the number of degrees of freedom is more than the number of
actuators. Furthermore, having the wind turbine mounted on a floating platform
makes it even more difficult to regulate the control objectives than turbines with
fixed foundations by introducing 6 additional DOFs (surge, sway, heave, roll,

0 60 120 180 240 300 360
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−0.5

0
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Fig. 3 Blade 1 pitch angle
controller gains for the
platform pitch velocity for
collective and individual
blade pitch controllers.
Individual blade pitching
results in a gain that is
periodic with the rotor
azimuth
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pitch, and yaw). However, there are some issues that arise when implementing IBP
that one must be aware of; these include:

• Increased blade pitch actuation which may result in blade pitch saturation
and/or increased blade loads (depending on the control objectives).

• Increased computational requirements by the control system.
• The possibility of exciting or destabilising other turbine modes due to cou-

pling with un-modelled and/or unregulated DOFs.

4 Floating Wind Turbine Controllers

Wind turbine control objectives are region dependent. In below rated wind speed
region (region 2), the main objective is to maximise power capture while in above
rated wind speed region (region 3) the objective is to limit power capture to the
rated power of the generator. In addition to these basic control objectives, addi-
tional control objectives for wind turbine mainly focus on load reduction for the
blades, tower, and drive-train. Having a floating wind turbine, allows the intro-
duction of additional control objectives that focus on mainly reducing the platform
rotational motions (roll, pitch, and yaw angles and velocities). Regulating the
platform’s linear displacements and velocities (surge, sway, and heave) is possible
but may require more actuators than just using the blades and generator torque.

In its simplest form, a wind turbine’s control system can be represented by the
block diagram shown in Fig. 4 where the controller commands the actuators (h and
TGen) based on some measurements y to achieve their control objectives in the
presence of disturbances ud such as wind and waves. The implemented controller
can be a single centralised MIMO controller or consisting of several SISO control
loops. Furthermore, inside each controller block there exist region transition logic
and a control scheme for each operating region.

Fig. 4 Basic wind turbine control block diagram
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In this section, a summary of the most important controllers specifically
designed for floating wind turbines found in the literature is given. These con-
trollers range in complexity, description detail, simulation results and testing
styles, and floating platform structure. Furthermore, they have not yet been
compared against each other quantitatively using the same simulation conditions.
However, the attributes of each control approach are documented in the literature
and are listed in this section. The main attributes of these controllers are given in
Table 4. In the table, the platform types barge, TLP, and spar-buoy refer to the ITI
Energy barge, MIT/NREL TLP, and OC3-Hywind spar-buoy respectively whose
properties are listed in Table 3; The Hywind spar-buoy is a slightly different model
than the OC3 spar-buoy where it has a different wind turbine mounted from the
NREL 5 MW baseline wind turbine. Descriptions of each controller follows.

4.1 Gain Scheduled PI Control

A collective blade pitch gain scheduled proportional-integral (GSPI) controller
was implemented on a floating wind turbine by Jonkman to assess the dynamic
performance of the barge floating platform [16]. The GSPI control loop only
operates in the above rated wind speed region (region 3) to regulate the rotor speed
to the rated speed by pitching the blades thus reducing their aerodynamic effi-
ciency. The GSPI control law is given by Eq. 1 where h(t) is the commanded
collective blade pitch angle, KP(h) and KI(h) are the scheduled proportional and
integral gains respectively. The error signal is denoted e(t) with xRated and xGen as
the rated and actual generator speed respectively. The GSPI controller is a SISO
controller with a single objective of rotor speed regulation. The gains are sched-
uled as a function of blade pitch angle h such that the controlled rotor DOF has the
same prescribed natural frequency and damping ratio for all above rated wind
speeds. Gain scheduling is a simple form of nonlinear control.

h tð Þ ¼ KP hð Þe tð Þ þ KI hð Þ
Z t

0

e sð Þds where e tð Þ ¼ xGen � xRated ð1Þ

In addition to the blade pitch control loop, a separate generator torque control
loop was used to maximise power capture in below rated wind speeds and regulate
power in above rated wind speeds. The torque controller varies the applied gen-
erator torque as a function of filtered generator speed. In below rated wind speed
(region 2), the relationship that maximises power capture is given by Eq. 2 where
q, RRotor, N, xGen, CP,max, and ko are air density, rotor radius, gearbox ratio,
generator rotational speed, maximum power coefficient and tip speed ratio that
yields CP,max respectively [7]. In above rated wind speed region where the
objective is to regulate power to the rated, the relationship is given by Eq. 3 where
PRated is the rated generator power and gGen is the generator efficiency.
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TGen ¼
pqR5

RotorCP;max

2k2
oN3

x2
Gen ¼ Kx2

Gen ð2Þ

TGen ¼
PRated

gGenxGen
ð3Þ

The generator speed, used by both CBP and generator torque controllers, was
filtered using a low pass filter with a cut-off frequency of 0.25 Hz. This frequency
was chosen to be a quarter of the blades edgewise natural frequency to prevent the
controller from exciting these modes [16]; this behaviour was also observed by
Wright [40] where he found that a PI controller with a fast actuator can destabilise
certain modes due to the actuation frequency.

Since the GSPI controller was one of the first well documented controllers
implemented on floating wind turbines, it became the reference or baseline con-
troller for other researchers to compare more advanced control strategies. In this
chapter, this controller with detuned gains (see next section) will be referred to as
the Baseline controller.

4.1.1 Barge Platform

Jonkman, using his newly developed FAST simulator with the HydroDyn module
[16], conducted an extensive set of simulations on the ITI Energy barge floating
platform in accordance with the IEC-61400-3 standard for ultimate loads [2]. The
IEC-61400-3 is a standard for offshore wind turbines with fixed foundations. To
date, no standards for floating wind turbines have been released.

The barge platform exhibited large platform oscillations especially in the pitch
direction (fore-aft rocking motion) resulting in large tower loads and power
fluctuations. To mitigate these effect, Jonkman implemented three modifications to
the controller; these were:

Tower-Top Feedback Loop

Additional proportional control loop that aims to reduce tower fore-aft motion
based on the measurement of the tower top acceleration was implemented.
However, the addition of a tower top feedback control loop did not improve
platform damping due to conflicting blade pitch commands issued by the separate
control loops as discussed in Sect. 3.1.

Active Pitch to Stall Control

The objective of using pitch to stall was to get extra restoring thrust force once the
blades are stalled when the turbine pitches forward. The active pitch to stall
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controller had excellent power regulation, however, platform motions were not
reduced but were increased instead. This contradictory result can be explained by
looking at the open and ideal closed loop damping ratios (not shown here).
Jonkman concluded that the pitch to stall damping was actually positive. And,
since the pitch to feather controller had better damping, it was concluded that the
actual closed loop damping of the pitch to feather controller was greater than that
of the pitch to stall; i.e. the system has positive damping.

Detuned Controller Gains

Detuning the controller gains reduced the use of the blades and possibly reduced
the negative damping effect. The detuned gains produced the best results out of the
four controllers. Reducing the controller gains made the response of the system
closer to that of the open loop response hence increased damping. The reduction in
controller gains produced reasonable power regulation and slightly reduced the
platform oscillations.

Conclusions

The increase in the main turbine loads is staggering. For example, the tower base
loads are 6 times that of an onshore wind turbine. Jonkman concludes in his PhD
dissertation that further reductions in platform motions is necessary and suggests
many possibilities to improve platform pitch damping such as the use of constant
torque algorithm, use of MIMO state space controllers to avoid conflicting blade
pitch commands, and implementing individual blade pitching control strategies.

4.1.2 TLP and Spar Buoy

Larsen and Hanson [21], working on the Hywind spar-bouy (slightly different from
the OC3-Hywind model with a different mounted wind turbine), also implemented
a GSPI pitch control strategy in above rated wind speed region. However, to avoid
the platform pitch damping issue, they used a constant torque algorithm in the
above rate wind speed region and introduced a constant speed region just below
rated wind speed. A variable speed below rated region also exists to maximise
power capture. In the constant speed region, a PI torque control was used to
regulate the rotor speed. Switching between regions was handled by a set of
variable min/max operations in addition to low pass filters to ensure smooth
transition. Simulation results using HAWC2 coupled with SIMO-RIFLEX from
MARINTEK showed a 30 % increase in rotor speed and power fluctuations. The
motion response of the floating system was acceptable and tower loads were
‘‘reasonable’’ but were not compared to an onshore system. Larsen and Hanson
accidentally simulated the floating system with active pitch to stall controller and
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achieved surprisingly good results and recommended further investigations.
However, this contradicts with what Jonkman [16] found when he investigated
pitch to stall on the ITI Energy barge. The difference in behaviour is most likely
due to different platform dynamics and/or model complexity used.

Matha [22], continuing on Jonkman’s work, extended the simulations on the
Barge platform to include fatigue loads analysis. He also carried out a series of
extensive simulations in accordance with the IEC-61400-3 standard on the TLP
and Spar-Buoy platforms. Comparisons were made relative to an onshore wind
turbine with the same controller. The Baseline controller was used on all three
platforms, however, some modifications were made to the controller on the Spar-
Buoy platform. A constant torque instead of constant power algorithm was used in
the above rated wind speed region to improve platform pitch damping. Further-
more, the controller bandwidth was limited to avoid resonance issues due to lower
natural frequencies of the system than the other platforms. Below is a brief
summary of results obtained by Matha [22] on each platform.

ITI Energy Barge

The barge concept has some advantages such as cost effective construction, ability
to be assembled in any port due to its shallow draft, and relatively inexpensive
slack anchoring system. However, fatigue loads analysis results are no different to
the ultimate results found by Jonkman [16] in terms of their relative increase to an
onshore system; e.g. tower fatigue loads are 6 times that of an onshore wind
turbine. Matha concludes that the barge may not be suitable for sites with ‘‘severe
sea states’’ but could provide a cost effective solution to more sheltered sites such
as the Great Lakes in the USA.

OC3-Hywind Spar-Buoy

Results from the extensive simulations show that the spar-buoy experiences sig-
nificantly less loading on the turbine structure when compared to the barge.
However, fatigue loads relative to an onshore wind turbine are still approximately
1.5–2.5 times more than an onshore system. This requires some degree of
strengthening the turbine tower and blades to withstand these loads. Furthermore,
the deep draft of the spar-buoy limits the number of ports where the hull can be
fabricated and assembled. However, the first floating wind turbine prototype—the
Hywind project—is a spar-buoy floating system. To date, the outcome of this
project, which the offshore wind turbine community is very interested in, are yet to
be analysed and published.
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MIT/NREL TLP

The performance of the TLP relative to the onshore wind turbine is excellent.
Almost all of the turbine loads are close to unity with the exception of tower fore-
aft (FA) loads which are on average 1.5 times that of an onshore system. There-
fore, the TLP probably has the best potential, with more advanced controllers, to
achieve similar loading to that of an onshore wind turbine. However, the TLP may
not be the most economical choice due to the relatively high cost of the taut
anchoring system.

Platform Instabilities

Jonkman [16] and Matha [22] have identified certain instabilities for each plat-
form. These arise from a unique design load case (DLC) specified by the IEC-
61400-3 standard such as operating with a faulty blade or in extreme conditions.
For example, all three platforms experience yaw instability in a certain DLC where
the turbine is idling with two of its blades fully feathered and one stuck at the
maximum lift position (blade pitch angle of 0�). Most of these instabilities are due
to the design of the system rather than being caused by the controller.

4.2 Variable Power Pitch Control

A simple empirical yet effective solution to avoid the reduced or negative damping
in the pitch motion was developed by Lackner [20]. As discussed in Sect. 3.1, a
standard speed controller exacerbates platform pitching motion as it attempts to
regulate rotor speed to the rated speed in above rated wind speed region. Lackner’s
solution was to change the speed set-point for the collective blade pitch GSPI
controller from a constant to a linear function of platform pitching velocity and
implement a constant torque algorithm in above rated wind speed region. The idea is
to increase the rotor speed as the turbine is pitching forward (negative pitching
velocity according to the coordinate system) forcing the rotor to increase torque to
accelerate the rotor and hence create a pitch restoring moment due to increased rotor
thrust force. Also, when the wind turbine is pitching backwards, the desired rotor
speed is less than the nominal rated speed forcing the speed controller to feather the
blades to reduce the rotor speed and thereby reducing the rotor thrust allowing the
turbine to pitch forward. By holding the generator torque constant, turbine power
becomes a linear function of platform pitch velocity. Furthermore, rotor speed
fluctuations are reduced resulting in reduced blade pitching which limit the changes
in rotor thrust that causes the reduction in platform pitch damping. This simple
control strategy essentially trades power fluctuations for reduced pitching motion.

The rated rotor speed is given by Eq. 4 where xR and xO are the rotor speed
reference/set-point and the nominal rated rotor speed respectively, _u is the
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platform pitch velocity and k is the gradient of the linear relationship—a design
parameter. It can be seen from Eq. 4 that if the platform pitch velocity is zero, the
desired rotor speed is the nominal rated speed. When the turbine is pitching
forward (negative _u), the desired rotor speed is increased and vice versa.

xR ¼ xo 1 � k _uð Þ ð4Þ

Lackner applied this control strategy on the ITI Energy barge using FAST.
Results were obtained after running two 600 s simulations with turbulent wind and
irregular waves for three different slopes (k) of Eq. 4. Results show that platform
pitch and pitch rates were, on average, reduced by 8–20 % under different k values
but power and rotor speed fluctuations, on average, only increased by 3–11 and
1.5–5 % respectively. Of course, the higher the slope, the bigger the reductions in
platform motions and increased power fluctuations.

In addition to the variable power pitch control method, Lackner also imple-
mented individual blade pitch control to reduce blade loads in a similar way to
Bossanyi’s method [9] of using MBC (or Coleman) transformation with PID
control for the cosine-cyclic and sine-cyclic components. However, Lackner found
that the individual blade pitch controller was not as effective at reducing blade
loads when compared to its onshore counterpart. Blade load reductions were small
(0.6–1.6 % reduction) but blade pitch usage had increased significantly. Further-
more, the IBP controller increased platform rolling and hence tower side–side
fatigue loads. This effect was also observed by Namik et al. [30] and later resolved
by Namik and Stol [28] by including the platform roll and first tower side–side
bending mode DOFs into the state space controller design as explicit objectives
(see Sect. 4.5.2).

4.3 Estimator Based Control

Because the Hywind concept was designed with much lower tower resonance
frequencies to avoid the wave energy spectrum [21, 35], Skaare et al. [35]
implemented an estimator based control strategy in the above rated wind speed
region to ‘‘hide the tower motions for the wind turbine control system and thereby
avoid the negative damping effect of the tower motion’’. The wind turbine esti-
mator contains a simplified SISO model of the wind turbine with the wind speed as
an input and the rotor to the rotor speed as an output. The wind speed is assumed to
be either directly measured or estimated via a wind speed estimator.

In below rated wind speed the control system takes the measured rotor speed
and commands the generator torque to maximise power capture. In above rated
wind speed region, the controller commands the blade pitch based on the estimated
rotor speed from the wind turbine estimator whose output is based on the estimated
wind speed. Seven simulations were carried out using HAWC2 coupled with
SIMO-RIFLEX using the same wind and wave conditions but different turbulence
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intensity. Results show noticeable reductions in nacelle motions and hence large
reductions in tower and rotor loads were observed along with increased rotor speed
fluctuations and a maximum of 3.81 % reduction in the average power output.

Under these limited cases, the controller seems to be regulating the floating
turbine well with promising results. However, since the controller in above rated
wind speed region depends on the estimated rotor speed and not the actual which is
calculated/estimated based on wind speed estimates, the robustness of such con-
troller will heavily depend on the quality of estimates.

4.4 Active Structural Control

An active structural control of floating wind turbines using a tuned mass damper
(TMD) was developed by Rotea et al. [33]. The idea is to add a tuned mass damper
with an active component in the nacelle to influence the platform pitching motion
of the floating wind turbine. Rotea et al. derived the general equations of motion of
the newly added TMDs (one along each of the pitching and rolling directions) and
incorporated these changes into FAST resulting in a special version called FAST-
SC (for structural control).

In their work in [33], only the TMD along the platform pitching direction is
activated and analysed. The TMD parameters (mass, spring stiffness, and damp-
ing) were chosen such that they reduce the platform pitching motion on the ITI
Energy barge passively (i.e. without a controller input). This is followed by
designing a family of H? controllers to actively introduce additional damping by
driving the TMD.

Simulation results show that the passive TMD system achieves 10 % reduction
in the tower fore-aft (FA) fatigue damage equivalent load (DEL)2 relative to a
‘‘baseline system’’ without structural control. However, no details were provided
about the baseline system/controller. With active structural control, the tower loads
are reduced by an average of 15–20 % relative to the passive TMD system at the
cost of 3–4 % energy consumption of the rated power of the 5 MW wind turbine.
However, the stroke of the TMD (passive or active) is large when the dimensions
of the nacelle are considered. Rotea et al. recommend the use to nonlinear control
to implement active TMD with stroke stop limits.

A major benefit from using a TMD (active or passive) is achieved when the
turbine is operating in extreme conditions. In these conditions the blade pitch
controller is normally switched off and the blades are feathered. Having a passive
TMD will help improve the pitching (and rolling when implemented) motion(s) in
these situations. The performance in these conditions are yet to be evaluated.

2 Fatigue DELs are used as a metric to replace the stochastic loads on a component by a periodic
load with a calculated magnitude at a known frequency.
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4.5 Linear State Space Control

Linear state space (SS) control is one of the preferred types of controllers when
dealing with multi-input multi-output (MIMO) systems with multiple objectives.
This approach requires a linearised state space model of the nonlinear floating
system. As a result, the system states x become perturbations, Dx, about an
operating point xop such that x = Dx ? xop. This also applies for the measurements
vector y, actuators vector u and disturbance inputs vector ud. A generic linearised
state space model is given by Eq. 5 where A is the state matrix, B is the actuator
gain matrix, Bd is the disturbance gain matrix, C relates the measurements to the
states, D relates the measurements to the control inputs, and Dd relates the mea-
surements to the disturbance inputs.

D _x ¼ADx þ BDu þ BdDud

Dy ¼CDx þ DDu þ DdDud

ð5Þ

Due to the periodic nature of the wind turbine, the linearised state space model
is periodic. That is, the system matrices are periodic function of the rotor azimuth
angle. There are three ways to address the periodicity of the system:

1. Averaging the periodicity of each matrix across the azimuth angle results in
a time invariant SS model which allows linear time-invariant (LTI) control
techniques to be applied. However, some information is lost by averaging
and individual blade pitching cannot be used for most control objectives.

2. MBC transformation of the periodic SS model will result in a weekly
periodic system. But it was shown that little or no information is lost if it was
followed by averaging the weakly periodic matrices [37].

3. Direct periodic control techniques capture all the periodicity of the wind
turbine. However, it is more complicated and computationally more
demanding than the previous two methods.

The latter two methods facilitate the use of IBP. However, averaging after MBC
transformation method allows for the utilisation of IBP control via LTI control
design without the computational complexity of direct periodic control method.

The state space control law is given by Eq. 6 where K is the controller gain
matrix. In all the SS controllers described next, full state feedback (FSFB) is used
to implement the control law. FSFB is where all the states are directly measured
and fed to the controller. In cases where direct measurement of some of the states
is not possible or desirable, a state estimator is required to estimate the missing
states from the available measurements based on a linear state space model of the
system.

Du ¼ �KDx ð6Þ
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4.5.1 Collective Blade Pitch State Space Control

A multi-objective collective blade pitch SS controller to regulate rotor speed and
platform pitch (angle and velocity) was implemented by Namik et al. [30] on the
ITI Energy barge. The torque controller in the above rated region was set to
constant torque to improve platform pitch damping. Limited simulation results,
using FAST, show that the SS controller was able to reduce rotor speed error,
platform pitching and pitching velocity by an average of 19.5, 14.5, and 17 %
respectively relative to the detuned GSPI developed by Jonkman (see Sect. 4.1).

The improvement in performance due to the additional control objective was
obvious, however, the magnitude of the improvement was not expected since the
CBP SS controller has the same objectives as Jonkman’s controller with tower-top
feedback loop. The difference was attributed to better controller tuning due to a
large emphasis on regulating the platform pitch DOF since both controllers (CBP
SS and GSPI with tower-top feedback loop) use collective blade pitching to
regulate their objectives.

Interestingly, tower side–side loads were increased by an average of 18 %. The
increased side–side tower loading is due to the controller trying to regulate the
platform pitch through increased collective blade pitching; as the turbine pitches
forward, the controller commands the blades to increase aerodynamic thrust and
consequently the aerodynamic torque. For a three bladed wind turbine, the gen-
erated aerodynamic torque is balanced given a uniform incident wind; but, due to
wind shear combined with the effects of shaft tilt and rotor pre-cone, a blade at the
top generates more torque and thus creates a net sideways force resulting in tower
side–side excitation. This issue was resolved by using individual blade pitching.

4.5.2 Individual Blade Pitch State Space Control

Individual blade pitching was implemented on the ITI Energy barge and the MIT/
NREL TLP by Namik and Stol [25–29]. IBP was initially implemented using
direct periodic techniques but then was changed to using MBC transformation for
simplicity; no impact on performance was identified. What follows is a summary
of all the work done by Namik and Stol regarding IBP on floating platforms.

The minimum order of the SS model for the controller design was established to
be 6 DOFs to ensure stability and limit coupling between controller and uncon-
trolled turbine DOFs. These DOFs (also serve as control objectives) include
platform roll, pitch, and yaw, first tower side–side bending mode, generator DOF,
and drive-train twist DOF. The reason for these instabilities is simply due to the
coupling between using the asymmetric loads created by the IBP controller and the
uncontrolled DOFs. For example, when Namik et al. [30] first implemented IBP, a
large increase in tower side–side fatigue load was noticed. By looking at the
interaction between the blades, rolling and pitching DOFs, it was found that the
turbine blades induce rolling and pitching moments on the floating system that are
almost in phase. This means when the IBP controller commands the blades to

434 H. Namik and K. Stol



create a restoring pitching moment the blades are also inducing a rolling moment.
By including the roll DOF into the controller design model the issue was resolved.

The generator torque was included in the SS control design to influence rotor
speed regulation, tower side–side loading, and platform roll. Since the SS con-
troller commands torque perturbations about an operating point, the generator
torque operating point was made to change as a function of rotor speed such that
constant power algorithm is implemented (Eq. 3). This configuration allows for
explicit power regulation as power is not a design state/DOF in the IBP SS con-
troller model.

An extensive number of simulations (presented in [29]) using FAST were
carried out in accordance with the IEC-61400-3 standard on the barge platform and
TLP for design load case (DLC) 1.2; normal operation for fatigue load testing.
Overall averaged results relative to an onshore wind turbine with a Baseline
controller (GSPI CBP controller with constant power algorithm for torque control)
for the barge and TLP are shown in Fig. 5 where RMS and LSS stand for root
mean square and low speed shaft respectively. The figure also shows the perfor-
mance results for the disturbance accommodating controller (DAC) which is
discussed in the next section. The performance of the IBP SS controller on each
platform is discussed next. For these results, the controllers are designed based on
a 7 DOFs SS model; the additional DOF, first tower fore-aft bending mode, was
included to further reduce tower FA fatigue DEL. The increase in blade pitch
usage is definitely noticeable, but this increase does not result in prolonged blade
pitch saturation.

ITI Energy Barge

Figure 5 clearly shows that IBP makes a big impact at reducing tower loads
relative to the Baseline controllers. However, tower loads among others remain too
high relative to an onshore wind turbine (e.g. tower FA fatigue DEL after
reduction is still more than 5 times that of an onshore wind turbine). These large
loads are due to the barge ‘‘riding’’ the waves resulting in large platform motions
and hence increased tower and blade loads. Namik and Stol also conclude that the
barge, in its current design, is not suitable for open sea deployment.

MIT/NREL TLP

Although Fig. 5 does not show the results for the IBP SS controller on the TLP, the
performance of the IBP SS controller is very similar to the DAC; the DAC has
better power and speed regulation. It is worthy to note that the performance of the
TLP Baseline controller relative to the onshore system is almost unity across most
metrics with the exception of RMS power and speed errors, RMS blade pitch rate,
and tower FA fatigue DEL. The almost unity performance of the TLP controllers
demonstrate the effectiveness of the TLP design. That is, because platform motions
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and rotations are kept small due to the mooring lines, turbine fatigue loads were of
a comparable level to an onshore wind turbine with the same controller.

Since the IBP SS controller performance is very similar to that of the DAC
(reasons will be given in the next section), the DAC performance will be described
since it uses IBP and to avoid repetition. The DAC manages to have better power
and speed regulation and reduce tower side–side fatigue DEL relative to the
onshore system. Tower side–side fatigue DEL are reduced by 24 % relative to the
onshore system. Tower fore-aft fatigue DEL are reduced from an increase of 48 %
by the GSPI controller to an increase of 24 % relative to an onshore wind turbine.
Namik and Stol conclude that with minor strengthening of the tower, the TLP is a
good candidate for open sea deployment subject to commercial feasibility.

4.5.3 Disturbance Accommodating Control

Disturbance accommodating control is used to minimise or cancel the effects of
persistent disturbances ud that affect a dynamic system given by Eq. 5. The DAC is
simply the IBP SS controller discussed in the previous section but with an addi-
tional module to reject disturbances. A realisable DAC, where direct measurement
of the disturbance is not possible, requires a disturbance estimator to estimate the
applied disturbance to the system and correct for that [3, 40]. The disturbance
estimator requires a disturbance waveform model given by Eq. 7 where z is the
disturbance states vector. The choice of matrices F, H; and initial conditions z(0)
determines the nature of the assumed waveform (step, ramp, periodic, etc.).

_z ¼ Fz

ud ¼ Hz
ð7Þ

Fig. 5 Overall averaged and normalised DLC results for controllers on the offshore platforms
relative to the Baseline controller on an onshore system
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The realisable disturbance rejection control law is given by Eq. 8 where K is the
state regulation gain matrix and Gd is the disturbance minimisation gain matrix.
The ^ symbol indicates an estimate. Gd is calculated by evaluating Eq. 9 where the
resulting gain will minimise or completely cancel the persistent disturbance.
The + symbol indicates the application of the Moore–Penrose pseudo inverse.

u ¼ �Kx̂ þ Gdẑ ð8Þ

Gd ¼ �BþBdH ð9Þ

Namik and Stol implemented DAC on the ITI Energy barge platform and MIT/
NREL TLP to reject uniform wind speed perturbations [25–27, 29]. The DAC is
designed to improve rotor speed regulation since it is minimising the effect of wind
speed perturbations about an operating point. Simulation results using the same
conditions for their IBP SS controller show that the DAC on the barge platform
had limited impact. The improvement in rotor speed regulation and hence power
regulation was minimal. The reason for such minimal improvement was deter-
mined to be due to the barge’s motion being dominated by incident waves rather
than wind. Hence, reducing the effects of wind speed perturbations will have little
or no impact on performance. Since the TLP is not as dominated by incident waves
as the barge, the DAC has a noticeable impact on rotor speed regulation and hence
power regulation. The results are shown in Fig. 5 and discussed in the previous
section.

4.6 Other Controllers

In this section, the remaining works to the authors’ best knowledge that have been
carried out on control of floating wind turbines are briefly discussed. These works
either have limited information available and/or limited conclusions can be drawn.

In 2006, Nielsen et al. [31] implemented an additional blade pitch control
algorithm for active damping of the platform pitching motion in above rated wind
speed region on the Hywind floating concept. Simulation results using HywindSim
(a tool to model a simple floating wind turbine) coupled with SIMO-RIFLEX in
addition to scale model testing agree to some degree. The additional pitch control
algorithm seems to improve the platform pitching response. Scale model testing
was carried out at the Ocean Basin Laboratory at Marintek with a scale of 1:47 [4].

Henriksen [15] implemented a model predictive controller primarily on an
onshore wind turbine but a simple model for a floating wind turbine was also used.
However, little insight into the performance of the floating system can be offered
due to limited floating model fidelity.
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5 Conclusions

Offshore wind energy is part of the solution to meet the ever increasing demand for
energy. To fully utilise the offshore potential, deployment of wind farms further
offshore is necessary. Floating wind turbines offer a feasible solution for water
deeper than 60 m. There are three main floating platform concepts; these include a
buoyancy stabilised barge platform, a mooring line stabilised tension leg platform,
and a ballast stabilised spar-buoy platform.

A recurring issue with floating wind turbines in terms of control is reduced or
negative platform pitch damping in above rated wind speed region (region 3).
Several ways of dealing with this issue were proposed and below is a summary of
the most important findings (in no particular order):

• Using constant torque instead of constant power control in above rated wind
speed region helps to improve the platform pitching response by reducing the
use of the blade pitch actuator responsible for the reduction in damping. This
is not a complete solution but it can help if used other controllers.

• The use of individual blade pitching can greatly improve power and speed
regulation, reduce platform motions, and reduce tower bending loads. This
comes at the cost of increased blade pitch actuation which may lead to blade
actuator saturation and possibly destabilising the system.

• The addition of tuned mass dampers (TMDs) can noticeably improve the
pitching motion on certain floating platform designs. Active TMDs further
improve performance, however, based on current studies to date, the stroke
length required to achieve these reductions cannot be used inside the nacelle
of the wind turbine. A major benefit of using TMDs (active or passive) is that
it has the potential to reduce pitching motion in extreme conditions where the
blade pitch controller is not active.

Below is a list of topics that are yet to be explored that have the potential to
improve the response of floating systems when coupled with advancements in
other wind turbine fields (such as blade design and materials). These topics are
listed below in no particular order of importance.

• Verification of simulation and controller responses against full scale proto-
types. This is a critical issue. The verification process may take some time,
but when successful verification of simulation tools is achieved, it will
increase the confidence in the predicted controllers’ performance.

• A detailed look at region transition to and from above and below rated for
floating wind turbines is yet to be investigated. There is a potential for limit
cycle oscillations (continuously switching between regions regardless of
wind conditions) due to the lack of rigid foundations.

• The effectiveness of TMDs in extreme conditions. It is expected that TMDs
will reduce platform motions in extreme conditions, however, the extent of
this reduction needs to be established.
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• Wave disturbance rejection, if possible, may significantly improve the
response of floating platforms.

• Including additional actuators on the platform may help improve the response
but may require too much power.

• Applying more advanced controllers such as model predictive control and
nonlinear control on such systems. The benefits of implementing such
complex controllers is yet to be evaluated on floating wind turbines.
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Modelling and Control of Wind Turbines

Luis M. Fernández, Carlos Andrés García and Francisco Jurado

Abstract This chapter provides a basic understanding of modelling of wind
turbines, including both the mechanical and electrical systems, and control
schemes that enable a suitable operation of the wind turbines. An overview of
the most widely used wind turbine concepts is performed and their models for
integration in large power system dynamic simulations are described. The wind
turbine concepts studied are: fixed-speed squirrel cage induction generator
(FS-SCIG), wound rotor induction generator (WRIG) with variable rotor resis-
tance (VRR), doubly fed induction generator (DFIG), and direct drive synchronous
generator (DDSG).

Nomenclature

A Swept area of rotor
Cp Power coefficient
Dmec, Kmec Damping and stiffness of mechanical shaft
ed
0, eq

0 Voltage behind a transient reactance in d and q axis
Eg Excitation voltage
fe, fm Electrical and mechanical frequency
Hr, Hg Turbine rotor and generator inertia
idc, iqc Grid side converter currents in d and q axis
idg, iqg Grid currents in d and q axis
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idr, iqr Rotor currents in d and q axis
ids, iqs Stator currents in d and q axis
Is, Ir Stator and rotor currents
Lc Grid connection inductance
Ldm, Lrm Mutual inductances in d and q axis
Lldk, Llqk Damping winding inductances in d and q axis
Llf Field inductance
Lm Magnetizing inductance
Ls, Lr Stator and rotor inductances
Lrs, Lrr Stator and rotor leakages inductances
np Number of generator poles
Pg Active power delivered to grid
Pgsc Grid side converter active power
Ps, Pr Stator and rotor active powers
Pwt Mechanical power extracted from the wind
Qg Reactive power delivered to grid
Qgsc Grid side converter reactive power
Qs, Qr Stator and rotor reactive powers
Rc Grid connection resistance
Rdf Field winding resistance
Rdk, Rqk Resistance of damping winding in d and q axis
Rext External resistance
Rs, Rr Stator and rotor resistances
s Slip
Te Electromagnetic torque
Tmec Mechanical torque from the generator shaft
To
0 Transient open circuit time constant of induction generator

Twt Mechanical torque extracted from the wind
u Wind speed
vdc, vqc Grid side converter voltages in d and q axis
Vdc-link DC link voltage
vdg, vqg Grid voltages in d and q axis
vdr, vqr Rotor voltages in d and q axis
vds, vqs Stator voltages in d and q axis
Vg Grid voltage
Vgsc Grid side converter voltage
Vs, Vr Stator and rotor voltages
Xs
0 Transient reactance of induction generator

q Air density
k Tip-speed ratio
xb Base synchronous speed
xg Generator speed
xr Rotor speed
xs Synchronous speed
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b Pitch angle
dr Load angle
wdf Field winding flux linkage
wdk, wqk Damping winding flux linkage in d and q axis
wdr, wqr Rotor flux linkage in d and q axis
wds, wqs Stator flux linkage in d and q axis
wpm Permanent magnet flux linkage
* Reference value
Variable Per unit variable
Variable Phasor
AC Alternating current
DC Direct current
DDSG Direct drive synchronous generator
DFIG Doubly fed induction generator
EESG Electrically excited synchronous generator
FS Fixed speed
GSC Grid side converter
IGBT Insulated gate bipolar transistor
MSC Machine side converter
PMSG Permanent magnet synchronous generator
SCIG Squirrel cage induction generator
VRR Variable rotor resistance
WRIG Wound rotor induction generator

1 Introduction

Because of the increasing wind power penetration on power systems and the rapid
development of the wind turbine technology, the wind turbines and wind farms
begin to influence power system. This justifies the development of adequate
models to represent the behaviour of wind turbines in large power system dynamic
simulations.

This chapter aims to provide a basic understanding of modelling of wind tur-
bines, including both the mechanical and electrical systems, and control schemes
that enable a suitable operation of the wind turbines. An overview of the most
widely used wind turbine concepts is performed and their models for integration in
large power system dynamic simulations are described.

The chapter starts with a brief review of the power system simulation in Sect. 2.
This is followed in Sect. 3 by the description of main systems that integrate a
generic dynamic model of a wind turbine. Section 4 describes the modelling and
control of the mechanical system of a wind turbine, which is composed of the
following systems: aerodynamic rotor, drive train, and blade pitch angle control.
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Because of the electrical and control system depends on the wind turbine con-
cept, the modelling of electrical and control system of the most important current
wind turbine concepts is presented in Sect. 5. The wind turbine concepts studied
are: (1) fixed-speed squirrel cage induction generator (FS-SCIG); (2) wound rotor
induction generator (WRIG) with variable rotor resistance (VRR); (3) doubly fed
induction generator (DFIG); and (4) direct drive synchronous generator (DDSG).
They are the most commonly applied wind turbine concepts [13].

The first concept is a fixed-speed wind turbine equipped with a squirrel cage
induction generator (SCIG) connected directly to the grid and coupled to the wind
turbine rotor through a gearbox.

The second concept is a variable speed wind turbine that uses a wound rotor
induction generator (WRIG) with variable rotor resistance (VRR) by means of a
power electronic converter, mounted on the rotor shaft. In this case, the stator
winding is directly connected to the grid, whereas the rotor winding is connected
in series with an external resistance controlled by power converter.

The third concept is also a variable speed wind turbine with a gearbox and a
doubly fed induction generator (DFIG). It presents the stator winding directly
connected to grid and a power electronic converter feeding the rotor winding. This
converter has a power rating of 25–30 % of the generator capacity.

The fourth concept is also a variable speed wind turbine equipped with a
synchronous generator whose rotor presents a large number of poles and whose
stator windings are connected to the grid through a full-scale power converter.
This wind turbine presents the generator directly coupled to the wind turbine rotor,
and thus the gearbox is omitted. The rotor excitation can be obtained by means of
either a current-carrying winding (electrically excited synchronous generator,
EESG) or permanent magnets (permanent magnet synchronous generator, PMSG).

The modelling of electrical generator, power converter (if any), and control
system of each wind turbine concept is described in this chapter.

2 Power System Dynamic Simulation

A power system consists of a large number of components, such as overhead lines
and underground cables, transformers, generators and loads, whose behaviour can
be described by one or more differential equations. In case of a large power
system, the system of equations can easily contain hundreds or even thousands of
differential equations. A system of equations of this size cannot be solved ana-
lytically, so numerical integration remains the only practical possibility to analyse
power system behaviour.

On the other hand, the time scale to be used in the analysis of power system
depends on phenomena of interest. Thus, there are phenomena in the power
systems that take micro to milliseconds (lightning overvoltage, line switching
voltage, switching power electronic converters, …) or several seconds, minutes or
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hours (wind turbine production, daily load following, …). The model of the power
system and its components must be then selected depending on the phenomena to
be studied. In fact, various simulation approaches are distinguished [27]:

• Electromagnetic transient/Subtransient simulation: In this approach, all differ-
ential terms in the equations of the power system are taken into account. This
type of simulation can, in principle, be used to study many different types of
problems. However, because the simulations are rather time consuming, they are
normally only used to study problems for which a detailed representation of the
power system is essential. Examples are the calculation of fault currents and the
study of the fault behaviour and the controller tuning of power electronic
converters.

• Electromechanical transient/Transient/Dynamic simulations: In this approach,
only the fundamental frequency component of voltages and currents is taken
into account and higher harmonics are neglected. This allows the use of a load
flow representation of the network and thus cancels the differential equations
associated with the network. Further, also some of the differential equations
associated with generators are cancelled as well as short time constants,
enabling the use of a larger time step. In combination, this increases the sim-
ulation speed substantially. This type of simulation can be used to study aspects
of power system behaviour that have characteristic frequencies in the order of
0.1 or 1–10 Hz. Examples are generator rotor speeds and node voltages.

• Power balance: In this approach, the aim is to study the balance between power
generated and power consumed, which must be maintained for a power system
to function properly. The typical time frame studied is from tens of seconds to
days and the time step used for the simulations is in the order of seconds.

Therefore, a suitable election of the simulation approach is necessary to avoid
unreliable or incorrect results and an unnecessarily long simulation time. This
chapter is focused on the modelling of wind turbines for power system dynamic
simulations.

3 Wind Turbine Dynamic Model

The wind turbine dynamic model in general is composed of the following
subsystems (see Fig. 1):

• Rotor aerodynamic system. This system represents the turbine aerodynamics and
computes the mechanical torque or power extracted from the wind, depending
on the incoming wind speed, turbine rotor speed and blade pitch angle.

• Drive train system. It represents the mechanical system of the wind turbine,
composed of turbine rotor, shafts, gearbox and generator. The drive train model
computes the turbine and generator speeds by using the mechanical torque
extracted from the wind and the generator torque as input variables.
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• Blade pitch angle control system. This system is responsible of controlling the
movement of the blade pitch angle.

• Electrical system. In the electrical system, the mechanical power is converted in
electrical power and delivered to grid. It consists of the electrical generator and
power converters, if any, depending on the wind turbine concept.

• Wind turbine control system. This system models the wind turbine control in
order to achieve the operation desired (active power reference, reactive power
reference or terminal voltage reference).

The modelling of these subsystems is described in the following sections of this
chapter.

4 Wind Turbine: Modelling and Control of Mechanical
System

The mechanical system of a wind turbine is composed of the following models:
(1) the aerodynamic rotor; (2) the drive train; and (3) the blade pitch angle control.
The inputs for the mechanical system model are the wind speed u, the blade
reference pitch angle bref and the generator torque Te, whereas the model output is
the generator speed xg. The wind speed is the only independent input quantity,
while the generator torque and the pitch angle are achieved from the generator
model, and the wind turbine control system, respectively.

Rotor 
aerodynamic 

model

Drive train 
model

Electrical 
system model

Wind turbine control systemPitch 
actuator

u 
Twt

ω r Te

ωg

β ref

β

ω r , ωg

P, Q
Vs, f
Is, Ir

Vr

Qref and/or VrefPref

Mechanical system model

Fig. 1 Wind turbine dynamic model
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4.1 Rotor Aerodynamic Model

The rotor aerodynamic model expresses the mechanical torque or power extracted
from the wind. It can be derived from the blade element momentum (BEM)
method [14]. This method is based on a separation of the blades into a number of
sections along the length of each blade. Each blade section is characterised by the
blade geometry, and the aerodynamic properties are given for each section from
the hub to the blade tip as functions of the local radius. The static forces on the
blade element, and consequently the corresponding shaft torque are calculated in
this method for a given wind speed, a given rotor speed and a given blade pitch
angle. However, modelling the rotor using BEM method has a number of draw-
backs [29]:

• Instead of only one wind speed signal, an array of wind speed signals has to be
applied.

• Detailed information about the rotor geometry should be available.
• Computations become complicated and lengthy.

To solve these problems, a simplified model of the wind turbine rotor derived
from the disk actuator theory is normally used when the electrical behaviour of the
system is the main point of interest [14].

In the disk actuator theory, the mechanical power extracted from the wind is
calculated from an algebraic equation, where the power is expressed as function of
the wind speed u, the blade tip speed ratio k, and the blade pitch angle b.

Pwt ¼
1
2

qAu3Cpðk; bÞ ð1Þ

where Pwt is the mechanical power extracted by the wind turbine rotor, q is air
density, A is the area of rotor disk, and Cp is the power coefficient.

The mechanical torque extracted from the wind is calculated as follows

Twt ¼
1
2

qARu2 Cpðk; bÞ
k

ð2Þ

where R is the radius of the wind turbine rotor.
The power coefficient represents the fraction of the wind power that is extracted

by the rotor. It expresses the rotor aerodynamics as a function of both tip speed
ratio k and the pitch angle of the rotor blades b, as shown in Fig. 2. The tip speed
ratio is defined as the ratio between the blade tip speed and wind speed, expressed
as

k ¼ xr � R
u

ð3Þ

where xr is the rotor speed.
The power extracted from the wind is maximized when the rotor speed is such

that the power coefficient is the maximum value obtained for a determined tip
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speed ratio and blade pitch angle. The control system of a variable speed wind
turbine assures variable speed operation that maximizes the output power for a
wide range of wind speeds, according to the optimum power extraction curve,
given by

Popt ¼
1
2
� q � cp max � p � R2 � xr � R

kopt

� �3

¼ 1
2
� q � cp max �

p � R5

k3
opt

 !
� x3

r ¼ Kopt � x3
r :

ð4Þ

Because the wind turbine limits the output power to the rated power of the
generator for high winds, the power-speed curve is truncated to rated power. This
power-speed curve serves as a dynamic reference for the control system of variable
speed wind turbine. It assures that the wind turbine operation has an optimum
power efficiency for below nominal winds and an output power limited to rated
value for above nominal winds. Figure 3 illustrates the aerodynamic mechanical
power [expressed by Eq. (1)], the optimum power extraction curve [Eq. (4)], and
the power-speed control curve for a variable speed wind turbine.

4.2 Drive Train Model

The drive train of a wind turbine is composed of the rotating masses and the
connecting shafts, including a possible gearbox. To represent the dynamic of the
wind turbine in power system transient analysis, several models of the drive train
are reported in literature.
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Six rotating masses (three blades, hub, gearbox and generator) are considered in
the six-mass drive train model [8, 21, 23]. Each rotor blade is modelled by a
separate inertia, elastically connected to the hub. In addition, hub, gearbox and
generator are represented by its inertia, which are considered to be elastically
connected via springs.

In the three-mass drive train model [8, 21], the three rotating masses are
turbine, gearbox and generator, elastically coupled each other. In this case, the
turbine inertia is calculated from the combined weight of three blades and hub, and
the mutual-damping between hub and blades is ignored.

However, these models are not commonly used for large power system simu-
lation studies because the model order is high. The models mostly used are the
two-mass model and the one-mass or lumped-mass model. These models are
described next.

4.2.1 Two-Mass Model

In the two-mass model, the inertia of the gearbox is neglected and only the
transformation ratio of the gearbox is included in the model when the wind turbine
has gearbox. Thus, the model is composed of two masses, turbine (three blades and
hub) and generator, elastically connected via springs. Figure 4 shows this model.

This model is described by the following equations:

Twt � Tmec ¼ 2 Hr
dxr

dt
ð5Þ

Tmec ¼ Dmecðxr � xgÞ þ Kmec

Z
ðxr � xgÞdt ð6Þ

Fig. 3 Aerodynamic
mechanical power, optimum
power extraction curve, and
power-speed control curve
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Tmec � Te ¼ 2 Hg
dxg

dt
ð7Þ

where Twt is the mechanical torque from the wind turbine rotor shaft, Tmec is the
mechanical torque from the generator shaft, Te is the generator electrical torque, Hr

is the turbine rotor inertia, Hg is the generator inertia, and Kmec and Dmec are the
stiffness and damping of mechanical coupling.

4.2.2 Lumped-Mass Model

In the lumped-mass model, one lumped mass accounts for all the rotating parts of
the wind turbine.

Twt � Te ¼ 2 Hwt
dxg

dt
ð8Þ

where Hwt represents the inertia constant of all the rotating masses.
In case of fixed speed wind turbines, the two-mass model is necessary to

accurately represent the dynamic of the wind turbine for the transient stability
analysis. The one-mass lumped model is too simple, and it does not represent the
behaviour of the wind turbine accurately enough [3, 18, 21].

Both models could be used in case of variable speed wind turbines, because the
drive train properties are hardly reflected at the grid connection due to the
decoupling effect of the power converter [3, 29]. However, the two-mass model is
preferred, because it represents more accurately the dynamic of the wind turbine
when the power converter is blocked during grid faults.

4.3 Blade Angle Control

Wind turbines are designed to produce so much electric energy as possible at wind
speed below rated wind. However, at wind speed above rated wind, the mechanical
power extracted from the wind must be limited in order to prevent overloads in the
mechanical construction of the wind turbine and generator.

In passive-stall-controlled wind turbines, the rotor presents fixed blade angle.
The geometry of the rotor blade profile is aerodynamically designed to ensure that

Te

Dmec

Kmec

Hr Hg

Tmec

ωr ωg

Twt

Fig. 4 Two-mass drive train
model
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it creates turbulence on the side of the rotor blade when the wind speed becomes
too high. By using this passive method, the power extracted from the wind is
reduced for high winds.

Both pitch-controlled and active-stall-controlled wind turbines present variable
blade pitch angle, enabling active control of the mechanical extracted from the
wind. The blade pitch angle control allows: (1) preventing overloads in the wind
turbine with high wind; and (2) an active control of the power production, and
thus, reducing the power production when regulation power is required by the
power system operator [3].

In pitch-controlled wind turbines, the mechanical power extracted from the
wind is reduced by rotating the blades into the feathered position (blade is moved
against the incoming wind). It supposes that the blade pitch angle is increased and
the angle of attack is decreased. This control principle can be applied in fixed
speed and variable speed wind turbines, although it is mostly used in variable
speed wind turbines.

In case of active-stall-controlled wind turbines, the reduction of mechanical
power is achieved by rotating the blades into the stall position. In this case, the
blade is moved across the incoming wind, the blade pitch angle is decreased, and
thus, the angle of attack is increased. This principle is commonly applied in fixed
speed wind turbines.

The blade angle is commonly controlled by the control scheme shown in Fig. 5.
It is composed of the pitch angle controller and the pitch actuator.

The pitch angle controller commonly uses the power or rotational speed as
control variable (X in Fig. 5) in order to define the blade reference angle.

The pitch actuator turns the blades to the angle ordered by the pitch controller.
It can be modeled by a first order model, subject to physical limitations on both
pitch angle and speed (Fig. 5a) or by only these physical limitations (Fig. 5b). For
pitch-controlled wind turbines, the permissible range of pitch angle is between
0� and +90� (or even a few degrees to the negative side), whereas for active-stall-
controlled wind turbines, it lies between -90� and 0� (or even a few degrees to the
positive side). The pitch speed limit is likely to be higher for pitch-controlled wind
turbines than for active-stall-controlled wind turbines, which have a higher angular
sensitivity [2]. The pitch speed is normally less than 5� per second, although it may
exceed 10� per second during emergencies.

5 Wind Turbine: Modelling of Electrical
and Control System

The electrical and control system depends on the wind turbine concept. In this
section, the modelling of electrical and control system of each wind turbine
concept is presented. It is composed of the following models: (1) electrical gen-
erator; (2) power converter; and (3) control system.
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In power system dynamic simulation, the following assumptions are commonly
applied to the electrical generator of the wind turbine:

• Magnetic saturation is neglected.
• Flux distribution is sinusoidal.
• Any losses apart from copper losses are neglected.
• Stator voltages and currents are sinusoidal at the fundamental frequency.

As usual for power system dynamic simulation where the internal dynamics of
power converter are not of interest, the power converter is considered ideal.
Therefore, the converters are modelled as voltage/current source.

5.1 Fixed-Speed Squirrel Cage Induction Generator
(FS-SCIG)

This is the conventional concept applied by many Danish wind turbine manu-
facturers during the 1980s and 1990s. It presents a squirrel cage induction gen-
erator (SCIG) connected directly to the grid and coupled to the wind turbine rotor
through a gearbox. This generator presents very small rotational speed variations,
because the only speed variations that can occur are small changes in the rotor slip,
so that these wind turbines are considered to operate at fixed speed. In order to
limit the power extracted from the wind for high winds, the wind turbine rotor
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βmax

X

Xref

PI
-

+ βref β

Rate limiter Angle limiter

X

Xref

-

+ βref β

Rate limiter Angle limiter

PI
-

+

spitch ⋅τ
1

ββopt

βmax(a)

(b)

Fig. 5 Control schemes of the blade pitch angle control for case of pitch-controlled wind
turbine. a Detailed model of pitch actuator. b Reduced model of pitch actuator. In case of active-
stall wind turbine, the upper limit of the PI controller must be changed to bopt and the lower limit
to bmin
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limits the power extracted from the wind using passive stall effect (passive-stall-
controlled wind turbine), active stall effect (active-stall-controlled wind turbine) or
controlling the blade pitch angle (pitch-controlled wind turbine). A SCIG con-
sumes reactive power, so that capacitors are added to generate the induction
generator magnetizing current, thus improving the power factor of the system.
Figure 6 shows FS-SCIG wind turbine configuration.

5.1.1 FS-SCIG Generation System

The dynamic behaviour of an induction generator in power systems can be
represented by the fifth order model of the induction machine. This model is
composed of four electrical differential equations (two equations for both the stator
and rotor voltages) and one mechanical differential equation. The electrical
equations, expressed in direct (d)-quadrature (q) coordinate reference frame
rotating at synchronous speed xs and in per unit, are given by [15].

Stator voltage equations:

�vds ¼ ��Rs ��ids � �xs � �wqs þ
1
xb
� d

�wds

dt
ð9Þ

�vqs ¼ ��Rs ��iqs þ �xs � �wds þ
1
xb
�
d�wqs

dt
: ð10Þ

Rotor voltage equations:

�vdr ¼ �Rr ��idr � s � �xs � �wqr þ
1
xb
� d

�wdr

dt
ð11Þ

Pg, QgG
3~

Vs

Qc

ωg

ω r

C

Ps , Qs

Is

Vg

Ig

Ic

Fig. 6 FS-SCIG wind turbine configuration
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�vqr ¼ �Rr ��iqr þ s � �xs � �wdr þ
1
xb
�
d�wqr

dt
ð12Þ

where �v denotes voltage, �i denotes current, �w denotes flux, �R denotes resistance,
s is the slip speed and xb is the base speed; indexes d and q the direct and
quadrature components, and indexes s and r refers to stator and rotor.

The stator and rotor fluxes are expressed by:

Stator flux equations:

�wds ¼ ��Ls ��ids � �Lm ��idr ð13Þ

�wqs ¼ ��Ls ��iqs þ �Lm ��iqr: ð14Þ

Rotor flux equations:

�wdr ¼ �Lr ��idr � �Lm ��ids ð15Þ

�wqr ¼ �Lr ��iqr � �Lm ��iqs ð16Þ

with the stator and rotor inductances defined as follows:

�Ls ¼ �Lrs þ �Lm ð17Þ

�Lr ¼ �Lrr þ �Lm ð18Þ

where �Lrs and �Lrr are the stator and rotor leakages inductances, and �Lm is the
magnetizing inductance.

The fifth order model is completed with the mechanical equation of the
machine, expressed by Eq. (7).

�Tmec � �Te ¼ 2 �Hg
d �xg

dt
: ð19Þ

The electromagnetic torque, and the active and reactive powers can be
expressed as follows:

�Te ¼ �wqr ��idr � �wdr ��iqr ð20Þ

�Pe ¼ �Ps þ �Pr ¼ ð�vds ��ids þ �vqs ��iqsÞ þ ð�vdr ��idr þ �vqr ��iqrÞ ð21Þ

�Qe ¼ �Qs þ �Qr ¼ ð�vqs ��ids � �vds ��iqsÞ þ ð�vqr ��idr � �vdr ��iqrÞ: ð22Þ

In case of SCIG, the rotor is short circuited, and therefore the rotor voltage is
zero (�vdr ¼ 0 �vqr ¼ 0).

SCIG uses local power-factor-correction capacitor banks to provide the
induction generator magnetizing current. The traditional SCIG wind turbines are
equipped with standard capacitor banks using mechanical contactors. To provide a
faster control possibility, new wind turbines use thyristor switches instead of
mechanical contactors, which can reduce the switching transients significantly and
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thus make it possible to switch the capacitor much more often without reducing the
lifetime significantly [30].

When a SCIG wind turbine presents capacitor banks connected in parallel to the
generator, the current injected by the wind turbine at the connection point to grid is
given by

�idg ¼ �ids þ�idc ¼ �ids þ
1
�Xc
� �vqg ð23Þ

�iqg ¼ �iqs þ�iqc ¼ �iqs �
1
�Xc
� �vdg ð24Þ

where �Xc is the reactance of the power-factor-correction capacitors, �idc and �iqc are
the current components of the capacitors, �vdg and �vqg are the terminal voltage
components.

The active and reactive powers delivered by the wind turbine at the connection
point to grid can be expressed as

�Pg ¼ �vdg ��idg þ �vqg ��iqg ð25Þ

�Qg ¼ �vqg ��idg � �vdg ��iqg: ð26Þ

For representation of an induction generator in power systems transient stability
studies, it is commonly used a third order model [15]. This model is obtained from
neglecting the stator transients in Eqs. (9) and (10), which corresponds to ignoring
the DC component in the stator transient current. With these terms neglected, the
stator voltage appears as algebraic equations. This simplification is essential to
ensure compatibility with the models used for representing other system compo-
nents, particularly the transmission network [15]. In this case, an induction
generator can be represented by Thévenin equivalent circuit like a synchronous
generator. This equivalent circuit is composed of an equivalent voltage behind a
transient reactance. The components of this equivalent voltage are defined as

�e0d ¼ �
�xs � �Lm

�Lr
� �wqr ð27Þ

�e0q ¼
�xs � �Lm

�Lr
� �wdr: ð28Þ

Substituting Eqs. (27) and (28) in Eqs. (9)–(12), it is obtained the third order
model of an induction generator, given by the following electrical equations

d�e0d
dt
¼ � 1

T 0o
� ð�e0d � ð�Xs � �X0sÞ ��iqsÞ þ s � �xs � �e0q � �xs �

�Lm

�Lr
� �vqr ð29Þ

d�e0q
dt
¼ � 1

T 0o
� ð�e0q þ ð�Xs � �X0sÞ ��idsÞ � s � �xs � �e0d þ �xs �

�Lm

�Lr
� �vdr ð30Þ
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�vds ¼ ��Rs ��ids þ �X0s ��iqs þ �e0d ð31Þ

�vqs ¼ ��Rs ��iqs � �X0s ��ids þ �e0q ð32Þ

with �T 0o the transient open circuit time constant, �X0s the transient reactance,
expressed as

�T 0o ¼
�Lr

�Rr
ð33Þ

�X0s ¼ �xs �Ls �
�L2

m
�Lr

� �
: ð34Þ

The third differential equation is the generator mechanical equation, Eq. (19). In
this case, the electromagnetic torque is defined by

�Te ¼
1
�xs
� ð�e0d ��ids þ �e0q ��iqsÞ: ð35Þ

In case of SCIG, the rotor voltage is zero, and therefore Eqs. (29) and (30) are
expressed as

d�e0d
dt
¼ � 1

T 0o
� ð�e0d � ð�Xs � �X0sÞ ��iqsÞ þ s � �xs � �e0q ð36Þ

d�e0q
dt
¼ � 1

T 0o
� ð�e0q þ ð�Xs � �X0sÞ ��idsÞ � s � �xs � �e0d: ð37Þ

The generation system of a SCIG, including the induction generator and
compensating capacitors, can be represented by the equivalent circuit presented in
Fig. 7.

If the rotor transients are also neglected, it is obtained the first order model of an
induction machine. In this model, the mechanical equation, Eq. (19), is the only
differential equation to be considered and the electrical equation are expressed as

�vds ¼ ��Rs ��ids � �xs � �wqs ¼ ��Rs ��ids � �xs � ��Ls ��iqs þ �Lm ��iqr

ffi �
ð38Þ

�vqs ¼ ��Rs ��iqs þ �xs � �wds ¼ ��Rs ��iqs þ �xs � ��Ls ��ids � �Lm ��idrð Þ ð39Þ

�vdr ¼ �Rr ��idr � s � �xs � �wqr ¼ �Rr ��idr � s � �xs � �Lr ��iqr � �Lm ��iqs

ffi �
ð40Þ

�vdr ¼ �Rr ��idr � s � �xs � �wqr ¼ �Rr ��idr � s � �xs � �Lr ��iqr � �Lm ��iqs

ffi �
: ð41Þ

This model can be represented by the steady state equivalent circuit shown in
Fig. 8.

The steady state electromagnetic torque can be calculated from Eq. (20) or by
using the following expression:
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�Te ¼
�Rr � �U2

s � s
�xs � ðð�Rs � sþ �RrÞ2 þ ðð�Xs þ �XrÞ � sÞ2Þ

: ð42Þ

The active power generated by a SCIG is calculated by

�Pe ¼ �Te � �xg: ð43Þ

The reactive power consumed by a SCIG, which depends on the active power
and the stator voltage, can be calculated from the equivalent circuit shown in
Fig. 9. It is given by

�Qe ¼
�U2

s
�Xm
þ �Xs þ �Xrð Þ �

�U2
s þ 2 � ð�Rr þ �RsÞ � �Pe

2 � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ
� ð�Xs þ �XrÞ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�U2

s þ 2 � ð�Rr þ �RsÞ � �PeÞ2 � 4 � �P2
e � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ

q

2 � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ

: ð44Þ

In case of a SCIG with local power-factor-correction capacitors, the reactive
power delivered to grid by SCIG wind turbine is expressed as

sR

sV

rIsI

rR

s

s
Rr

−⋅ 1

sXj rXj

mXj

Fig. 8 Steady-state equivalent circuit of a SCIG

Fig. 7 Equivalent circuit of a SCIG
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�Qe ¼ �U2
s

�Xc � �Xm

�Xm � �Xm
þ �Xrs þ �Xrrð Þ �

�U2
s þ 2 � ð�Rr þ �RsÞ � �Pe

2 � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ
� ð�Xs þ �XrÞ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�U2

s þ 2 � ð�Rr þ �RsÞ � �PeÞ2 � 4 � �P2
e � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ

q

2 � ðð�Rr þ �RsÞ2 þ ð�Xs þ �XrÞ2Þ

:

ð45Þ

5.1.2 FS-SCIG Control System

In this wind turbine, the control system is responsible of controlling the blade pitch
angle, if possible, and the connection and disconnection of the individual power-
factor-correction capacitors.

In passive-stall-controlled wind turbines, the aerodynamic design of the rotor
blade regulates the power of the wind turbine, and therefore, it does not require an
active control of the blade pitch. They are the most widely used fixed speed wind
turbines in wind farms.

For active-stall-controlled and pitch-controlled wind turbines, the rotor limits the
power extracted from the wind by controlling the blade pitch angle in order to
decrease the rotor aerodynamic efficiency and as well as the mechanical power
extracted from the wind. The control scheme used in these wind turbines is shown in
Fig. 5. In this case, the electrical power is commonly used as controlling variable,
which is limited to rated power for high winds by acting on the blade angle.

As mentioned previously, the reactive power consumed by a SCIG is uncon-
trollable, because it depends on the generated active power, and it varies with the
incoming wind. To minimize the reactive power absorbed by the generator from
the grid, the control system controls continuously the connection and disconnec-
tion of the individual capacitors in parallel to the generator, depending on the
average reactive power demand of the generator over a predefined period of time
(intervals of 1–10 min).

5.1.3 Dynamic Simulation of an FS-SCIG Wind Turbine

In this section, the performance of an FS-SCIG wind turbine is illustrated by
means dynamic simulations, where the response of this wind turbine is shown
under wind fluctuations and a grid fault.

sV

rI

( )rs XXj + rs RR +

eP

mXj

Fig. 9 Equivalent circuit
used to calculate the reactive
power consumed by a SCIG
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Figure 10 shows the wind speed incident considered in the simulations per-
formed in this chapter for each wind turbine concept. This wind sequence corre-
sponds to winds below nominal winds during the first seconds and above nominal
winds for the rest of the simulation. This allows wind turbine to be evaluated in
any operating conditions, with power optimization, power limitation or down
power regulation strategies (if possible, depending on the wind turbine concept).

The response of a passive-stall-controlled FS-SCIG is depicted in Fig. 11.
Figures 12 and 13 show the response of a pitch-controlled FS-SCIG wind turbine.
Both wind turbines present capacitor bank and they are connected to an infinite
bus. It is seen that both wind turbines produces below rated power during the first
seconds. With above rated power (rated wind speed enables the wind turbine to
produce the rated power), the power of a passive-stall-controlled wind turbine is
limited by stall effect, because it does not present mechanical or electrical control.
In pitch-controlled wind turbine, the power is limited by acting on the blade pitch
angle. In both cases, it is observed that the torque, power and generator speed
follows the wind speed variation.

The performance of a FS-SCIG wind turbine during a voltage dip is presented
in Figs. 14 and 15. In this case, it is considered that the voltage of the infinite bus
drops a 40 % during 0.1 s, and after the fault the voltage starts to recover. Because
the grid disturbances are much faster than wind speed variations, the wind speed
incident on the wind turbine is assumed constant. The responses obtained by using
the fifth and third order model of the induction generator are compared. When the
voltage dip reaches the wind turbine, it can be seen that the generated active power
falls, while the mechanical power does not change and therefore the wind turbine
accelerates. When the voltage starts to recover, as the rotational speed has
increased, a transient period follows. The fifth order model shows an oscillatory
response that is not observed in the response obtained with the third order model,
because only the fundamental frequency components are represented.
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Fig. 10 Wind speed incident
on the wind turbine
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5.2 Wound Rotor Induction Generator with Variable
Rotor Resistance

This wind turbine uses a wound rotor induction generator (WRIG) with variable
rotor resistance (VRR) by means of a power electronic converter, mounted on the
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Fig. 12 Response of a pitch controlled FS-SCIG: Power and torque
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rotor shaft, as shown in Fig. 16. In this case, the stator winding is directly con-
nected to the grid, whereas the rotor winding is connected in series with an
external resistance controlled by power converter. The VRR unit consists of three
resistances, a diode-rectifier, an IGBT and the control system. The IGBT, as
controllable switch at the DC side, is used for controlling the rotor current flow
though the external rotor resistances. The converter is optically controlled, which
means that no slip rings are necessary. This concept, known as the Optislip con-
cept, was developed by the Danish manufacturer Vestas.

Variable-speed operation can be achieved by controlling the variable resistance
connected to the rotor winding, and thus, the generator slip. However, this slip
power is dissipated in the external resistor as losses. In this concept, the speed
range is typically limited to 0–10 %, as it is dependent on the size of the variable
rotor resistance. Furthermore, reactive power compensation is also required for
this concept.

5.2.1 WRIG-VRR Generation System

The dynamic behaviour of a WRIG used in this wind turbine can be represented by
the same models described in Sect. 5.1.1. For a WRIG, the fifth order model is
defined by Eqs. (9)–(20), the third order model by Eqs. (19), (29)–(35), and the
first order model by Eqs. (19), (20), (38)–(41). However, in this wind turbine, the
rotor resistance �Rr is dynamic, which is calculated as sum of the rotor winding
resistance �Rrw and the active external resistance �Rext, controlled by the VRR unit.
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Fig. 13 Response of a pitch controlled FS-SCIG: Generator speed and blade pitch angle
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Thus, the dynamic rotor resistance used in the models of WRIG-VRR is expressed
as follows

�Rr ¼ �Rrw þ �RextðtÞ: ð46Þ

In steady-state, this wind turbine can be represented by the equivalent circuit
shown in Fig. 17.

The stator and rotor active powers can be deduced from the equivalent circuit
shown in Fig. 17, assuming that losses are neglected [17]:

�Pg ¼ �Ps ¼ 1� sð Þ � �Pm ð47Þ

�Pr ¼ s � �Pm ð48Þ

where �Pg is the total power delivered to grid, �Ps is the stator power, �Ps is the rotor
power, �Pm is the mechanical power and s is the slip speed.

The maximum generator slip depends on the active external resistance, such as
deduced from calculating d�Te=ds ¼ 0 by using �Te defined by Eq. (42):

sm ¼
�Rrw þ �RextðtÞffiffiffiffiffi
�R2

s

p
þ ð�Xs þ �XrÞ2

: ð49Þ

It can be deduced from Eqs. (47)–(49) that adding external resistance to the
rotor is possible to change the generator slip, and thus the electromagnetic torque
and the power delivered to grid. When the mechanical power extracted from the
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Fig. 14 FS-SCIG responses obtained by using the 5th order and 3rd order models during a
voltage dip (40 % drop during 0.1 s): Active and reactive power
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wind increases, additional resistance is added to the rotor, and the slip increases to
compensate the variation and to keep the power delivered to grid constant.
The excess of the energy extracted from the wind is converted into kinetic energy,
causing the rotor acceleration. When the mechanical power extracted from the
wind decreases, the rotor kinetic energy is converted back into electrical energy,
causing the rotor deceleration. This leads to minimize the torque and power
fluctuation during operation, which reduces mechanical stress and flicker level of
turbine.
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5.2.2 WRIG-VRR Control System

The control system of this wind turbine (Fig. 18) is composed of [6]: (1) VRR
control system; and (2) blade pitch angle control system.

The external resistance connected to the rotor winding is controlled by the VRR
control system. The VRR unit consists of three resistances, a diode-rectifier, an
IGBT and the control system (Fig. 19). The IGBT, as controllable switch at the
DC side, is used for controlling the rotor current flow though the external rotor
resistances. The control system presents two control loops: a power controller as
outer loop and a rotor current controller as inner loop.

The power reference is obtained from the generator slip, according to the
control characteristic shown in Fig. 20. In this wind turbine, the generator slip can
be changed from 1 to 10 %. The power controller uses this power reference in
order to define the rotor current reference.

The rotor current controller determines the duty cycle of the power converter
D (between 0 and 1), and thus, the dynamic external resistance connected to the
rotor winding is calculated as follows:

�RextðtÞ ¼ DðtÞ � �Rext: ð50Þ

The blade pitch angle control system is composed of the speed controller and
the pitch actuator. The speed controller defines the pitch angle reference in order to
adjust the rotational speed to the speed reference, which depends on the operating
conditions. The pitch actuator turns the blades to the angle ordered by the speed
controller.

The control strategy used in this wind turbine can be summarised as follows:

• Power optimization strategy: In this case, the wind is not high enough to pro-
duce the rated power so that the speed controller acts on the pitch angle in order
to achieve the optimal rotational speed, and thus maximizing the power
extracted from the wind. The power is controlled by the power controller to
increase with a generator slip of 2 % as shown in Fig. 20.
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Fig. 17 Steady-state equivalent circuit of a WRIG-VRR
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• Power limitation strategy: When the wind is high enough to produce the rated
power, the power of the wind turbine is controlled to the rated power. By
adjusting the blade pitch angle, the speed controller maintains the average slip
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equal to 4–5 %. Short time speed changes at rated power are controlled by
possible generator slip changes, as shown in Fig. 20 for minimum and maxi-
mum generator slip.

5.3 Doubly Fed Induction Generator

DFIG wind turbine (Fig. 21) uses a wound rotor induction generator coupled to the
wind turbine rotor through a gearbox. This generator presents the stator winding
connected directly to the grid and a bidirectional power converter feeding the rotor
winding. It is made up with two back-to-back IGBT bridges linked by a DC bus. This
converter decouples the electrical grid frequency and the mechanical rotor fre-
quency and thus enabling variable speed generation of the wind turbine. The wind
turbine rotor presents blade pitch angle control in order to limit the power and the
rotational speed for high winds. Furthermore, DFIG presents noticeable advantages
such as the decoupled control of active and reactive powers, the reduction of
mechanical stresses and acoustic noise, the improvement of power quality, and the
use of a power converter with a rated power 25 % of total system power.

DFIG wind turbine delivers active power to the grid by both the stator and rotor
winding, which can be calculated according to the following equations [20, 26]:

�Ps ¼ �Pm=ð1� sÞ ð51Þ

�Pr ¼ �s � �Ps ð52Þ

�Pg ¼ �Ps þ �Pr: ð53Þ

As deduced from the previous equations, the size of the converters is deter-
mined by the controllable range of the slip speed. In DFIG wind turbine, this range
of slip speed commonly varies between 0.7 and 1.2 pu due to mechanical and other
restrictions.
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Fig. 20 Power-slip reference
curve of the power controller
of a WRIG-VRR wind
turbine
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Figure 22 shows the power-speed curve of a DFIG wind turbine, where the
capacity of delivering active power to the grid by both the stator and rotor winding
can be observed.

However, the reactive power delivered to the grid is limited to restrictions
imposed by the converter and expressed as rotor current limits to avoid an
excessive heating of converters, rotor slip-rings and brushes [31]. The stator

Fig. 22 Power-speed curve
of a DFIG wind turbine
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reactive power limit �Qs;lim depend on the stator active power �Ps, the stator voltage
�Vs and the maximum rotor current �Ir;max:

�Qs;lim ¼ �
�V2

s
�Xs
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Xm

�Xs
� �Vs � �Ir;max

� �2

��P2
s

s

: ð54Þ

Equation (54) expresses the maximum reactive power that can be rendered to
the grid. Figure 23 depicts the operating region Q-P for a DFIG wind turbine
assuming the connection to an infinite bus.

5.3.1 DFIG Generation System

Wound Round Induction Generator

The dynamic behaviour of a WRIG used in a DFIG wind turbine can be repre-
sented by the fifth and third order models of an induction machine described in
Sect. 5.1.1. For a WRIG, the fifth order model is defined by Eqs. (9)–(20), and the
third order model by Eqs. (19), (29)–(35). Both models are commonly expressed in
d-q coordinate reference frame aligned with the stator flux and rotating at syn-
chronous speed. In this frame, the d-axis of the reference frame is aligned along
the stator-flux position so that stator q-axis flux linkage is zero, and d-axis flux
linkage is constant. In addition, the d component of the stator voltage is zero and
the q component of the stator voltage is constant. This transformation allows the
independent control of the electromagnetic torque or the power generated and the
reactive power or the terminal voltage of a DFIG wind turbine, as will be shown
below. Figure 24 shows the equivalent circuit corresponding to the third order
model.

Fig. 23 Operating region of
a DFIG wind turbine
connected to an infinite bus
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For voltage and angle stability investigations, it can be also used the first order
model of a WRIG [28]. This model is expressed by Eqs. (19), (20), (38)–(41).
Figure 25 shows the equivalent circuit corresponding to this model. From the
previous equations and the equivalent circuit, it can be deduced the rotor current.

�Ir ¼
�Vs �

�Vr
s

� �

�Rs þ �Rr
s

� �
þ j �Xs þ �Xrð Þ

: ð55Þ

The electromagnetic torque can be calculated from the power balance across the
stator to rotor gap:

�Te ¼ �I2
r

�Rr

s

� �
þ

�Pr

s
ð56Þ

with the rotor power expressed as follows

�Pr ¼
�Vr

s
�Ir cos hr ð57Þ

where hr is the phase angle between the rotor current �Ir and the controllable rotor
voltage �Vr=s.

Power Converter

The bidirectional power converter used in a DFIG wind turbine is made up with
two back-to-back IGBT bridges linked by a DC bus. The machine side converter
(MSC), connected to the rotor winding, converts the low AC frequency of the
generator to DC. The DC voltage is stabilised by DC link capacitor, and converted
further by grid side converter (GSC) into 50 Hz AC, which is supplied to the grid.

The MSC drives the wind turbine to achieve the optimum power efficiency in
winds below rated, to limit the output power to the rated value in winds above
rated, or to adjust the active and reactive powers to the power references when
power regulation is demanded. This converter enables the decoupled control of the

Fig. 24 Equivalent circuit of
DFIG based on the third order
model
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active power, reactive power or the terminal voltage by acting on the rotor current
or the rotor voltage. It is modelled as a controlled voltage source.

Through the DC link, the active power generated by the DFIG is supplied to the
GSC, and from this converter, it is fed to the grid. The DC link contains a capacitor
that is charged/discharged by the MSC and GSC currents, respectively. When the
power losses in the DC link are ignored, the dynamic behaviour of DC voltage
across capacitor, �vdc�link, can be expressed by the following equation [3]:

d�vdc�link

dt
¼ 1

�C � �vdc�link
� ð�Pr � �PgcÞ ð58Þ

where �C is the value of the DC link capacitor, and �Pgc is the power supplied to the
GSC, expressed as

�Pgc ¼ �vdc ��idg þ �vqc ��iqg ð59Þ

with �idg and �iqg is the components of the current delivered to the grid.
When the DC link voltage is assumed constant [9, 10, 31], the power supplied

to the GSC is considered equal to the power extracted from the rotor circuit.
GSC maintains the exchange power from the rotor circuit to the grid and

commonly operates with the unity power factor, although it can also be used for
reactive power injection. This converter is also modelled as a controlled voltage or
current source, where the current or voltage are controlled in such a way to
transmit the active power from the DC link to the grid and to achieve the desired
power factor/voltage on the grid.

Figure 26 shows the equivalent circuits of DFIG with power converter. Dif-
ferent ways of controlling these converters are explained in the next section.

5.3.2 DFIG Control System

The aims of the control system of a DFIG wind turbine are:

• maximize the power extracted from the wind for a wide range of wind speeds
(also known as power optimization),

• limit the output power to the rated power for high winds (power limitation),
• adjust both the active and reactive powers to a set point ordered by the wind

farm control system (power regulation) when trying to adjust the wind farm
production to the settings specified by the power system operator, or

sR

sV

rIsI

sr /V

sXj rXj sRr /

mXj

Fig. 25 Equivalent circuit of
DFIG based on the first order
model (steady state model)
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• adjust the terminal voltage to a set point (voltage regulation).

In a DFIG wind turbine, these aims are achieved by an appropriate control of
the power converter and the blade pitch angle. Hence, to work effectively, the
power converter is controlled in collaboration with the blade pitch angle control.

The control strategies that can be applied to the MSC, the GSC and the control
of the blade pitch angle are described in this section.

Fig. 26 Equivalent circuits of DFIG with power converter a with representation of DC link,
b without representation of DC link (assuming the DC link voltage constant)
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MSC Control

Two control techniques can be applied to the MSC in order to achieve the inde-
pendent control of the electromagnetic torque/power generated and the reactive
power/terminal voltage of a DFIG wind turbine:

1. Control of the dq components of the rotor current/voltage.
2. Control of the magnitude and angle of the rotor voltage.

The control of the dq components of the rotor current/voltage is the most widely
used control technique in MSC.

1. Control of the dq components of the rotor current/voltage.

In this control strategy, the electromagnetic torque/active power is controlled by
acting on the q component of the rotor current �iqr, and the reactive power/terminal
voltage by acting on the d component of the rotor current �idr [24]. This control
strategy presents two controllers. The�iqr controller uses the optimum torque/power
extraction curve (torque/power versus speed) to define the reference torque/power
according to the actual rotor speed. Thus, the wind turbine can operate with
variable speed below nominal winds maximizing the power extracted from the
wind or limiting the output power to rated power above nominal winds. The �idr

controller allows the wind turbine operation with the desired power factor or
terminal voltage. Figure 27 illustrates the configuration of this control strategy [4].
It is justified as follows.

When Eqs. (20), (38)–(41) are combined and the stator resistance is neglected,
it is obtained the following expression relating the electromagnetic torque and the
q component of the rotor current:

�Te ¼
�Lm�vqs

�xs �Ls

�iqr: ð60Þ

As the power and torque are related as Eq. (43), the q component of the rotor
current can be also used to control the active power.

On the other hand, the reactive power delivered to grid by a DFIG wind turbine
is the sum of the stator and the GSC reactive power. However, it is equal to the
stator reactive power, because the GSC usually operates with unity power factor.
When Eqs. (26) and (38)–(41) are combined and the stator resistance is neglected,
the total reactive power can be expressed as directly dependent on the d compo-
nent of rotor current.

�Qg ¼
�Lm�vqs

�Ls

�idr �
�v2

qs

�xs�Ls
: ð61Þ

By dividing the d component of rotor current in two components, the total
reactive power can be expressed as the sum of the reactive power �Qmag that
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magnetizes the generator (�idr;m) and the reactive power delivered to grid �Qgen

(�idr;g).

�Qg ¼ �Qmag þ �Qgen ¼
�Lm�vqs

�Ls

�idr;m þ�idr;g

ffi �
�

�v2
qs

�xs�Ls
: ð62Þ

The magnetizing reactive power is compensated if �idr;m presents the following
value:

�idr;m ¼
�vqs

�xs�Lm
: ð63Þ

Therefore, the reactive power delivered to grid by the DFIG wind turbine
results to be directly dependent on the d component of rotor current. As the
terminal voltage depends on the reactive power delivered to grid, it can be also
controlled by acting on this component of rotor current.

However, the rotor current components cannot be controlled independently by
the rotor voltage components because of the cross-coupling effects shown in
Eqs. (40) and (41). The cross-coupling effects can be cancelled by feed-forward
compensation. The rotor voltage components are decided by PI controllers and the
following decoupling feed-forward compensation:

Fig. 27 MSC control scheme based on the control of dq components of the rotor current.
a Torque controller. b Voltage controller
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�vdr ¼ �v0dr � s �Lr �
�L2

m
�Ls

� �
�iqr ð64Þ

�vqr ¼ �v0qr þ s �Lr �
�L2

m
�Ls

� �
�idr þ s

�Lm

�xs�Ls

� �
�Vsj j: ð65Þ

The decoupled control of the electromagnetic torque/active power and the
reactive power/terminal voltage is then performed in this converter by acting on
the rotor voltage components: the active power control is performed by �vqr, and the
reactive power/terminal voltage is controlled by �vdr. In fact, this converter can be
modelled as a current-controlled voltage source.

Other three strategies based on a current-controlled voltage source are descri-
bed in [10]. In these three strategies, the reactive power control is performed by
acting on the direct component of the rotor current �idr (Fig. 28).

In the first of control strategies (Fig. 29), the speed is controlled by acting on
the quadrature component of the rotor current, and the active power is controlled
by acting on the pitch angle. The operating strategy of a DFIG wind turbine with
this control system can be summarized as follows:

• Power optimization strategy: In this case, and as explained before, the active
power reference for the wind turbine is set up at its rated value. In winds below
rated, the blade pitch angle controller does not act and the pitch angle is kept at
its optimal value. The �vqr controller controls the rotational speed, the tip speed
ratio is kept at its optimal value, and thus the wind turbine operates maximizing
the power extracted from the wind.

• Power limitation strategy: In this case, the active power reference for the wind
turbine is set up at its rated value. In winds above rated, the pitch angle con-
troller assures the rated power by acting on the pitch angle, and the �vqr controller
keeps the generator speed at its rated value.

• Down power regulation strategy: When the wind turbine operates with down
power regulation, the active power reference is reduced from the rated power to
the reference value ordered by the wind farm control system. In this case, the
blade pitch angle controller acts on the pitch blade to achieve the power set

Fig. 28 �vdr controller
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point. The �vqr controller adjusts the rotational speed to the reference value
derived from the power-speed curve and the reference power.

In the second control strategy (Fig. 30), the active power is controlled by the
quadrature component of the rotor current, and the speed control adjusts the rota-
tional speed to a reference speed derived from the optimum power-speed curve by
acting on the blade pitch angle. The operating strategy in this case is the following:

Fig. 30 MSC Control scheme 2: a �vqr controller, b pitch angle controller

Fig. 29 MSC Control scheme 1: a �vqr controller, b pitch angle controller
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• Power optimization strategy: In this case, the �vqr controller adjusts the output
power to the value derived from the power-speed curve and the actual rotational
speed, maximizing the power extracted from the wind. As the generator speed is
less than the rated speed, the blade pitch angle controller does not act and the
pitch angle is kept at its optimal value,

• Power limitation strategy: The �vqr controller limits the output power to the rated
power. Likewise, the pitch angle controller limits the rotational speed to the
rated speed.

• Down power regulation strategy: In this case, the blade pitch angle controller
keeps the rotational speed to the speed reference derived from the power-speed
curve and the power reference. Moreover, the �vqr controller adjusts the output
power to the reference obtained from the power-speed curve and the actual
rotational speed.

In the third strategy (Fig. 31), the active power control presents a select mode
and acts on the quadrature component of the rotor voltage, and the speed control
limits the rotational speed to the rated speed by acting on the blade pitch angle.
Two operating modes can be selected by the select mode: power optimization/
limitation and down power regulation. In the power optimization/limitation mode,
the controller uses the rotational speed to define the power reference from the
power-speed curve. In down power regulation, the power is regulated to the set
point demanded. This operating strategy can be summarized as follows:

• Power optimization strategy: In this case, the blade pitch angle controller keeps
the pitch angle at its optimal value, whereas the �vqr controller controls the output
power, and thus the wind turbine operates maximizing the power extracted from
the wind.

Fig. 31 MSC Control scheme 3: a �vqr controller, b pitch angle controller
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• Power limitation strategy: The �vqr controller assures the rated power and the
pitch angle controller limits the rotational speed to the rated speed.

• Down power regulation strategy: In this case, the �vqr controller adjusts the
output power to the reference ordered by the wind farm control system, whereas
the blade pitch angle controller keeps the rotational speed at the rated speed.

It is also used a more simplified control based on the direct control of the
components of the rotor voltage [12, 22], where MSC is modelled as a controlled
voltage source. In this case, the torque/active power is controlled by the q com-
ponent of the rotor voltage �vqr, and the reactive power/terminal voltage by the
d component of the rotor voltage �vdr. The configuration of this control scheme is
shown in Fig. 32.

2. Control of the magnitude and angle of the rotor voltage.

In this control strategy, the power generated is controlled by acting on the
magnitude of rotor voltage �Vr, and the terminal voltage by acting on the angle of
the rotor voltage dr [4].

This control strategy also presents two controllers. The �Vr controller allows the
wind turbine operation with the desired terminal voltage or power factor. The dr

controller allows the wind turbine to operate with variable speed below nominal
winds maximizing the power extracted from the wind or limiting the output power
to rated power above nominal winds. Thus, this controller uses the optimum power
extraction curve to define the reference power according to the actual rotor speed.
Once the rotor voltage vector is determined, it is transformed from its polar co-
ordinates (magnitude �Vr and angle dr) to rectangular dq co-ordinates (�vdr and �vqr).
Figure 33 illustrates the configuration of this control strategy. It is justified as
follows.

The stator active and reactive power flows in the steady state can be calculated
as follows

Fig. 32 MSC control scheme based on the direct control of the components of the rotor voltage.
a Power controller. b Reactive power controller
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�Ps þ j�Qs ¼ �Vs
�I
�
s : ð66Þ

From the steady-state equivalent circuit shown in Fig. 24, neglecting the stator
resistance, the stator current is expressed as

�Is ¼
�E
0 � �Vs

j�X0s
: ð67Þ

Substituting Eq. (67) in Eq. (66) and separating into real and imaginary parts, it
is obtained from the stator active and reactive power

�Ps ¼
�E0 �Vs

�X0s
sin dr ð68Þ

�Qs ¼
�E0 �Vs

�X0s
cos dr �

�V2
s

�X0s
ð69Þ

where �Vs and �E0 are the rms value of the stator voltage and equivalent voltage
behind a transient reactance vectors, and dr is the load angle between both vectors.

Considering Eqs. (68) and (43), it is obtained the total active power delivered to
grid as follows

�Pg ¼ �Ps þ �Pr ¼ 1� sð Þ
�E0�Vs

�X0s
sin dr: ð70Þ

And the total reactive power is equal to the stator reactive power, as mentioned
previously.

�Qg ¼ �Qs ¼
�E0 �Vs

�X0s
cos dr �

�V2
s

�X0s
: ð71Þ

Fig. 33 MSC control scheme based on the control of the magnitude and angle of the rotor
voltage
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As the load angle is generally small, sin dr & dr and cos dr & 1, Eqs. (70) and
(71) can be simplified to

�Pg ¼ ð1� sÞ
�E0 �Vs

�X0s
dr ð72Þ

�Qg ¼ �Qs ¼
�E0�Vs

�X0s
�

�V2
s

�X0s
: ð73Þ

From Eqs. (72) and (73), it can be deduced that the active power �Pg depends
mainly on the load angle dr and the reactive power �Qg depends mainly on voltage
magnitudes, specifically on the equivalent voltage �E0 when the grid voltage is
assumed constant.

The magnitude of the equivalent voltage �E
0

depends on the magnitude of the
rotor flux vector �Wr as expressed in Eqs. (27) and (28). Although �Wr is dependent
on the generator stator and rotor currents, as expressed in Eqs. (15) and (16), it is

derived from Eqs. (29) and (30) that �Wr and therefore �E
0

can also be manipulated
by adjustment of the rotor voltage vector �Vr [4].

GSC Control

The GSC is normally controlled in the following way: (1) to maintain the DC-link
capacitor voltage at a set value, which assures the active power exchange from the
DFIG to grid; (2) to operate with unity power factor, although it could be used to
the reactive power and terminal voltage control. Two control techniques can be
applied to the GSC in order to achieve these objectives:

1. Vector control.
2. Load angle control.

In this case, the vector control is the most widely used control technique in
GSC. On the other hand, sometimes this converter is considered very fast and often
is disregarded, and the converter system of the DFIG is commonly represented by
only the MSC in transient voltage stability studies (Akhmatov [3]).

1. Vector control

The dynamic model of the grid connection of GSC when selecting a reference
frame rotating synchronously with the grid voltage space vector is

�vdg ¼ �vdc þ �Rc ��idc þ �x � �Lc ��iqc þ �Lc �
d�idc

dt
ð74Þ

�vqg ¼ �vqc þ �Rc ��iqc � �x � �Lc ��idc þ �Lc �
d�iqc

dt
ð75Þ
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where �Rc and �Lc are the inductance and resistance of connection to grid, respec-
tively, �vdc and �vqc are the voltage components of GSC, and �x is the grid frequency.

Under steady-state condition, the derivative terms are reduced to zero. Con-
sequently, Eqs. (74) and (75) can be expressed as follows

�vdg ¼ �vdc þ �Rc ��idc þ �x � �Lc ��iqc ð76Þ

�vqg ¼ �vqc þ �Rc ��iqc � �x � �Lc ��idc: ð77Þ

The active and reactive powers delivered to grid can be calculated as

�Pgsc ¼ �vdg ��idc þ �vqg ��iqc ð78Þ

�Qgsc ¼ �vqg ��idc � �vdg ��iqc: ð79Þ

Because the d-axis of the reference frame is oriented along the grid voltage, the
grid voltage vector is �vg ¼ �vdg þ j � 0. Thus, the active and reactive powers can
be expressed as

�Pgsc ¼ �vdg ��idc ð80Þ

�Qgsc ¼ ��vdg ��iqc: ð81Þ

As deduced from Eqs. (80) and (81), the active and reactive power control can
be achieved by controlling the direct and quadrature current components,
respectively.

The current components cannot be controlled independently by the GSC volt-
age components due to the cross-coupling effects shown in Eqs. (76) and (77). The
cross-coupling effects can be cancelled by the feed-forward compensation. GSC
voltage components are decided by the PI controllers and decoupling feed-forward
compensation:

�vdc ¼ ��v0dc � �x � �Lc ��iqc þ �vdg ð82Þ

�vqc ¼ ��v0qc þ �x � �Lc ��idc þ �vqg: ð83Þ

The decoupled control of the DC link voltage and reactive power/voltage is
then performed in this converter by acting on the GSC voltage components: the
DC link voltage control is performed by �vdc, and the reactive power/voltage is
controlled by �vqc. This converter can be modelled as a current-controlled voltage
source. Figure 34 illustrates the control system of the GSC. Two controllers are
used to control the DC link voltage and reactive power/voltage.

The �vdc controller controls the DC link voltage to the rated value, which assures
the active power exchange from the rotor to the grid. The �vqc controller allows the
terminal voltage control or reactive power control. GSC usually operates with
unity power factor, and therefore, the reactive power is regulated to be zero.
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2. Load angle control

In this control strategy, the magnitude and angle of the GSC voltage vector are
used to control the DC-link voltage and the terminal voltage or reactive power
delivered to grid, as shown in Fig. 35 [25]. It is justified as follows.

The power transfer between the GSC and the grid, shown in Fig. 36, can be
expressed as follows

�Pgsc ¼
�Vgsc �Vg

�Xc
sin dr ð84Þ

�Qgsc ¼
�V2

gsc

�Xc
�

�Vgsc �Vg

�Xc
cos dr ð85Þ

where �Xc is the reactance of connection to grid.
From Eqs. (84) and (85), the magnitude and angle of the GSC voltage can be

expressed as

Fig. 35 Load angle control
of the GSC

Fig. 34 Control system of the GSC. a DC link voltage controller (�vdccontroller). b Reactive
power/voltage controller (�vqc controller)
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dr ¼ sin�1
�P�gsc

�Xc

�Vgsc �Vg

 !
ð86Þ

�Vgsc ¼
�Vgrid cos dr þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�Vgrid cos dr

ffi �2þ 4 �Xc
�Q�gsc

q

2
ð87Þ

where �P�gsc and �Q�gsc are the power references.

5.3.3 Dynamic Simulation of DFIG Wind Turbine

To illustrate the performance of a DFIG wind turbine, the response of this wind
turbine is simulated under wind fluctuations and a grid fault.

Figures 37, 38, 39 illustrate the performance of a DFIG wind turbine experi-
encing an incoming wind as shown in Fig. 10, when connected to an infinite bus.
In the simulation, the three control systems described for the MSC (shown in
Figs. 29, 30, 31) are compared, so that a DFIG wind turbine controlled by one of
these control system is simulated.

To illustrate the capabilities of this wind turbine to regulate the production
(active and reactive powers), in the simulation performed, the wind turbine is
demanded to operate as follows:

• It produces the maximum possible output power injected to the grid during the
first 60 s.

• At 60 s, the wind turbine receives a 40 % reduction of the active power refer-
ence by a slope of 0.05.

• The wind turbine operates with the unity power factor during the first 80 s,
whereas it generates the maximum reactive power for the rest of the simulation,
with a slope of 0.05.

As it can be observed in the results, while the wind turbine receives winds below
rated (during the first 20 s), it generates below rated active power with variable
rotational speed achieving optimum power efficiency. In this case, the wind turbine
operates with a maximum power coefficient, and the pitch angle is kept at the
optimal value. DFIG wind turbine generates rated power between the 20 and 60 s,
since the incoming wind exceeds the rated wind. In the control system 1, the pitch
angle controller assures the rated power by acting on the pitch angle, and the �vqr

Fig. 36 Power transfer
between two sources
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controller keeps the rotational speed at the rated speed. Both for control systems 2
and 3, the �vqr controller adjusts the output power to the rated power and the pitch
angle controller limits the rotational speed to the rated speed.
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Fig. 37 DFIG response during active and reactive power regulation: Powers delivered to grid,
and stator and rotor active power
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The variability from the incoming wind and the speed limitation on the pitch
blade movement cause small variability on the output power for the wind turbine
control system 1 and on the rotational speed for the control systems 2 and 3. The
�vqr control, performed through the power converter, allows a perfect adjustment of
the rated speed for the control system 1 and the rated active power for the control
systems 2 and 3.

For the rest of the simulation, the wind turbine is able to generate the rated power
since it experiences winds above rated. However, the wind turbine is ordered to
reduce its output power to 0.6 p.u. (down power regulation). Notice that, although
the control systems 1 and 2 achieve the same performance of the control variables,
the wind turbine with control system 1 presents a higher variability on the response.
In this case, the pitch angle controller acts on the pitch angle achieving the refer-
ence power and the �vqr controller adjusts the rotational speed to 0.899 p.u., which is
derived from the power-speed curve according to the power reference. In control
system 2, the �vqr controller adjusts the output power to the reference derived from
the power-speed curve and the rotational speed, and the pitch angle controller
adjusts the rotational speed to 0.899 p.u derived from the power-speed curve and
the power reference. Finally, in the control system 3, the �vqr controller adjusts the
output power to the demanded power reference and the pitch angle controller keeps
the rotational speed to a constant rated speed value.

Notice that the wind turbine with control systems 1 and 2 generate the reference
power at below synchronous speed (0.899 p.u.), and therefore, the rotor winding
consumes active power, as it can be deduced from Fig. 22. On the other hand, the
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reference power for the control system 3 is achieved at the above synchronous
speed. In this case, both the stator and rotor winding generate active power, as it
can be derived from Fig. 22. With down power regulation, the wind turbines with
control systems 1 and 2 generate at the same rotational speed, and thus the �vqr

variable is controlled in the same way for both control systems. As the generation
speed is different for control system 3, the wind turbine control system requires a
different value of �vqr. Furthermore, the wind turbine commanded with control
system 3 requires less pitch angle than the control systems 1 and 2, and as the
rotational speed is higher, the tip ratio is different. This fact justifies the differences
in the pitch angle, since the reduction of the power coefficient required is achieved
from a different pitch angle.

During the first 80 s, the wind turbine operates with the unity power factor,
whereas it generates the maximum reactive power. It is worthy of note that
the reactive power and the direct component of the rotor voltage �vdr increase when
the wind turbine changes its operating mode from the unity power factor to the
maximum reactive power.

When the wind turbine operates without down power regulation (during the first
60 s of the performed simulation), the three control systems present the same per-
formance for the �vdr control. Although it is worth mentioning a higher variability on
the reactive power of the wind turbine commanded with the control system 1, due to
the commented variability on the active power. For the remainder of the simulation,
when down power regulation is required, the performance of the control systems 1
and 2 for the �vdr control are similar. However, they differ from the control system 3.
In the operation with down power regulation, the wind turbines with control systems
1 and 2 operate at below synchronous speed, and therefore the stator winding
generates power, while the rotor winding takes power from the grid. In the control
system 3, the wind turbine operates at above synchronous speed, and both stator and
rotor winding generate power. Hence, the wind turbine with control system 3
requires less stator power, and as the maximum reactive power depends on the stator
power, this wind turbine is able to generate higher reactive power.

Figures 40 and 41 illustrate the performance of a DFIG wind turbine during a
voltage dip, when connected to an infinite bus. In this case, it is considered that the
voltage of the infinite bus drops a 40 % during 0.2 s, and after the fault the voltage
starts to recover. During the simulation, the wind speed incident on the wind
turbine is assumed constant and the wind turbine is demanded to operate with unity
power factor. The responses obtained by using the fifth and third order model of
the induction generator are again compared. When the voltage dip reaches the
wind turbine, it can be seen that the generated active power falls, while the
mechanical power does not change and therefore the wind turbine accelerates.
When the voltage starts to recover, as the rotational speed has increased, a tran-
sient period follows, but it is more smooth than FS-SCIG due to the power con-
verters. The fifth order model shows an oscillatory response that is not observed in
the response obtained with the third order model, because only the fundamental
frequency component are represented.

Modelling and Control of Wind Turbines 487



5.4 Direct Drive Synchronous Generator

A direct-drive synchronous generator uses a synchronous generator whose rotor
presents a large number of poles and whose stator windings are connected to the
grid through a full-scale power converter. The large number of poles mounted on
the rotor allows the generator to operate at low speeds. This means that the
gearbox can be omitted, and the generator is directly coupled to the wind turbine
rotor. The rotor excitation can be obtained by means of either a current-carrying
winding (electrically excited synchronous generator, EESG) or permanent magnets
(permanent magnet synchronous generator, PMSG). Figure 42 shows the typical
configuration of a direct-drive ESSG and PMSG wind turbine.

Synchronous generators combined with a full-scale power converter are an
attractive concept for wind turbines. Such wind turbines have the advantage of
being able to fully control the speed range from 0 to 100 % of the synchronous
speed, and support both reactive power compensation and smooth grid connection.
The rating of the power converter corresponds to the rated power of the generator
plus losses. This power converter controls power flow to the grid. In addition, it
decouples the electrical grid frequency and the mechanical rotor frequency, and
controls the generator speed, thus enabling variable speed generation. Due to the
variable speed operation, it presents a wide range of advantages, such as reduced
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mechanical stress, increased power capture, reduced acoustical noise, and finally,
high control capability, which is a prime concern for the grid integration of large
wind farms. This wind turbine also includes blade pitch angle control in order to
limit the power extracted from the wind. Compared with the DFIG, this type of
wind turbine is slightly more efficient, and from an electrical engineering per-
spective, it is somewhat less complicated, and easier to construct. However it has
the disadvantageous of being more expensive [16].

5.4.1 DDSG Generation System

Synchronous Generator: EESG and PMSG

The behaviour of a EESG can be described by means of a sixth order model,
expressed in a dq coordinate reference frame aligned with the magnetic axis of the
rotor and rotating at rotor speed xr. This model is composed of five electrical
differential equations (two equations for the stator voltages and three for the rotor
voltages) and the mechanical differential equation, described by Eq. (19). The
electrical equations, expressed in per unit, are given by [5, 15]:
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Stator voltage equations:

�vds ¼ ��Rs ��ids � �xe � �wqs þ
1
xb
� d

dt
�wds ð88Þ

�vqs ¼ ��Rs ��iqs þ �xe � �wds þ
1
xb
� d

dt
�wqs: ð89Þ

Rotor voltage equations:

�vdf ¼ �Rdf ��idf þ
1
xb
� d

dt
�wdf ð90Þ

0 ¼ �Rdk ��idk þ
1
xb
� d

dt
�wdk ð91Þ

Fig. 42 Direct-drive wind turbine configuration. a EESG. b PMSG
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0 ¼ �Rqk ��iqk þ
1
xb
� d

dt
�wqk ð92Þ

where index f refers to field winding and k refers to damping winding.
The electrical speed xe is derived from the mechanical rotor speed xr and the

number of generator poles np.

fe ¼
np

2
� fm ¼

np

2
� xr

2 � p ð93Þ

xe ¼ 2 � p � fe ¼
np

2
� xr: ð94Þ

The stator and rotor fluxes are expressed as

Stator flux equations:

�wds ¼ ��Lls ��ids þ �Ldm � ��ids þ�idf þ�idk

ffi �
¼ ��Lds ��ids þ �Ldm � �idf þ�idk

ffi �
ð95Þ

�wqs ¼ ��Lls ��iqs þ �Lqm � ��iqs þ�iqk

ffi �
¼ ��Lqs ��iqs þ �Lqm ��iqk: ð96Þ

Rotor flux equations:

�wdf ¼ �Llf ��idf þ �Ldm � ��ids þ�idf þ�idk

ffi �
ð97Þ

�wdk ¼ �Lldk ��idk þ �Ldm � ��ids þ�idf þ�idk

ffi �
ð98Þ

�wqk ¼ �Llqk ��iqk þ �Lqm � ��iqs þ�iqk

ffi �
ð99Þ

where �Lls is the stator leakage inductance, �Ldm and �Lqm are the mutual inductances
in d- and q-axis, �Llf is the field inductance, �Lldk and �Llqk are the damping winding
inductance in d- and q-axis, and �Lds ¼ �Lls þ �Ldm and �Lqs ¼ �Lls þ �Lqm are the stator
inductance in d- and q-axis.

The electromagnetic torque is expressed as

�Te ¼ �wds ��iqs � �wqs ��ids: ð100Þ

The stator active and reactive powers can be obtained as follows

�Ps ¼ �uds ��ids þ �uqs ��iqs ð101Þ

�Qs ¼ �uqs ��ids � �uds ��iqs: ð102Þ

In case of a PMSG, permanent magnets induces a constant flux in stator phases
�wpm, and therefore, its behaviour is commonly expressed by a third order model,
where the electrical equations are
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�vds ¼ ��Rs ��ids � �xe � �wqs þ
1
xb
� d

dt
�wds ð103Þ

�vqs ¼ ��Rs ��iqs þ �xe � �wds þ
1
xb
� d

dt
�wqs ð104Þ

�wds ¼ ��Lds ��ids þ �wpm ð105Þ

�wqs ¼ ��Lqs ��iqs: ð106Þ

The excitation voltage Eg generated by the permanent magnets is given by

�Eg ¼ �xe � �wpm: ð107Þ

For voltage and angle stability investigations, it has been also used the first
order model of a DDSG [5, 15]. This model is obtained by neglecting the flux
transients (d/dt terms) in previous electrical equations and only considering the
mechanical equation. Figure 43 shows the equivalent circuit corresponding to this
model for both EESG and PMSG.

In case of EESG without damping winding, the electrical equations can be
reduced as

Stator equations:

�vds ¼ ��Rs ��ids � �xe � �wqs ð108Þ

�vqs ¼ ��Rs ��iqs þ �xe � �wds ð109Þ

�wds ¼ ��Lds ��ids þ �Ldm ��idf ð110Þ

�wqs ¼ ��Lqs ��iqs: ð111Þ

Rotor equations:

�vdf ¼ �Rdf ��idf : ð112Þ

Fig. 43 Equivalent circuit of
DDSG for first order model
(steady state model)
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Substituting Eqs. (110) and (111) in the stator voltage equations, Eqs. (108) and
(109), it is obtained

�vds ¼ ��Rs ��ids þ �Xqs ��iqs ð113Þ

�vqs ¼ ��Rs ��iqs � �Xds ��ids þ �xe � �Ldm ��idf ð114Þ

where �Xds ¼ �xe � �Lds and �Xqs ¼ �xe � �Lqs

Solving �idf from Eq. (112) and substituting in Eq. (114) gives

�vqs ¼ ��Rs ��iqs � �Xds ��ids þ �xe � �Ldm �
�vdf

�Rdf
: ð115Þ

Defining the variable �Eg ¼ �xe � �Ldm � �vdf
�Rdf

, Eq. (115) is expressed as

�vqs ¼ ��Rs ��iqs � �Xds ��ids þ �Eg: ð116Þ

The terminal voltage vector �Vs ¼ �vds þ j �vqs can be expressed as

�Vs ¼ �vds þ j �vqs ¼ ��Rs � �ids þ j�iqs

ffi �
þ �Xqs ��iqs � j �Xds ��ids

ffi �
þ j �Eg: ð117Þ

Neglecting the saliency (�Xds ¼ �Xqs ¼ �Xs) and considering the current vector
�Is ¼ �ids þ j�iqs, the terminal voltage vector can be calculated as follows

�Vs ¼ �vds þ j �vqs ¼ � �Rs þ j �Xsð Þ � �Is þ j �Eg: ð118Þ

In case of PMSG, the electrical equations of the first order model are given by

�vds ¼ ��Rs ��ids � �xe � �wqs ð119Þ

�vqs ¼ ��Rs ��iqs þ �xe � �wds ð120Þ

�wds ¼ ��Lds ��ids þ �wpm ð121Þ

�wqs ¼ ��Lqs ��iqs: ð122Þ

Substituting Eqs. (121) and (122) in Eqs. (119) and (120), and considering the
lack of saliency in PMSG (�Xds ¼ �Xqs ¼ �Xs) gives

�vds ¼ ��Rs ��ids þ �Xs ��iqs ð123Þ

�vqs ¼ ��Rs ��iqs � �Xs ��ids þ ��xe � �wpm: ð124Þ

Following the same procedure as the described for EESG, it is obtained that the
terminal voltage vector of a PMSG can be expressed as

�Vs ¼ �vds þ j �vqs ¼ � �Rs þ j �Xsð Þ � �Is þ j �Eg ð125Þ
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where �Eg is the excitation voltage generated by the permanent magnets, given by
Eq. (107).

DDSG Power Converters

The converter topologies used for the full-scale power converter of a DDSG are:

1. An uncontrolled diode-based rectifier and a back-to-back IGBT bridge as GSC
controlling the operation of the generator, linked by a DC booster controlling
the DC link voltage (Fig. 44a). This configuration is very common for EESG,
although it is also used for PMSG.

2. Two back-to-back IGBT bridges, the MSC and GSC, linked by a DC bus
(Fig. 44b). The three-phase AC output of the generator is rectified, and the DC
output from the rectifier is fed to an IGBT-based inverter. The MSC allows the
generator active power control, and the control of stator current, reactive power
or stator voltage, depending on the control strategy applied to the converter

Fig. 44 Converter topology for a direct-drive wind turbine. a Diode-based rectifier and booster
converter. b Two back-to-back voltage source converters (PWM-SVC)
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[19]. The GSC has a back-to-back IGBT inverter that assures the active power
exchange from the generator the grid, and generates or absorbs reactive power
in order to operate at the desired power factor or terminal voltage. This con-
figuration is very common, especially for PMSG.

5.4.2 DDSG Control System

As does DFIG wind turbine, the aims of the control system for a DDSG wind
turbine are the following:

• To maximise the power extracted from the wind for a wide range of wind speeds
(also known as power optimisation);

• To limit the output power to rated power for high winds (power limitation);
• To adjust both the active and reactive power to a desirable set point (power

regulation);
• To adjust the voltage at the grid connection point to a desirable set point

(voltage regulation).
• To work effectively, the power converter must be controlled along with the

blade pitch angle control.

Control of Power Converter with Diode-Based Rectifier and Booster Converter
and GSC

The control scheme of the converter topology with uncontrolled diode-based
rectifier and booster converter and GSC is shown in Fig. 45 [1].

In this configuration, the DC booster converter is controlled in order to maintain
the DC-link capacitor voltage at a set value, which assures the active power
exchange from the DDSG to grid. An appropriate control of the fraction of time
that the converter is conducting (duty cycle) allows the DC-link voltage control.

The GSC is normally controlled in the following way: (1) to control the active
power delivered by DDSG to grid; (2) to operate with unity power factor, although
it could be controlled by the reactive power or terminal voltage.

Similarly, vector and load angle control techniques can be applied to the GSC
in order to achieve these objectives. The vector control is the most widely used
control technique.

1. Vector control

The model of the GSC can be expressed by Eqs. (74)–(81), where �idc and �iqc

represents the total current delivered to grid by the DDSG (�idg and �iqg), because it
uses a full-scale power converter.
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As deduced from Eqs. (80) and (81), the active and reactive power control can
be achieved by controlling the direct and quadrature current components,
respectively.

The current components cannot be controlled independently by the GSC
voltage components due to the cross-coupling effects, so that the decoupling feed-
forward compensation defined in Eqs (82) and (83) must be used.

The decoupled control of the active power and reactive power/voltage is then
performed in this converter by acting on the GSC voltage components: the active
power control is performed by �vdc, and the reactive power/terminal voltage is
controlled by �vqc. This converter can be modelled as a current-controlled voltage
source. Figure 46 illustrates the control system of the GSC.

The �vdc controller controls the active power that DDSG delivers to grid. The
power reference is obtained from the power-speed control curve and rotational
speed. The �vqc controller allows the reactive power control or voltage control.

2. Load angle control

Similarly, the magnitude and angle of the GSC voltage vector can be used to
control the active power and the terminal voltage or reactive power delivered to
grid (see configuration shown in Fig. 47). It is justified as follows.

The power transfer between the GSC and the grid can be expressed by Eqs. (84)
and (85). From these equations, it can be deduced that the active power depends
mainly on the load angle dr and the reactive power depends mainly on voltage
magnitudes, specifically on the GSC voltage �Vgsc when the grid voltage is assumed
constant.

In this control scheme, the active power reference is obtained from the power-
speed control curve and rotational speed. The reactive power reference is derived

Fig. 45 Control scheme of power converter with diode-based rectifier and booster converter and
GSC
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from the terminal voltage control loop, when terminal voltage control is applied to
GSC, as shown in Fig. 47. When reactive power control is applied to the GSC, the
demanded power is used as power reference.

Control of MSC and GSC

Figure 48 shows the control scheme of the converter topology with two back-
to-back IGBT bridges, the MSC and GSC, linked by a DC bus.

The MSC commonly controls the active power generated by the DDSG. It
drives the wind turbine to achieve the optimum power efficiency for below

Fig. 46 Control scheme of the GSC vector control when used power converter with diode-based
rectifier and booster converter. a Active power controller (�vdc controller). b Reactive power/
voltage controller (�vqc controller)

Fig. 47 Load angle control
of GSC
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nominal winds (power optimisation), to limit the output power to the rated value
for above nominal winds (power limitation), or to adjust the active power to the
power reference when power regulation is required (power regulation).

The GSC is normally controlled in the following way: (1) to maintain the
DC-link capacitor voltage at a set value, which assures the active power exchange
from the PMSG to grid; (2) to maintain the reactive power exchange to the grid,
which guarantees a desirable power factor or terminal voltage during the wind
turbine operation.

Although the control of both converters can be performed by using a different
control scheme [1]. In this case, the MSC regulates DC-voltage through the d-axis
current and AC-voltage through the q-axis current controller. In case of EESG
with AVR, reactive power could be controlled instead of AC-voltage, because
AVR allows the control of the generator voltage by acting on the excitation
current. The GSC control is performed in the same way as explained for the
configuration with diode-based rectifier and booster converter and GSC. Thus, the
GSC allows the control of the active power delivered by DDSG to grid, and
the operation with unity power factor, although it could be used to control the
reactive power or terminal voltage.

The vector is the most widely used control technique for the MSC and GSC,
although the load angle control can be also used. The load angle control is simpler,
however it is not so effective as the vector control during transient events.

1. MSC control

In the load angle control, the magnitude and angle of the MSG voltage vector
are used to control independently the active and reactive powers of the generator,
as shown in Fig. 49. It is justified as follows.

Fig. 48 Control scheme of MSC and GSC
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The active and reactive power flows between the generator internal voltage �Eg

and the voltage at the MSC terminal �Vs depends on the synchronous reactance �Xs

and the phase angle between both voltages ds. Assuming small values of phase
angle ds, the active and reactive power flows can be expressed as

�Ps ¼
�Eg �Vs

�Xs
sin ds �

�Eg �Vs

�Xs
ds ð126Þ

�Qs ¼
�E2

g

�Xs
�

�Eg �Vs

�Xs
cos ds �

�E2
g

�Xs
�

�Eg �Vs

�Xs
: ð127Þ

From Eqs. (126) and (127), it can be concluded that the active power �Ps

depends on the phase angle ds and the reactive power �Qs depends on the magnitude
of the voltage at the MSC terminal �Vs, because the magnitude of the voltage �Eg

does not vary significantly during transient events of short duration. Commonly,
the MSC is controlled to keep the reactive power at zero and to generate the active
power derived from the power-speed control curve and rotational speed.

The vector control of the MSC is performed by using the dq components of
stator current. The electromagnetic torque can be expressed as

�Te ¼ �wm ��iqs � �Lds � �Lqs

ffi �
��ids ��iqs ð128Þ

where

�wm ¼
�Ldm ��idf for EESG
�wpm for PMSG

:

	

In case of EESG with salient pole rotor,�ids is controlled so that its value is zero for
the vector control. Then, the electromagnetic torque can be controlled by acting on�iqs

�Te ¼ �wm ��iqs: ð129Þ

In case of EESG with non-salient pole rotor or PMSG, the generator exhibits
negligible saliency, so that the generator direct and quadrature inductances are
identical (�Lds ¼ �Lqs). The electrical torque is then given by Eq. (128). In this case,

Fig. 49 Load angle control
of the MSC. a Active power
controller. b Reactive power
controller

Modelling and Control of Wind Turbines 499



different control strategies can be applied to the MSC [19]. All of these strategies
are based on controlling the electrical torque and active power of the generator by
acting on �iqs: (1) minimum stator current control; (2) unity power factor control;
(3) constant stator voltage control.

In minimum stator current control, �ids is controlled so that its value is zero.
However, this control strategy requires increasing the converter rating since the
reactive power of the generator is not zero as derived from Eq. (102).

The unity power factor control of the generator can be achieved by using �ids in
order to compensate the reactive power demand of the generator. This control
strategy minimises the converter rating. However, because the stator voltage is not
directly controlled in PMSG and varies depending on speed, this control strategy
could cause over-voltages for the converter and generator in the event of over-
speeds.

In constant stator voltage control, the stator voltage of PMSG is controlled
instead of the reactive power. The generator electrical torque and active power are
controlled by acting on �iqs. This makes it possible to control the stator voltage by
acting on �ids, as deduced from Eq. (123). In this case, the generator and converter
always operate at the rated voltage for which they were designed and optimised.
Moreover, there is no risk of over-voltage and saturation of converter at high
speeds. However, this control again requires increasing the converter rating, due to
the reactive power demand of the generator.

The stator current components cannot be controlled independently by the stator
voltage components because of the cross-coupling effects shown in Eqs. (113) and
(114) for EESG and Eqs. (123) and (124) for PMSG. The cross-coupling effects
can be cancelled by feed-forward compensation.

�vds ¼ ��v0ds þ �Xqs ��iqs ð130Þ

�vqs ¼ ��v0qs � �Xds ��ids þ �Eg: ð131Þ

The decoupled control of the active power and stator voltage is then performed
in this converter by acting on the stator voltage components: the active power
control is performed by �vqs, and the stator voltage is controlled by �vds. In fact, this
converter can be modelled as a current-controlled voltage source. Figure 50
illustrates the control system of the MSC [11].

The �vds controller (Fig. 50a) determines the direct component of the stator
voltage in order to maintain the rated stator voltage. The �vqs controller (Fig. 50b) is
an active power controller that controls output power by acting on the quadrature
component of the stator voltage. This controller has a selector for the choice of
operating mode. Two operating modes can be selected: power optimization/limi-
tation and down power regulation. In the power optimization/limitation mode, the
controller uses the rotational speed to define the reference power from the power-
speed curve. The wind turbine can then be operated with variable speed, thus
maximising the power extracted from the wind for below nominal winds or lim-
iting the output power to rated power in wind conditions above nominal wind
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speed. In the down power regulation mode, the controller uses the power set point
established for the wind turbine, instead of the power reference derived from the
power-speed curve.

MSC is controlled in collaboration with the blade pitch angle controller, whose
control scheme is shown in Fig. 51. This controller adjusts the pitch angle
reducing the power coefficient, and thus, the power extracted from the wind, when
the rotational speed increases up to the rated speed. It maintains the optimal pitch
angle when the generator speed is less than the rated speed, and thus, the wind
turbine operates with optimum power efficiency. On the other hand, when the wind
turbine operates with power limitation or down power regulation strategies, this
controller limits the rotational speed to the rated speed. In fact, the blade pitch
angle controller acts as a rotational speed limiter in any operating conditions.

The control strategy can be summarized as follows:

• Power optimization strategy: In this case, the blade pitch angle controller keeps
the pitch angle at its optimal value, whereas the power controller of the MSC
acts on �vqs in order to maximize the power extracted from the wind.

• Power limitation strategy: The power controller of the MSC assures rated
power, and the pitch angle controller limits the rotational speed to the rated
speed.

Fig. 50 Vector control of the MSC. a Stator voltage controller (�vds controller). b Power
controller (�vqs controller)

Fig. 51 Blade pitch angle controller
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• Down power regulation strategy: In this case, the �vqs controller adjusts the
output power to the ordered set point, whereas the blade pitch angle controller
keeps the rotational speed at the rated speed.

2. GSC control

The GSC is controlled in the same way as explained for DFIG in section ‘‘GSC
Control’’: (1) to maintain the DC-link capacitor voltage at a set value, which
assures the active power exchange from the DFIG to grid; (2) to operate with unity
power factor, although it could be used to the reactive power and terminal voltage
control. Similarly, vector control and load angle control are the control techniques
used.

Figure 52 illustrates the vector control of the GSC used for PMSG in [11]. In
this case, the �vqc controller presents a selector to choose reactive power control or
voltage control. When the wind turbine operates as a PV node, the voltage con-
troller tries to adjust the voltage to the desired reference value �V�g . This controller

sets the reactive power reference �Q�g. The reactive power controller adjusts the

reactive power to the reference value �Q�g. A reactive power limiter is used, because
the maximum reactive power in this wind turbine depends on the generated active
power and the voltage as justified next.

The power capability of a PMSG wind turbine represents the maximum active
and reactive power that the wind turbine can exchange to the grid. These operating
limits depend on the power capability of the PSMG and its power converter
capability [7]. The operating limits depend on the following constraints.

1. The rated active power that the PMSG is capable of generating.

�Pg;max ¼ �Prated: ð132Þ

Fig. 52 Vector control scheme of the GSC. a DC link voltage controller (�vdc controller).
b Reactive power/generation voltage controller (�vqc controller)
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2. The maximum apparent power that the power converter can deliver to the grid.
This power depends on the rated grid voltage and the rated current of the power
switches or any other limiting element in the grid interface. When the operating
limits are represented at the PQ coordinate system, this constraint is represented
by a circumference centred at the coordinate system origin with radius �Sg;max.

�P2
g þ �Q2

g ¼ �S2
g;max ¼ �Vg � �Ig;max

ffi �2
: ð133Þ

3. The maximum root mean square (rms) voltage of the fundamental component
of the GSC voltage in turn depends on the DC bus voltage, on the modulation
technique used, and on the maximum amplitude modulation index allowed in
steady-state conditions. As the last two values are fixed, the reactive power
capacity depends on the DC link voltage. From the expressions of active and
reactive power delivered to grid by the power converter, and ignoring the grid
resistance, it follows that the resulting limits in steady state can be expressed by
the circumference:

�P2
g þ �Qg þ

�V2
g

�X

 !2

¼ ma �
�Vg � �Vdc

�X

� �2

ð134Þ

where ma is the amplitude modulation index.
It can be observed that for a given DC link voltage, the amplitude modulation

index plays the role of field excitation in a synchronous generator. Moreover, the
capability power depends on the grid voltage, as deduced from Eq. (134).

Figure 53 shows the active and reactive power capability that the PMSG wind
turbine, simulated in this chapter, is capable of generating, in which the three
constraints mentioned earlier are illustrated. As observed, for a given active power
generated, the maximum reactive power that the wind turbine can generate
decreases when the grid voltage increases, whereas the maximum reactive power
increases when the grid voltage decreases.

5.4.3 Dynamic Simulation of PMSG Wind Turbine

Figures 54, 55, 56 illustrate the performance of a PMSG wind turbine experi-
encing an incoming wind as shown in Fig. 10, when connected to an infinite bus.
In the simulation, vector control strategy is applied to both MSC and GSC, as
performed in [11]. It is considered that MSC controls the active power of the
PMSG, according to the operating conditions (optimisation power, power limita-
tion or power regulation), and the stator voltage in order to maintain the rated
value. In addition, the GSC is controlled to maintain the DC-link capacitor voltage
at a rated value, which assures the active power exchange from the DFIG to grid,
and to operate with unity power factor.
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To illustrate the capabilities of this wind turbine to regulate the production
(active and reactive powers), in the simulation performed, the wind turbine is
demanded to operate as follows:

Fig. 53 Active and reactive power capability of PMSG wind turbine
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• It produces the maximum possible output power injected to the grid during the
first 60 s.

• At 60 s, the wind turbine receives a 40 % reduction of the active power refer-
ence by a slope of 0.05.

• The wind turbine operates with the unity power factor during the first 80 s,
whereas it generates the maximum reactive power for the rest of the simulation,
with a slope of 0.05.

As can be seen, the wind turbine produces the maximum possible output power
injected into the grid during the first 60 s. While the wind turbine receives below
rated wind (during the first 20 s), it generates below rated active power with
variable rotational speed, thus achieving optimum power efficiency. In this case,
the wind turbine operates with a maximum efficiency, and the pitch angle is kept at
the optimal value. The wind turbine generates the rated power during 20–60 s
since the incoming wind exceeds the rated wind. In this case, with power limi-
tation, the power controller of the MSC adjusts the output power to the rated
power, and the pitch angle controller limits the rotational speed to the rated speed.
For the rest of the simulation, the wind turbine is able to generate the rated power
since it experiences above nominal wind. However the wind turbine is ordered to
reduce its output power to 0.6 p.u. (down power regulation) at 60 s by a slope of
0.05 p.u. With down power regulation, the power controller adjusts the output
power to the desired power reference, and the pitch angle controller keeps the
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Fig. 55 PMSG response during active and reactive power regulation: Torque, rotational speed
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rotational speed to a constant rated speed value. During the entire simulation, the
stator voltage controller of the MSC and the DC link voltage controller of the GSC
try to maintain the rated stator voltage and rated DC link voltage, respectively.

On the other hand, the reactive power controller of the GSC assures that the
wind turbine operated with a unity power factor during the first 80 s, and generates
the maximum reactive power ordered by a slope of 0.05 p.u. for the rest of the
simulation.

6 Conclusion

This chapter has presented a review of the modeling and control of the most
widely used wind turbines concepts for integration in large power system dynamic
simulations. The wind turbine concepts studied were: (1) fixed-speed squirrel cage
induction generator (FS-SCIG); (2) wound rotor induction generator (WRIG) with
variable rotor resistance (VRR); (3) doubly fed induction generator (DFIG); and
(4) direct drive synchronous generator (DDSG).

In power system dynamic simulations, the wind turbine rotor is represented by a
simplified model derived from the disk actuator theory, and the drive train is
commonly modeled by the two-mass model.

Regarding to the electrical system, only the fundamental frequency component
of voltages and currents is taken into account and higher harmonics are neglected,
as usual for power system dynamic simulations. In fact, the electrical generator is
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represented by a fundamental frequency model, and the power converters are
modelled as voltage/current source, since the internal dynamics of power converter
are not of interest, and the power converter is considered ideal.

For each wind turbine concept, a review of the modelling of electrical system
and control system used to achieve the operation desired (active power reference,
reactive power reference or terminal voltage reference, whenever possible) was
presented.
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Modelling and Control of Wind Parks

Carlos A. García, Luis M. Fernández and Francisco Jurado

Abstract Wind parks have experienced a great increase over the last years, from
small wind parks with a few wind turbines connected to utility distribution sys-
tems, to large wind parks connected to transmission networks that may be con-
sidered, from the network system operators point of view, as a single wind power
plant with operational capabilities similar to a conventional power plant. In this
chapter, three main aspects concern to wind park grid integration are considered:
the necessity of suitable wind park models for transient stability studies; the wind
park control to fulfill system requirements and the application of special devices to
enhance grid integration capabilities.

1 Introduction

Wind turbines can be grouped in a wind park to produce electric power as a
conventional power plant. A wind park consists of a few to several hundred wind
turbines over an extended area and integrated in an internal network composed by
medium voltage lines and connected to grid through a common substation and
feeder line.
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Wind parks have experienced a great increase over the last years, from small
wind parks with a few wind turbines connected to utility distribution systems, to
large wind parks connected to transmission networks that may be considered, from
the network system operators point of view, as a single wind power plant with
operational capabilities similar to a conventional power plant.

But, what does ‘operating with the same requirements as a conventional power
plant’ mean? To answer this question, are at least necessary three points of view:

• For system operators and utility companies, wind parks have to be integrated in
software packages for power system stability studies (dynamic studies). Thus,
suitable models are needed to evaluate wind parks at the same level as con-
ventional power plants. Nevertheless, the complexity of models is greater than
in case of conventional power plant models, because those are composed of a
high number of wind power generators, which require a particular study.

• System requirements are doing that wind parks operate at the same level than
conventional power plants, covering production demands or ensuring the sta-
bility and reliability of the system. For that reason, the main objective of the
wind park controller is to reach the power production setting in a similar way of
a conventional power plant and, in some cases, to provide advanced grid sup-
port. That is, active power and voltage regulation and reactive power and fre-
quency control. Hence, the wind park controller must to operate inside the park,
fulfilling the grid demands by appropriate generation strategies at wind turbine
level.

• To improve the wind park production and control capabilities, special devices
can be used to enhance wind turbine capabilities and smooth the output power
fluctuations caused by the wind speed variability, and thus enhance wind park
performance.

Under this scenario, this chapter gives an overall description of modelling and
control of wind parks from the point of view of their grid integration as a wind
power plant.

Section 2 presents a wide description of the wind parks models studied in the
literature, with the main focus on transitory stability studies. The wind park models
accuracy relies on detailed modelling of the applied wind turbine technology,
considered in a previous chapter. They allow a suitable simulation of the wind
parks behaviour under wind speed fluctuations and grid faults. The clearest model
(detailed model) represents all the wind turbines, with the necessary detail level of
the scope of study, and the model of the internal grid of the park. Its main problem
is related to the high order model if the wind park has a high number of wind
turbines. Additional wind park models can reduce the complexity of detailed
models based on the aggregation of the wind turbines in different ways: (1) a single
equivalent model, in which the entire wind turbines are represented by a single
unit; (2) a cluster equivalent model, in which the wind turbines with the same
characteristics and similar incoming winds are grouped in clusters; and (3) a
compound equivalent model, in which only the generation system of each wind
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turbine is aggregated in an equivalent one, while representing the mechanical
systems of all the individual wind turbines.

As wind power plants are today required to participate actively in the power
system operation, the grid connection requirements have been revised, demanding
an operational behaviour similar to those of conventional power plants. Thus, in
Sec 3, it is detailed some of these requirements: (1) Active power regulation and
frequency control, and (2) reactive power control and voltage regulation, as pre-
vious issue to the description of the control structure of wind parks. Following, an
overview of wind parks control structure is performed in this section, considering
the main controller as the leading component of the structure, assuring the wind
park production in a similar way as a conventional power plant. In addition,
dispatch control must define the power references of the wind turbines within the
wind park. Finally, an evolution of the main controller, the cluster management
system, is illustrated for controlling a group of wind parks connected to a certain
grid node.

One of the main issues is that wind power plants are becoming required to help
the power system quality, stability and reliability, and these requirements are
related to the availability of the wind and the technologies of the wind turbines.
Section 4 describes some special power electronics-based system such as Flexible
AC Transmission Systems (FACTS), which can be used in wind parks to improve
power and voltage control capabilities and in some cases, enhancing power
quality. Another way of improving wind power capabilities is to use an energy
storage system integrated in wind turbine.

2 Wind Park Modelling

Dynamic studies of wind parks, in which the main focus is to study their influence
on the electrical power system, are commonly called transitory stability studies.
These studies use time constants between 0.1 and thousands seconds and voltages
and powers as main variables. Their principal characteristic is that electrical
network transient can be neglected, though network model is typically represented
by fundamental frequency model. This consideration reduces the number of dif-
ferential equations of the model, increases integration time step and allows using
load flow algorithms.

As a result of the increase of wind capacity connected directly to transmission
systems, development of wind parks models and their integration into software
packages for power system stability has been stimulated. Some examples are PSS/E
(PTI), PowerFactory (DigSILENT), Netomac (SIEMENS) or Simpow (ABB).
Additionally, general-purpose software like MATLAB/Simulink (The Mathworks)
is regularly used for transient stabilities studies when dedicated software presents
restrictions in simulations [54]. The relevance of the restriction depends on the
scope of the investigation and on the characteristics of the component models.
Research institutes, universities, commercial entities and network operators have
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contributed to the development of accurate dynamic models adapted to their needs.
Hence, model validation is a key issue that taken up by International Energy
Agency (IEA) Wind Task 21. This international working group includes partici-
pants from nine countries, and has developed, from 2002 to 2006, a systematic
approach for model benchmark testing. The rationale for the proposed benchmark
testing is that dynamic wind generation models are being applied for assessing grid
connection of large wind parks, even though model accuracy is not always known.
This, at best, leads to uncertainty in the market, and, at worst, to an erroneous
design jeopardizing power system stability. The challenge is twofold. First, the
technology in modern wind parks is fairly complex, and their dynamic behaviour
may differ significantly depending on the wind turbine type and manufacturer’s
specific technical solutions. Thus, it is not trivial to develop accurate wind gen-
eration models. Second, model validation must be transparent and adequate for
providing confidence. In this respect, IEA Wind Task 21 has contributed by
describing a benchmark procedure and applying this procedure for testing
numerical wind generation models [26].

The wind park model has to allow the representation of the behaviour of all the
wind turbines within the wind park under normal conditions (wind fluctuations)
and abnormal conditions (grid faults). Accurate simulations of wind parks rely on
detailed modelling of the applied wind turbines, not only the type of technology
but specific variations in the same type. The benchmark test procedures suggested
by IEA Wind Task 21 consider operation during normal condition and response to
a voltage dip, and may include both validation against measurements and model-
to-model comparisons:

• Dynamic operation during normal conditions Model capability to simulate wind
parks characteristics power fluctuations with,

– Input: Wind speed time series (optionally voltage time series).
– Output: Powers and voltage (optionally) time series; power spectral density of

active power and short-term flicker emission.
• Dynamic operation during abnormal conditions (response to voltage dip) Model

capability to simulate wind parks response to voltage dip,

– Input Voltage time series and constant aerodynamic torque (optionally wind
speed time series).

– Output Powers and voltage time series.

2.1 Detailed Wind Park Models

Wind park models may be built to various level details depending on the scope of
the simulations. The clearest model is the detailed (complete) model, a one-to-one
approach that consists in representing all the wind turbines and the internal grid of
the park. In [49], a dynamic model of the Hagesholm wind park was implemented in
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power system simulation program DigSILENT, and verified against measurements
to assess the ability of the simulation models to predict the influence of the park on
the power quality characteristics of wind turbines specified in IEC61400-21.

In other cases, detailed models are necessary because the focus of the studies is
to evaluate the internal evolution of the wind park. Akhmatov [4] presents a large
offshore wind park model with eighty wind turbines to investigate how short-term
voltage stability can be affected by parameters fluctuation and controllability of
wind turbines in terms of dynamic stability limits. These studies include:

• In case of fixed-speed wind turbines, the necessity of dynamic compensation
units, like Static Var Compensator (SVC) or STATic Synchronous COMpen-
sator (STATCOM), adequate construction parameters or controllability of wind
turbine blade angle in case of grid faults to prevent fatal over-speeding.

• In case of wind turbines with double-outage induction generator and variable
rotor resistance, protection of the power electronics of the rotor converter shall
be taken in account, blocking power converter and establishing power reserves.

• In case of variable speed wind turbines equipped with DFIG and partial-load
frequency converters, the main challenge is to maintain interrupted operation of
wind turbines without use of dynamic reactive compensation when the control
feature with use of fast re-start of the rotor converters is applied.

• In case of variable speed wind turbines equipped direct-driven synchronous
generators connected to the grid through frequency converters, an accurate and
sufficiently detailed representation of the converter, its control and protective
sequences will be absolutely recommended for investigations of transient
voltage stability, because it determines the wind turbine operation during and
after the transient event in the power system.

When the scope of the studies is the internal grid of the wind park, detail
models are also necessary, like in [35], where a wind park with an internal DC
collection grid and the same layout as the wind park in Lillgrund (Sweden), with
48 wind turbines of 2.3 MW, located in 5 radial connected to an offshore platform,
is modelled in PSCAD/EMTDC to investigate dynamic operation both for normal
operation and for different faults conditions. In this case, the main key is the
suitable design of the DC/DC converters and DC bus, whose dynamics are much
faster than those of the wind turbine, which can be neglected, and its model can be
simplified with a current source connected to the DC/DC converter in the wind
turbine.

Another important aspect to consider in studies with detail models is to validate
them against measurements. With this consideration, project Erao-3 [42] intends to
find measurement of wind turbines and wind parks in the Netherlands for model
validation, under the area of IEA Annex XXI. These models can be used in wind
parks and local grid studies as well as for the development of more simple, reduced
order o aggregate models. In this project, Alsvik Wind Park was considered for
constant speed stall wind park dynamic model validation. Comparison of mea-
surements with simulations results showed that:
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• The frequency response results of the electrical variables are good if the mea-
sured voltage is used as input instead of using a grid model;

• The frequency response results of mechanical variables are less good, which
may partly be caused by grid voltage variation, which could not be used as input
because it was not measured;

• The results for the voltage dip were quite good, with some mismatch in the
damping.

Detailed models are also interesting when the scope of researches is the wind
parks integration in the network system. In this case, the different wind power
technologies establish the characteristics and control possibilities of wind parks.
Gjengedal [20] evaluates the dynamic performance of three technologies, and
performs a transient stability study in order to illustrate the differences between
fixed speed wind turbines—Danish concept—and variable speed wind turbines
(DFIG induction generator or PMSG with full converter). In order to compare the
wind generator technologies, dynamic simulations were performed for a wind park
with 75 wind turbines of 2 MW divided in clusters, and connected to a typical
132 kV rural grid in Norway. From the five requirements discussed (active and
reactive power control, frequency control, transient voltage control and three-
phase fault ride-through), fixed speed wind turbines have clearly less control
possibilities than variable speed wind turbine; all the technologies have difficulties
to ride-through faults that may imply additional costs; and alternative solution may
be to disconnect during a fault and reconnect shortly after the fault is cleared.

In the same scope, Cartwright et al. [9] present a voltage and reactive control
strategy for a variable speed wind park with 30 DFIG wind turbines of 2 MW.
Dynamic models of the wind turbines and converters are developed and simulation
results presented confirm the effectiveness of the control strategies within trans-
mission and distribution system implementations.

With the same philosophy, Tapia et al. [55] developed a complete model of a
wind park located in Navarra (north of Spain), composed of 33 DFIG wind tur-
bines of 660 KW. Simulations results of the model performance were obtained and
compared to the real performance of the wind park, only in case of wind fluctu-
ations, but not in case of abnormal conditions. The wind park model developed is
used for the wind park reactive power control.

The response obtained from complete wind park models is commonly used as
reference for validating aggregated models. Slootweg [47] investigates an aggre-
gation approach to be used for both fixed and variable speed wind parks, by
comparing the simulation response of a detailed and an aggregated wind park
models for different operating conditions. It is concluded from this study that in
normal operating conditions, in which only wind speed changes occur, as well as
during faults, simulation results of the detailed and the aggregated models are
rather close. The same conclusion can be found in [15] and [16], where the authors
present aggregated models of wind parks with SCIG and DFIG wind turbines,
which are validated by means of comparison with the complete wind park models.
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Complete wind park model is always composed of all the wind turbine models
of the park, with the necessary detail level of the scope of study, and the model of
the internal grid of the wind park. Wind turbine models, as usual in dynamic
studies, can be divided in two systems:

• The mechanical system, composed of the rotor (modelled as an ideal rotor disk)
and the drive train (modelled, at least, by the two-mass model).

• The generation system, composed of the generator (SCIG, DFIG or PMSG),
modelled with the first, third or fifth order model, depending on the scope of the
studies. And, depending on the generation system, electronic power converters
composed of two converters linked by a DC bus, modelled, in some cases, by
neglecting converter dynamics.

Internal grid of the park has to be modelled including low voltage lines between
wind turbines and transformers, medium voltage lines to internal substation and
line feeder to the point of common couple (PCC). As usual in power systems
simulation, electromagnetic transient are neglected, and all the elements of the grid
are represented by constant impedances [55].

As example, a fixed-speed wind park structure is considered, as seen in Fig. 1.
The park has a radial structure with twelve wind turbines in two clusters. The first
one is composed of six 350 kW turbines and the other has six 500 kW wind
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turbines. Every pair of turbines has a common low voltage-medium voltage
transformer to the medium voltage internal lines of the grid. These lines are
connected to a medium voltage-high voltage transformer (substation of the park),
and a line feeder connect them to the grid at the PCC. Fig. 1a shows the radial
structure of the wind park, while Fig. 1b represents the impedances of the
equivalent circuit of the internal network.

In this figure, Zli is the low voltage line impedance of wind turbine i; Zlmj is
short-circuit impedance of the low/medium voltage transformer j; Zmj is the
medium voltage line impedance of the j line; Zmh is the short-circuit impedance of
the medium/high transformer and Zf is the feeder impedance of the wind park.

In addition, the model of the wind park must include all the necessary devices
to control generated power, the voltage and the frequency at the point of common
coupling, or enhance generated power quality.

2.2 Equivalent Models of Wind Parks

Nevertheless, detailed model presents a main problem, they are high order models
if the wind park has high number of wind turbines, and therefore the simulation
time is long, because of the excessive number of equations to be computed. The
complexity of the wind park model and the simulation time can be reduced by
using equivalent models instead of detail models. These equivalent models result
from the aggregation of the individual wind turbines into an aggregated model,
whose characteristics depend on the input signals and the elements of the wind
park. Thus, the models can be qualified in several groups depending on the wind
speed that receive every wind turbine and the types and rated values of the
machines that compose the park.

The most simply aggregation method is described in [4, 19, 41]. It consists in
considering the same incoming wind to all the wind turbines of the wind park
(wind speed differences are small in every location) and identical wind turbines
(same mechanical and generation model). Thus, the aggregation model can be
represented as one equivalent wind turbine with the same mechanical and gen-
eration models (identical parameters in per unit) as the individual ones, but with a
rated power given as:

Seq ¼
Xn

i¼1

Si ð1Þ

where Si is rated power of the wind turbine i and n is the number of machines in
the park [41].

Nevertheless, these ideal conditions are not the usual in case of large wind park
with a great number of wind turbines (wind speed differences cannot be neglec-
ted), or if the wind parks are composed of different types of wind turbines or if
they have different rated powers [37]. In these cases, the whole wind park is
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represented by a variable number of equivalent wind turbines obtained from a
simple aggregation method that consists in representing as much single equivalent
wind turbines as groups (clusters) of identical wind turbines that experiencing
similar incoming wind speeds are in the park.

Figure 2 shows an aggregated model of the wind park proposed in Fig. 1,
considering that the six 350 kW wind turbines experience the same incoming wind
and the six 500 kW wind turbines operates under similar wind speeds (with small
differences).

As can be seen in Fig. 2, the first group of six 350 kW wind turbines (cluster 1)
is replaced by an equivalent wind turbine that receive the same incoming wind as
the individual wind turbines and has a rated power given by Eq. (1). The second
group of six 500 kW wind turbines (cluster 2) experience similar incoming winds,
but not identical. In this case, as illustrated in [16], an equivalent of the winds
incident on the aggregated wind turbines can be used as wind incident on the
equivalent wind turbine of 3 MW rated power, obtained from Eq. (1). This
equivalent wind is obtained from the average of the incoming winds that experi-
ence every unit of the cluster. It is useful for wind parks located on topographically
simple terrains (e.g. smooth land or off-shore) with wind turbines organized in
rows at right angles to the prevailing wind direction. The wind turbines belonging
to the same rows usually present similar winds, whereas the winds incident on
each row are different because of shadowing between wind turbines (park effect).
Akhmatov and Knudsen [5] consider this distribution pattern in the aggregated
model of a large offshore wind park composed of seventy-two fixed-speed wind
turbines of 2 MW rated power, whose internal network is organized in six rows
with twelve wind turbines in each one. In this case, every row of wind turbines
operates at the same wind conditions (same operational point). Thus, the whole
wind park can be separated in six groups, composing each one of twelve wind
turbines, that can be represented by one equivalent wind turbine with a rated power
twelve times higher than that of the individuals.

Cluster 1: 350 kW
Equivalent wind turbine

Z lm,e1

Z lm,e2

Z ma Z f 

WT 

IPN

WT 

Cluster 2: 500 kW
Equivalent wind turbine

Fig. 2 Cluster representation of the aggregated model of the fixed speed wind park shown in
Fig. 1a
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Following this assumption, a step further is presented in [14], where it is
considered a new equivalent wind model in case of different incoming winds. This
equivalent wind is derived from the power curve of the wind turbines in order to
obtain an approximation of the power generated by the wind park as sum of the
individual powers that generates each one according to its incoming wind. This
equivalent wind is used as wind incident on a re-scaled wind turbine that aggre-
gates the identical wind turbines of the wind park. The resulting model was
compared with a clustering aggregated model, formed by groups of wind turbines
that experience similar incoming winds, whose equivalent model receives the
average of the incident winds of the group. The results analysis shows that the
equivalent wind turbine with average incoming wind must be only used for units
that experience similar winds (differences less than 2 m/s), while, in case of dif-
ferent winds, the equivalent model with the equivalent incoming wind enables the
aggregation of all the wind turbines of a wind park into a single equivalent one.

Figure 3 shows the wind models considered in the literature in case of aggre-
gated wind park models represented by a re-scaled individual wind turbine. Fig-
ure 3a presents the simplest wind model, where every wind turbine experiences the
same wind speed (u). Figure 3b is useful for similar wind speeds, where the
average wind speed (uav) is the input to the re-scaled wind turbine. And finally,
Fig. 3c represents a more suitable wind model, where an equivalent wind speed
(ue), obtained from the power curve of the individual wind turbines, allows the
aggregation of all the wind turbines of the wind park, in case of different incoming
winds, into a single equivalent wind turbine (without clustering). This model
supposes the best way of reducing the model order and the simulation time,
achieving an adequate approximation of the collective response of the wind park
when carrying out dynamics simulations, e.g. in transient stability studies, when
the mechanical behaviour has generally no big impact on voltages and power flows
at PCC [43].

However, when simulating longer term dynamics, the aggregation of wind
turbines into an equivalent one, that experience an equivalent wind speed, cannot
predict the wind park’s behaviour with sufficient accuracy, due to the highly

.
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Fig. 3 Wind speed models: a constant wind speed model, b average wind speed model,
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nonlinearity of the mechanical system. A good compromise between model
accuracy and simulation time consists of aggregating just the generation systems
(generators, power converters and controls) and representing the mechanical
systems of all the individual wind turbines to be aggregated [43]. This ‘compound’
model is applied by [48] in case of variable speed wind turbines aggregation, since
there is no unique relation between a wind speed value and the generated power.
Therefore, the rotor speed of the individual wind turbines, combined in an
aggregated model, needs to be recorded in order to get a suitable approximation of
the generated power, with the following simplifications:

• The rotor model can be simplified by assuming that the wind turbine operates at
the optimal value of the power coefficient over the whole operating range.

• The rotor speed controlled is simplified by approximating the rotor speed versus
power control characteristic with a first order approximation.

• When the rotor speed is limited at its maximum value, the pitch angle controller
can be omitted.

Figure 4 shows the simplified variable speed wind turbine model and the
structure of the aggregated model of the wind park proposed in [48].

With the same philosophy, a ‘compound’ aggregated model is considered in
[16] for fixed speed wind parks, and in [15] for a DFIG variable speed wind parks,
located on topographically complex terrains (e.g. mountain ladder) or with widely
separated wind turbines. The aggregated models are represented by an equivalent
wind turbine with an aggregated generation system model and a simplified model
of each individual wind turbine, which approximates the operational point of each
one according to the incoming wind speed. These simplified models are composed
of the rotor (rotor disk model) and the drive train models (two masses-model), the
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Fig. 4 a Simplified model of variable wind turbine. b Structure of the aggregated model of
variable speed wind park
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blade pitch angle controller and the induction generator (first order model, rep-
resented by its mechanical equation). In case of fixed speed wind turbines
(Fig. 5a), the simplified model is completed by the steady-state generator model to
obtain the electrical torque and the calculation of the reactive power of each
individual wind turbine. In case of variable speed wind turbines (Fig. 5b), the
model includes the rotor speed controller represented by the power speed control
curve.

The simplified models of each wind turbine approximate their operation point
according to the corresponding incoming wind speed. The equivalent wind turbine
presents n-times the size of the individuals, with an equivalent generation system
composed of the equivalent induction generator (and power converter, in case
variable speed wind parks), represented by the same model of the individual
generation system, and with the same parameters at per unit. The equivalent wind
turbine presents an aggregated mechanical torque, obtained from the simplified
models, and used as incoming to the equivalent generation system in order to
calculate the equivalent generator mechanical torque.

The structure of the equivalent wind turbine without aggregation of mechanical
system is shown in Fig. 6, for both fixed speed wind parks (Fig. 6a) and variable
speed wind parks (Fig. 6b). Both models have the same structure, but, the
equivalent model for fixed speed wind turbines include compensating capacitors
with variable reactance for a suitable approximation of reactive power, due to the
great dependence of the reactive power on the active power and generation volt-
age. On the other hand, the equivalent model for variable speed wind turbines
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needs a suitable control of active and reactive power when the wind turbines are
operating with down power regulation. The active and reactive power references
of the equivalent wind turbine must be equal to the sum of the active and active
power references of the aggregated wind turbines.

The equivalent generation system is commonly represented by the same model
of the individual wind turbines and with the same mechanical and electrical
parameters at per unit [43]. Only a few authors have considered other methods of
aggregating generation system and always based on aggregation methods applied
to induction motors for transient stability. These aggregation methods can be seen
in [46], where it was applied the method proposed by Franklin and Morelato [18],
based on the steady-state theory of the induction motor and the equivalence cri-
terion of the active power absorbed. In the same way, Trudnowski et al. [57]
obtained the parameters of the equivalent generator using the method proposed by
Nozari and Kankam [40]. In this method, the equivalent parameters are calculated
from the rated power weighted average admittances of each branch of the
induction machine equivalent circuit.

Jin and Ju [29] obtained the parameters of an equivalent induction generator by
using a weighted average method based on the apparent power of the generator,
although their main contribution is a suitable method of clustering aggregation in
case of different kinds of wind turbines according to a slip coherency criterion.
They assumed that the synchronous generators present a coherent response if they
have similar rotor angles responses or the same rotor speed following a
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disturbance. However, they considered, with respect to the induction generator,
that the slight variety of the slip causes marked changes in both active and reactive
power, and the coherency analysis must be applied according to the slip response.
As result of the analysis, the wind turbines of a wind park can be clustered by the
value of the product of the rotor resistance by the combined inertia constants of the
generator and turbine. This criterion is in agreement with the index proposed by
Taleb et al. [52] as indicator for grouping induction machines.

The power converter and the control system of the equivalent wind turbine
keeps the same structure as the individual, excepting the blade pitch angle con-
troller in case of compound model, because the simplified model of each wind
turbine includes this control [15].

Finally, the equivalent wind turbine operates in an aggregated wind park net-
work, obtained from the equivalent of the lines and/or transformers of the common
network of aggregated wind turbines. As usual in dynamic power systems, the
internal network was commonly modelled by its static model, assuming that the
short-circuit impedance of the equivalent wind park must be equal to the short-
circuit impedance of the complete wind park [15]. Thus, Fig. 2 shows the
equivalent internal electrical network of the wind park showed in Fig. 1, where the
impedances Zlm,e1 and Zlm,e2 are the equivalents of the internal network of both
wind parks connected to the same feeder.

When the studies focuses on developing an equivalent wind park model for
power system planning studies, the equivalent internal network is modelled con-
sidering the criterion of apparent power losses, as can be seen in [39].

2.3 Wind Park Models Simulations

Some of the equivalent wind turbine models are implemented and verified their
dynamic responses by comparison with the complete model. Three cases are
studied in order to present results of the complete and reduced models of wind parks
for dynamic power system analysis during wind fluctuations and electrical faults.

2.3.1 Case 1: Normal Operation in a Variable Speed Wind Park
with Identical Wind Turbines

The wind park under consideration, Fig. 7, is composed of 6 DFIG wind turbines
of 2 MW organized into a network with two sections [15].

Figure 7a shows the radial structure of the wind park, while Fig. 7b shows the
impedances of the internal network. In this figure, Zlmij is the short-circuit impedance
of the low/medium voltage transformer of the wind turbine j of the branch i; Zmij is
the medium voltage line impedance of wind turbine j of the branch i; Zmi is the
medium voltage line impedance of the i branch; Zmh is the short-circuit impedance of
the medium/high transformer and Zf is the feeder impedance of the wind park.
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This variable speed wind park is evaluated under wind speed fluctuations with
different incoming wind between the wind turbines, as shown in test 1 of the
Fig. 8, where the most of the incoming wind speeds are near to the rated wind
speed.
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In this case, three models of the wind park presented in Fig. 7 are implemented:

• Complete model Composed of all the wind turbine models of the park and the
model of the internal grid of the wind park.

• A single equivalent model, as presented in [14] A re-scaled wind turbine that
experiences an equivalent wind speed obtained from the power curve of the
individuals.

• A compound equivalent model, as presented in [15] An equivalent wind turbine
with an aggregated generation system model and a simplified model of each
individual wind turbine approximating the operational points of each one
according to its incoming wind speed.

The evaluation of these models is performed by comparing their active and
reactive power responses for the incoming wind speeds of test 1 and considering
that all the wind turbines are operating with unity power factor and rated active
power reference.

Simulation results, presented in Fig. 9, show a high correspondence between
the response of the complete and equivalent wind turbines, with few discrepancies
in the compound equivalent model due to the approximation of the operational
point of every wind turbine achieved by its simplified model and the adjust of the
controller in the equivalent generation system.

2.3.2 Case 2: Normal Operation in a Fixed Speed Wind Park with Two
Different Wind Turbines

In this case, the wind park under consideration is shown in Fig. 1. It presents a
radial structure with six 350 kW wind turbines organized in three branch with two
wind turbines for each one, and others six wind turbines of 500 kW of rated power
with the same organization.

Twelve wind speed time series are used to evaluate the behaviour of the fixed-
speed wind park under wind fluctuation, as shown in test 2 of Fig. 8. The 350 KW
wind turbines experience different wind speeds between 11.7 and 13.5 m/s (under
rated wind speed) and the 500 kW wind turbines experience wind speeds between
17 and 19 m/s (above rated wind speed).

As in the case 1, three models of this fixed speed wind park are implemented:

• Complete model Representing all the individual wind turbines.
• A compound equivalent model A simplified model of each wind turbine, as

presented in [14], is used to aggregate the mechanical torque as incoming to an
equivalent generation system, which is obtained from the aggregation of all the
individual induction generators, applying the method proposed in [18].

• A cluster equivalent wind model It presents the same model than that proposed
in [16], but with two clusters composed each one by a single equivalent model
of six wind turbines.
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The comparison of these models is shown in Fig. 10. It is performed assuming
that the compensating capacitor banks of every wind turbine are designed to
achieve unity power factor (zero reactive power) with rated incoming wind speed.

Analysing the simulation results presented in Fig. 10, it can be concluded that
the equivalent models allow an accurate approximation of the dynamic response of
the wind park with two different wind turbines. The best results are obtained by the
equivalent wind park model without aggregation of the mechanical system
(compound equivalent model). The equivalent wind model, organized in two
clusters as shown in Fig. 2, presents worst results, because a worst approximation
of mechanical torque obtained from the equivalent wind that experiences the
single equivalent re-scaled model of the cluster 1, where all the wind turbines
receive incoming wind speeds above the rated value.

As summary, regarding the simulation time, an approximate reduction of 93 %
is obtained for the cluster equivalent wind model and 72 % for the compound
equivalent model of the wind park shown in Fig. 1.
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2.3.3 Case 3: Abnormal Operation (Response to Voltage Dip)
in a Variable Speed Wind Park with Two Different Wind
Turbines

The equivalent models are evaluated during grid disturbances for two variable
speed wind parks connected to the same feeder, the first of them with 6 wind
turbines of 660 kW and the other with 6 wind turbines of 2 MW of rated power, as
depicted in Fig. 11.

Figure 11a shows the radial structure of the wind parks, while Fig. 11b shows
the impedances of the internal network. In this figure, Zlmij is short-circuit
impedance of the low/medium voltage transformer of the wind turbine j of the
branch i; Zmij is the medium voltage line impedance of wind turbine j of the branch
i; Zmi is the medium voltage line impedance of the i branch; Zmhk is the short-
circuit impedance of the medium/high transformer of the wind park k; and Zf is the
feeder impedance of the wind parks.

To verify adequately the robustness of the equivalent models, a voltage dip at
the PCC is considered, with 0.8 p.u. of depth and a width of 1 s. As usual in short
term stability simulations, constant incoming winds are assumed, with different
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values above the rated wind speed for both types of wind turbines. Figure 12
shows the power response during the slow voltage dip. The simulation results of
the complete and equivalent models show a high correspondence, although a little
faster and less damped in the equivalent models.

Figure 13 shows the voltage at the PCC to grid and the wind turbine voltage at
every wind turbine of the complete wind park and at the aggregated wind turbine
of each equivalent model. In this case, the voltage recovery in the compound
model is slower than that obtained with the equivalent model, where only one re-
scaled wind turbine represents the whole wind park.

3 Wind Park Control System

Until relatively recently, wind parks have commonly operated delivering the
available energy to the grid. Hence, the wind turbines maximized the energy
captured from the wind, without exceeding generator limits and operating with
unity power factor (zero reactive power). However, the wind parks production has
been voluntarily reduced by disconnecting wind turbines from the grid at special
conditions (especially during low consumption periods or strong winds). During
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these conditions, system operators recommended the reduction of wind parks
production in order to maintain the stability and reliability of the power systems
with high wind power penetration.

The increase of wind power penetration on power systems has led to partial
substitution of conventional power plants by current wind parks. Therefore, large
wind parks are today required to participate actively in the power system operation
as conventional power plants. Thus, the system operators have revised the grid
connection requirements for wind parks, demanding an operational behaviour with
several control tasks similar to those of conventional power plants [28]. The
requirements encountered in the majority of grid codes, concerning to the wind
park interconnection, including [51, 58]:

• Fault ride-through Wind parks connected to transmission networks must
withstand voltage dips to a certain percentage of the nominal voltage and for a
specified duration. Some of the grid codes prescribe that wind parks should
support the grid by generating reactive power during a network fault, to support
and faster restore the grid voltage.
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• System voltage and frequency limits Wind parks must be capable of operating
continuously within the voltage and frequency variation limits encountered in
normal operation of the system.

• Active power regulation and frequency control Wind parks should control their
active power output to a defined level, either by disconnecting turbines or by
pitch control action. In addition wind parks are required to provide frequency
response, regulating their active output power according to the frequency
deviations.

• Reactive power/power factor/voltage regulation Some grid codes demand from
wind parks to provide reactive output regulation, often in response to power
system voltage variations, like conventional power plants.

A main consideration to operational behaviour of large wind park is the tech-
nology of the generation system of the wind turbines, affecting the influence on the
grid [20]:

• Fixed speed wind turbines These wind turbines are based on an induction
generator directly connected to grid (Danish concept). In passive stall applica-
tion, the blades are kept at a fixed angle, while in active or semi-active stall the
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control is used to compensate for wind variations. The induction generator
draws reactive power, which might be supplied from the grid or from installed
compensation equipments (capacitor banks or FACTS, Flexible AC Transmis-
sion Systems). The dynamic response and controllability are therefore poor
compared with variable speed wind parks.

• Variable speed wind turbines The generation system is composed of a variable
speed generator, that have the ability to control both the active and reactive
power delivered to the grid, optimizing the grid integration with respect to
steady state conditions, power quality, voltage and angular stability [34]. Two
main types of generation system can be found:

– The variable speed wind turbine with Doubly Fed Induction Generator (DFIG)
The generation system can be controlled with a back-to-back converter in the
rotor. It presents some difficulties to ride-through voltage dips, and the rotor
converter rating (typically 30 % of generator rated power) determines the fre-
quency response.

– The variable speed wind turbine with Permanent Magnetic Synchronous Gen-
erator (PMSG) It is connected through a full back to back converter that totally
decouples the generator from de grid. This provides maximum flexibility,
enabling full real and reactive power control and fault ride-through capability
during voltage dips.

A second consideration to their operational behaviour is how the internal net-
work of the wind parks is connected to the grid, especially for long distance power
transmission (e.g. offshore wind park), where High Voltage Direct Current
(HVDC) may be an interesting option. In this case, a common or a separated AC/
DC power converter system converts the AC voltage into a DC voltage and
transferred to a DC/AC power converter system that are connected to the grid [10].
This power converter decouples the wind turbines from the grid and can be used
for controlling the active and reactive power delivered to the grid and improving
their dynamic response.

3.1 Active Power Regulation and Frequency Control

The generated power in the power system must be in balance with the demand
from the loads and losses in the system [50]. The active power output of the
generators is determined by the mechanical power input from their prime movers.
The consequence of a mismatch between the generation and the demand for active
power is a change in the rotational energy stored in the rotating mass of the
generator, and hence, a drift in the system frequency [34]. Therefore, the power
balance in the system can be obtained by controlling the rotational speed of the
generator (primary control), and in case of conventional power plants, there is a
proportionality between the speed of the generators (prime movers) and the power
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system frequency. This power balance requires an operating reserve ‘spinning
reserve’ to control those faster fluctuations and a ‘supplementary reserve’ to cover
slower power fluctuations.

With these considerations, frequency regulation ancillary service may consider
three functions:

• Primary frequency control, limits variations caused by sudden power unbalance
in the grid. It is performed locally by the speed governor of each generation
system.

• Secondary frequency control, restoring frequency and interchanges power to
their scheduled values. It is performed by an automatic central controller.

• Tertiary control, supporting the secondary control and re-establish the power
reserve consumed by it.

Wind power plants, as conventional power plants, must operate within strictly
frequency margins. They should change their production in agree with system
operators requirements to maintain frequency limits. A typical characteristic of
primary frequency control is shown in Fig. 14 [34].

This typical frequency control curve shows that the frequency can be limited as
function of the available power. Thus, high-frequency response can be provided
from full output to a reduced output when the frequency exceeds the dead band of
the rated power and the grid codes require that, when the frequency increases
above the rated value, power plants should decrease their output at a given rated.
On the other hand, at nominal frequency, the wind parks would be required to limit
their power output below the maximum achievable power level, and so, if the
frequency starts to drop, the wind park would increase the power output to the
maximum achievable power, trying to sustain the frequency. As summary, a wind
park should be capable of providing frequency response, and it would be used by
the system operator. The active power levels of the wind park are determined by
the system operator, according to the system demand.
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Fig. 14 Typical frequency
controlled regulation of
active power
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The active power output of a wind park can be determined by the mechanical
input power of the wind turbines and, thus, by the wind energy, a fluctuating
source. In case of large wind parks, significant power fluctuations, caused by the
uncontrollability of the wind source, may affect the grid if it is not appropriately
controlled by the system operators. Hence, large wind parks may participate in grid
management as a conventional power plant, including provision of regulating
power, generation management and power reserve. Thus, some types of power
control possibilities are necessary to use the wind park as a wind power plant
supporting the power balance [32]:

• Absolute power limitation As seen in Fig. 15a, the delivered power output of the
wind park will never exceed a pre-set maximum.

• Balance control In this case, the wind park must be able to change quickly its
power as shown in Fig. 15b. It is helpful in order to balance the production and
consumption of active power in the grid.

• Power rate limitation This possibility avoids fast gradients of output power in
the wind park with regard to slower gradient of conventional power plants to
keep the power balance. Figure 15c shows increase rate limitation.

• Delta control The wind park runs as a spinning reserve, with a power output
below available in an adjustable margin. Figure 15d shows this type of control
that allows the wind park to take part in the frequency control.

• System protection, such as the drastic reduction of the output power in the wind
park when there are overloads in the grid, shown in Fig. 15e.
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3.2 Reactive Power Control and Voltage Regulation

In power systems, the voltage is controlled by the power flow from the power
plants, where the reactive power exchange controls the magnitude of the voltage,
whereas the phase difference is related to the active power exchanging. Then, the
active and reactive powers flow between the generation and the load in the power
system must be balanced in order to avoid large voltage (and frequency)
excursions.

Grids codes require that a minimum of the reactive power from a large wind
park can be controlled to a specific interval, which is close to unity power factor.
This requirement is usually specified with a limiting curve, as depicted in Fig. 16
[34]. If the wind power plant provides low active power, the power factor may
deviate from unity because it can support additional leading or lagging currents
due to the reactive power demanded. When the wind park is working under
nominal conditions, the power factor must be kept close to unity or else it will be
excessive currents. In addition, local reactive power generation reduces losses in
the system.

The dependence between reactive power and voltage can be expressed by a
voltage control, in a similar way as the frequency control shown in Fig. 14,
integrating a combined droop and dead band control. But, in this case, reactive
power is exchanged to the grid in order to compensate for the deviations in grid
voltage.

3.3 Control Structure of Wind Parks

The basic structure of a wind park main controller is illustrated in Fig. 17. The aim
of the wind park controller is to regulate, in a centralized way, the active and
reactive powers injected by the whole wind park into the grid (when the it operates
as a PQ node) or the active power and the voltage at the PCC (when it operates as a
PV node). In addition, in some circumstances, the wind park controller has to
adjust frequency margins.

As shown in Fig. 17, the Wind Park Main Controller (WPMC) receives set
point commands in agree with the required operation and the wind park current
status (system operators receive monitoring signals of the status of wind parks).
The WPMC computes the incoming reference settings, the wind turbines status
and delivers the wind park operation references that assure a correct production.
Finally, a dispatch centre must distribute the operation references between the
wind turbines.

The main objective of the WPMC is to assure the wind park production in a
similar way as a conventional power plant. Although the WPMC performance
depends on the wind turbine technology, the basic objective is the same: it controls
the power production of the wind park (active and reactive power) considering
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some of the control functions described in Sect. 4.1 for the active power and for
reactive power in Sect. 4.2. In addition, large wind parks must be able to provide
advanced grid support (frequency and voltage control).

The most typical WPMC structure is composed of two separated PI control
loops, one for the active power control (frequency control) and another for the
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Fig. 16 Typical reactive power limiting curve
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Fig. 17 Basic structure of the wind park main controller
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reactive control (voltage control). This structure is used in [24] for a variable speed
wind park composed of three 2 MW DFIG wind turbines, including automatic
frequency control and voltage control function and focused on the wind park’s
capability to regulate active and reactive power production. In the actual WPMC,
the active power control with balance control, delta control, ramp limitation and
the reactive power control are implemented.

In a similar way, Rodríguez-Amenedo et al. [44] present two PI controllers
(active power control loop and reactive power control loop) for a variable speed
wind park with 37 DFIG wind turbines of 850 kW rated power. In addition, it
presents the WPMC for a fixed speed wind park composed of 21 stall regulated
wind turbines of 900 kW rated power. The results show that the controller per-
formance depends on the wind turbine technology. Each fixed speed wind turbine
is provided with a low voltage variable capacitor bank of a total rated of 450 kVAr
at its terminals. These capacitor banks are coordinated with an under-load tap
changing (ULTC) booster transformer located at the wind park substation, and an
additional medium voltage capacitor bank of 6.2 MVAr.

The active power control is based in a wind turbine disconnection strategy, with
a PI control loop and a hysteresis band controller to obtain the connection or
disconnection order to each wind turbine. Furthermore, a PI regulator is respon-
sible for maintaining the medium voltage level and two PI regulators control the
reactive power generated by the capacitor banks at the terminals of each induction
generator in order to compensate the power factor (capacitor banks of each wind
turbine) and reach the wind park reactive power reference (wind park capacitor
bank).

The WPMC structure presented above, with PI controllers in two separated
control loops, is showed in Fig. 18 [13]. In this figure, the active power control
loop is based on a PI controller that assures the wind park production according to
the set point ordered by the system operator (Pwp_so

*). This controller computes the
active power error and set up the power reference (Pwp

*) for the whole wind park.
The other control loops presents a switch to select the reactive power control or the
node voltage control. Thus, the wind park can operates as a PV node, trying to
adjust the voltage (Vwp), at the wind park node, to the voltage reference ordered by
the system operator (Vwp_so

*). This control is performed by a PI controller that sets
up the reactive power reference (Qwp_vc

*). On the other hand, the reactive power
reference (Qwp_so

*) is obtained from the system operator. In both cases, a PI
controller sets up the reactive power reference (Qwp

*) for the whole wind park.
This WPMC is implemented for the wind park shown in Fig. 19, consisting of

three 2 MW rated power DFIG wind turbines. Each wind turbine is connected to
the internal network through a transformer of 2.5 MVA, and the wind park con-
nection to the grid is performed through a substation with a transformer of 8 MVA
and a long feeder.

As can be seen in Fig. 17, a wind park dispatch centre is needed to compute the
active and reactive power references. Different strategies for the dispatch function
can be used:
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• The simplest strategy is based on computing the same power references for each
wind turbine [44]:

P�gi ¼
P�wp

n
Q�gi ¼

Q�wp

n
ð2Þ

• A more efficient strategy is proposed in [24], where the power references are
defined from a proportional distribution of the available active and reactive
powers:

P�gi ¼
P�ava giPn
i¼1 P�ava gi

P�wp Q�gi ¼
Q�ava giPn
i¼1 Q�ava gi

Q�wp ð3Þ

where Pava_gi
* is the available active power for the ith wind turbine in one specific

moment, calculated from the power-speed control curve of the wind turbine; and
Qava_gi

* is the available reactive power for the ith wind turbine computed from the
operating Q–P curve of the wind turbine.
• An optimized dispatch control strategy for optimizing the active and reactive

power references of each wind turbine is presented in [36]. In this work, an
optimal power flow algorithm is adopted at the wind park control level to define
the active and reactive set points, considering the generator terminal voltage and
other operational constrains, such that, a minimization of the mismatch between
the total wind park generation output (active and reactive) and wind park dis-
patch centre request is achieved.

The dispatch control strategy applied to the WPMC of the wind park showed in
Fig. 19 is based on the second option, a proportional distribution of the available
active and reactive powers. In addition, the wind turbines can autonomously
operate with power optimization or power limitation (the active power reference of
the wind turbine is set up at its rated value), and only when down power regulation
is required, the power reference is changed to the value defined by the dispatch
centre control.

An adequate wind speeds time series, showed in Fig. 20, allow the evaluation
of the WPMC in any operating conditions (power optimization, power limitation
or down power regulation).

The performance of the described control system is assessed through two dif-
ferent simulations:

• Wind park operating as a PQ node (Fig. 21) The capabilities of the WPMC to
regulate the wind park production according to the power references ordered by
the system operator are tested. In this simulation, the wind park produces the
maximum possible output power during the first 60 s (power optimization). At
this time, the wind park receives a 60 % reduction of the active power reference
by a slope of 0.1 (power down regulation and rated limitation). Finally, a change
in the reactive power reference is ordered at 80 s. The wind turbine changes
from unity power factor operation to maximum reactive power generation, with
a slope of 0.1 (reactive power maximizing).
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• Wind park operating as a PV node (Fig. 22) To evaluate the WPMC when the
wind park production is regulated, a second case is simulated, in which
the active power and voltage at the wind park node are controlled according to
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the references ordered by the power system operator. In this simulation, the
wind park operates with the same active power references as in the first case.
However, the voltage reference at the wind park node is set to 1 p.u. during the
first 80 s and 1.01 p.u. for the rest of the simulation.

More complex WPMC structures can be used when the scope of the researches
is more than the behaviour of a wind park as a conventional power plant, con-
sidering powers and voltage controls. In these cases, the wind parks may con-
tribute to the electrical network stability, maintaining the network frequency or
contributing to network stability, operating the wind parks as compensator devices.
Fernandez et al. [17] consider this philosophy and they propose control laws based
on energy function. These control laws are independent of operating points, and
linearization techniques are used to assure the contribution of DFIG variable speed
wind parks over a wide range of different working conditions. They proposed
steady state controls (normal operating conditions) plus corrections looking for
contributing to the network stability:

Pwp ¼ P�wp þ DPst Qwp ¼ KQV � DV þ DQst ð4Þ

The total active power of the wind park Pwp is obtained from the power ref-
erence, given by a supervisory control (Pwp

* ), and the correction which contributes
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to the network stability (DPst). Meanwhile, the reactive power is controlled by
considering the voltage profile with the voltage gain KQV for contributing to the
energy quality and the correction DQst for collaborating with the electromechan-
ical oscillations. These non-linear active and reactive power corrections are
obtained by forcing the incremental energy function of the network to decrease.

Some authors have focused their studies on improving the voltage control at a
specified location, without using additional compensating devices. Ko et al. [31]
present a voltage control scheme for a DFIG variable speed wind park, using a
control-design technique, known as the ‘linear quadratic regulator’, and a reduced-
order linear approach of the wind turbines. These linear models force a refor-
mulation of the problem in order to find a common Lyapunov function for the set
of considered linear systems. These are accomplished by representing the under-
lying control optimization problem in terms of a system of linear-matrix-inequality
constraints and matrix equation to be simultaneously solved to ensure a robust and
reliable operation of the linear quadratic regulator, in case of a three-phase sym-
metrical fault in the transmission line of a variable speed wind park composed of 3
DFIG wind turbines of 3.6 MW rated power.

Others authors focus their researches on reactive power control generated by
variable speed wind parks. Zhao et al. [64] present a reactive power control and
distribution network reconfiguration to reduce power losses and improve voltage
profile. They use a joint optimization algorithm to obtain the optimal reactive power
output of a wind park and network reconfiguration simultaneously. To find the
optimal reactive power output of a wind park, they apply an improved hybrid particle
swarm optimization with wavelet mutation algorithm. Furthermore, they develop a
binary particle swarm optimization algorithm to find the optimal network structure
of the wind park. On the other hand, Tapia et al. [56] study the behaviour of a wind
park as a continuous reactive power source. They devised a PI-based control strategy
to manage the net reactive power exchanged between the grid and DFIG variable
speed wind parks. They present experimental results of the proposed strategy when
applied to a wind park comprising 33 wind turbines of 660 kW rated power.

Control systems for large offshore wind parks, with high voltage DC (HVDC)
connection to the main onshore network, needs a special consideration. A typical
offshore wind park layout is shown in Fig. 23, where each wind turbine is connected
through a small transformer to a common AC grid, which finishes in a power
electronic rectifier to transform the AC voltage to a DC link. At the end of this link,
an output power electronic inverter controls the power flow over the AC transmis-
sion network. Another layout is also possible when the power generated by every
wind turbine is rectified and connected to the DC bus using a DC/DC converter.

As considered in [61], a wind park with HVDC connection to the AC network
results in a flexible installation, with the capability to control the active and
reactive power in a wide range. The four-quadrant controllability of HVDC is
similar to an electrical machine without inertia, but improving system dynamics.
However, there are some limitations over the amount of the active and reactive
power to be injected. From the AC transmission network point of view, the main
limitation is the impedance, seen from the point of the common coupling where the
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wind park is installed, because, with high grid impedance, less full-regulation area
of the voltage is feasible.

Bozhko et al [8] study the grid integration of large offshore DFIG wind parks
with a common collection bus controlled by a STATCOM. Figure 24a shows a
simplified scheme of the system to be controlled in order to regulate the voltage and
frequency of the offshore AC bus, while the power flow is regulated controlling the
DC bus. In this scheme, the capacitive filters compensate for the HVDC converter
reactive absorption in lumped amounts, while the STATCOM provides fine reactive
power control and commutation voltage during disturbances, in collaboration with
the DFIG wind turbines. It can be seen in Fig. 24b the basic control structure of the
system, where the DC bus current demand (Io

*) is derived from the dc-link
STATCOM voltage controller, while the dq-axis current demands (Isd

* , Isq
* ) are

derived from the grid voltage vector controllers (Vgm
* , f*). The controlled plant is

shown to be a third-order system linearized about the operating rectified firing
angle, and decoupled through the use of appropriate feed forward terms.

An evolution of the WPMC can be found in [63], an initiative supported by the
European Union and focused on preparation of the European electricity network
for the large-scale integration of wind parks through the design, development and
validation of new tools and devices for its planning, control and operation in a
competitive market. This consortium has created a new concept: the Wind Park
Cluster Management System (WCMS). The WCMS consists of the implementa-
tion of advanced techniques and control strategies, combined with high-tech wind
energy technologies, to provide the system operators the needed tools to control
and manipulate wind energy as a conventional power source by a logical aggre-
gating (cluster) of existing wind parks, which are connected to a certain grid node.

One of the main characteristics of the WCMS architecture is to consider the
existence of different companies, with different aims and business issues, relations
between them and needs concerning a reliable wind energy management. In fact,
some grid codes have included in their requirements that, when several wind parks

Wind 
parks

Set points

Weather forecast

Measured values

Cluster commands

Cluster forecast

Wind Park Cluster 
Management Controller

Day ahead 
prediction

Short-term 
prediction

Grid calculation

Cluster controller

System 
Operator

Fig. 25 Modular structures of a Wind Park Cluster Management System

542 C. A. García et al.



are connected in a PCC of the transmission network, there must be an intermediate
between the Transmission System Operator (TSO) and the wind parks owners.
Thus, WCMS considers two operation layers:

• The TSO layer, who is mainly responsible for grid security issues, and
• The dispatch centres of the companies, which are in charge of the relation

between the wind parks and the TSO.

In normal conditions, the TSO sends set points to all the dispatch centres, which
are controlling all wind parks of a cluster. It is also required that the information
data flows in the opposite way, so that the TSO receives all available power
production data of the controlled wind parks into the cluster, in order to know in
real-time the operational status of the cluster. Figure 25 describes the WCMS
modular structure.

The WCMS includes a grid calculation module which calculates the required
power flow of the cluster grid model in order to determine the capability of active
and reactive powers at the PCC of the cluster. In addition, the dispatch set points
for the wind parks are calculated in this module. Furthermore, the WCMS grid
calculation module allows the development of a reactive power management tool
to control not only the reactive power, but the power factor and voltage changes
caused by wind power generation.

To achieve the controllability of wind power at a transmission cluster level, it is
necessary to determine the capability of active and reactive power (P/Q avail-
ability) at this point. The active power capability is determined based upon the
technical capabilities of the wind turbines within the cluster. The reactive power
capability is described through the P/Q characteristic of every wind turbine. Once
the P/Q profile of the wind park level is determined, it is necessary to perform grid
calculations in order to determine the active losses and reactive power con-
sumption of the wind park grid, and obtain the P/Q capability at the cluster level.
Based upon this information, grid operators are able to perform internal grid
calculation to set the active and reactive power requirements of the cluster for the
next time interval.

Once the set points from the TSO are issued and they lies within the forecasted
P/Q capabilities, the WCMS must perform a dispatch calculation procedure to
obtain the clusters active and reactive power set points in agree with technical
requirements and capabilities.

4 Wind Parks with Special Devices for Enhancing Their
Impact into the Grid

Normally, wind power plants have less rated power than the conventional ones [7],
and thus, they supply only a fraction of the total power demand, taking part of the
called Distributed Generation (DG) of the power system. In some countries,
penetration levels of DG have increased in the last years not only to reduce CO2
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emissions but also an interesting economic alternative in areas with appropriate
wind resources [3]. Thus, the impact on the grids become more significant, that has
conducted to more severe network requirements.

The problems and constrains encountered when a wind power plant is con-
nected to the grid are similar to the one of the conventional power plants, plus
those related to the stochastic nature of wind:

• Grid Capacity Constraints Such as steady state thermal constraints and network
congestion, short-circuit powers and currents or steady state voltage profile [7].

• Power Quality Issues [27] Voltage fluctuations and flicker respect to impact on
voltage quality, harmonics emitted by power electronic converters and distur-
bances of remote control signals [38].

• Protection Issues: Sensitivity and selectivity of the protection scheme.
• Dynamic behaviour and stability [11]: Capability to be able to ride through

voltage dips or faults.
• Ancillary Services Issues [53] Voltage control-reactive power compensation and

power fluctuations-frequency control.

Some of these problems are typical of weak grids, and the solutions are simple
but often expensive grid reinforcement. Nevertheless some constrains require
system flexibility and application of monitoring and control systems, and depends
on the wind park capabilities, with the agreement of the network operators.

Wind park capabilities depend directly on wind turbines [33], so that challenges
in grid requirements have forced the development trends of wind generator sys-
tems. The simply and robust fixed speed wind turbine known as the ‘‘Danish
concept’’ is clearly in decreasing [23]. Today, variable speed concepts, where the
power electronics play an important role, are widely used. DFIG wind turbines
with partial-scale power converter and direct-drive PMSG wind turbines with a
full-scale power converter are the most used technologies, since they enhance
performance and controllability but with interaction in power quality [53]. Thus,
the main characteristics of fixed speed wind turbines are [7]:

• Very simple and robust.
• Lack of power control possibilities.
• Large mechanical loads.
• Large fluctuations in output power.

On the other hand, variable speed wind turbines present power electronic
converters, typically a full back-to-back converter, which increases wind turbine
features:

• Higher rotor energy efficiencies due to that optimal rotor speed can be achieved
for each wind speed.

• Reduction of mechanical loads.
• Controllability of active and reactive power.
• Fewer fluctuations in output power.
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In spite of these advantages, the availability of the wind speed and its fluctu-
ations are the main disadvantages of wind power generation [30].

When wind power penetration is high, wind parks must participate to maintain
the short term balance, sharing frequency control participation between different
generation units. Decrease output power is relatively easy switching on and off the
wind turbines in the wind park and, in case of variable speed wind turbines,
controlling power electronic converters. On the other hand, increase output power
needs a reserve that can be used when necessary, decreasing maximum power
generation to achieve controllability.

Long term balancing is very limited in wind parks due to wind speed dependence.
Therefore, there must always be other means available for assuring the long term
balance, such as conventional generator, electricity storage or controllable loads [3].

Voltage control capabilities of wind parks depend on the wind turbine tech-
nology. Thus, fixed speed wind parks cannot be used to control voltages nodes
unless they are equipped with special devices. Variable speed wind parks can
control reactive power generation by means of the power electronic converters
connected to the wind turbines and taking part in voltage control at the connection
points across a suitable control strategy between the different wind turbines of the
park. For this reason, converter sizing is one of the priority factors when voltage
control capability is desired.

4.1 Special Devices for Enhancing Reactive Control
Capabilities of Wind Parks

The special devices required at the grid connection points by fixed speed wind
parks or, in some circumstances, by variable speed wind parks, to satisfy voltage
control capabilities are based on different compensator capacitor technologies.

4.1.1 Thyristor-Switched Capacitor

As shown in Fig. 26, Thyristor-Switched Capacitor (TSC) circuit consisting of
capacitors and reactors switched on the network by solid state power electronics
that are fired at the natural zero crossing of the capacitive current. As a result,
capacitors are connected to the network without transients. The control is such
that, only complete alternations of the current are allowed, ensuring that no har-
monics are generated [1].

4.1.2 Static VAr Compensator

As can be seen in Fig. 27, basic SVC approach is based on conventional capacitor
banks together with parallel thyristor controlled reactor branches, which consume
the excess of reactive power generated by the capacitor bank. In the grid
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connection point, a centralized SVC provides the necessary balance of reactive
power and controls the voltage, making it possible to transmit the desired power
levels. It is preferred to use some kind of regulating scheme continuously con-
trolling the reactive power injection in the power grid as a function of the active
power generated [12].

As much in TCS as in SVC, the power electronic converter consists of a
Thyristor Switched Capacitors (TSC) or Thyristor Switched Reactances (TCR).
The coordinated control of these branches varies the reactive power following the
curve shown in Fig. 28.

For a sinusoidal voltage, the expression of the fundamental frequency current
can be found by using Fourier analysis:

ISVC ¼ j
V

Xc � XL
XL �

Xc

p
2 p� að Þ þ sin2a½ �

� �
ð5Þ

where Xc and XL are de SVC reactances, and a is the firing angle of the semi-
conductors components.
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1. Grid connection point.
2. Coupling transformer.
3. Damping reactor.
4. Power electronic converter.
5. Capacitor.

Fig. 26 TSC building blocks
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5 
1. Grid connection point.
2. Coupling transformer.
3. Damping reactor.
4. Power electronic converter.
5. Parallel Capacitor.
6. Controlled reactor.

6 

Fig. 27 SVC building blocks
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4.1.3 STATic Synchronous COMpensator

A STATCOM is a voltage source converter (VSC) based device, with the voltage
source behind a reactor (Fig. 29). The voltage source is created from a DC
capacitor. STATCOM provides outstanding performance not only in steady state
operation as in dynamic voltage control and behaviour during grid faults, adding
functionality to wind parks behaviour in order to integrate them into grids with
demanded connection requirements.

Figure 30 shows the reactive current versus connected voltage of a STATCOM.
The performance is similar to a SVCm, but it performs smooth variation of
reactive current across its operating range.

4.1.4 Simulations of a Fixed Speed Wind Park with Special Devices
for Enhancing Reactive Power

A small fixed speed wind park of 9 MW is considered in this case. As can be seen
in Fig. 31a, the wind park is composed of three 3 MW with an internal cluster
structure connected of 25/120 kV transformer that exports the generating power to
the grid through a 25 km feeder. Figure 31b presents the impedances of the
equivalent circuit of the park. In this figure, Zlmi is the short-circuit impedance of
one of the 4 MVA low/medium voltage transformers; Zmi represents the internal
medium voltage line to the internal common coupling point; Zm and Zmh are the
feeder and the transformer impedances. For this wind park, two FACTS devices, a
3 MVAr SVC and a 3 MVAr STATCOM with the same operating limits, are
simulated.

Figure 32 depicts the behaviour of the wind park when the FACTS devices are
demanded to operate at 3 MVAr (rated power) or generate only 1 MVAr. The
wind speed applied to each wind turbine is set at 8 m/s, above the nominal wind
speed (9 m/s) and a gust of wind is applied to the first turbine after 5 s to reach
11 m/s after 1.5 s. The same gust of wind is considered in the others wind turbines
with 5 and 10 s delays.

Voltage

Reactive Current

Fig. 28 Reactive current
versus voltage of an SVC
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The responses of both devices are similar because only requirement is to pro-
vide the specified reactive power. As the capacitor bank, in each wind turbine,
compensate a fraction of the generator requirements (400 kVAr), the wind park
consumes reactive power without FACTS device (consumer criterion). When they
are working at rated power, the reactive power is less than zero (reactive power
generation). The bus voltage at the wind park PCC reflects the dependence showed
in Sect. 3.2, and thus, a reactive power consumption increase causes greater
voltage drops. As seen in Fig. 32b, the FACTS devices do not affect active power
generation.

5 1. Grid connection point.
2. Coupling transformer.
3. Voltage Source Converter.
4. Controlled Capacitor.

1 

2 

4 

Fig. 29 Statcom building blocks

Voltage

Reactive Current

Fig. 30 Reactive current versus voltage of a STATCOM
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Fig. 31 A 9 MW fixed speed wind park with FACTS: a structure, b equivalent circuit of the
internal network
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Figure 33 depicts the behaviour of the wind park under the same incoming
wind but with a different control law in the FACTS devices. In this case, the
STATCOM device is trying to maintain voltage bus level at 1 p.u., with a slope in
the V–I characteristics of 0.03 p.u.

After the third wind gust at 15 s, all the wind turbines are above nominal wind
speed and the wind parks needs over 4 MVAr, while the bus voltage level falls to
0.92 p.u. When the STATCOM is connected, it supplies the reactive power that
the wind park demands and the bus level remains over 0.98 p.u.

4.2 Special Devices for Enhancing Power Quality of Wind
Parks

Besides maintaining acceptable steady state levels and voltage profiles in all
operating conditions exchanging reactive power with the grid, a fast control of this
reactive compensation is required to relax possible voltage stability constrains
related to the wind park [53].
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In transient stability, grid codes have specified that wind parks have to be able
to cope with grid disturbances without disconnection and they should supply active
and reactive power after the fault has been cleared [6]. This implies that wind
turbines must be able to ‘ride through’ temporary faults and contribute to the
provision of short-circuit capacity. In this case, if the generation system of the
wind turbine is composed of an induction generator, the risk of voltage collapse is
important because this type of generator consumes large amounts of reactive
power when its speed slightly deviates from the synchronous speed and fast
support of reactive power is required [21]. Special devices used to address issues
related to voltage control capabilities (control and stability), such as TSC, SVC
and STATCOM, are not fast enough to solve satisfactory transient stability and
power quality functions. In these cases, Distribution-STATic synchronous
COMpensator (D-STATCOM) and Dynamic Voltage Restorer (DVR), that are
composed of power electronic converters based on Voltage source converter
(VSI), provide as much as power control as power quality functions [6].
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4.2.1 Distribution-STATic Synchronous COMpensator

The D-STATCOM configuration consists on a Current Source Inverter (CSI), a
DC-energy storage device, a coupling transformer connected in shunt with the
PCC at the wind park terminals and associated control systems [6].

A schematic representation of a D-STATCOM and its equivalent circuit are
shown in Fig. 34. The equivalent circuit corresponds to the Thevenin equivalent as
seen from bus, where the voltage source Vv is the fundamental frequency com-
ponent of the VSC output voltage, resulting from the product of capacitor voltage
(VDC) and amplitude modulation ratio (ma). Thus, the D-STATCOM is represented
as a variable voltage source Vv, whose magnitude and phase angle may be
adjusted, by using a suitable iterative algorithm, to satisfy a specified voltage
magnitude at the point of connection with the AC network [2].

4.2.2 Dynamic Voltage Restorer

The DVR contains a three phase voltage-source inverters (VSI) with three single
phase series transformer, a passive filter and an energy storage device. It can mitigate
voltage dip and restore distorted voltage signal at the PCC of the wind park [59].

The DVR injects voltage in quadrature with one of the line end voltages, in
order to regulate active power without drawing reactive power from the grid. It has
its own reactive power provision from the capacitor, enabling the regulation of
reactive power and nodal voltage magnitude. A schematic representation of the
DVR and its equivalent circuit are shown in Fig. 35, where the series voltage
source is a function of the capacitor rating and the phase quantities. The magnitude
and phase angle of the DVR model are adjusted by using suitable iterative algo-
rithm to satisfy a specified active and reactive power flow across the DVR.

4.2.3 Unified Power Flow Conditioner

A D-STATCOM and a DVR may be combined sharing a common capacitor on
their DC side and a unified control system. A simplified representation of the
Unified Power Flow Conditioner (UPFC) is shown in Fig. 36a, and its equivalent
circuit in Fig. 36b, as can be seen in [2].
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PCC

VDC

Iv 
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ma 

I∠γ

V∠θ

Yv Vv∠δvR
PCC
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Fig. 34 D-STATCOM system: a VSC connected to the AC network via a shunt-connected
transformer, b shunt solid-state voltage source
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The equivalent circuit shown in Fig. 36b consists of a shunt and a series VSI
connected to the system through inductive reactances representing the VSC
transformers. The constraint equation which links the VSI can be expressed as:

I c 

Vc 

+ 
VDC

m a 

V

PCC

Vwp

V∠θ

Yc 

Vc∠δ c 

WP

I∠γ
PCC

Vwp∠θ w 

(a) (b)

Fig. 35 DVR system: a VSC connected to the AC network using a series transformer, b series
solid-state voltage source
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Fig. 36 UPFC system: a Simplified representation; b Equivalent circuit
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Thus, the transfer admittance equation can be written as:
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The UPFC allows simultaneous control of active, reactive power flow, and
voltage magnitude at the UPFC terminals. Alternatively, the controller may be set
to control one or more of these parameters in any combination or to control none
of them.

4.2.4 High-Voltage Direct-Current Based on Voltage Source
Converters

High-Voltage Direct-Current based on Voltage Source Converters (HVDC-SVC)
is composed of two VSCs connected back-to back or link together by a DC cable,
one operating as a rectifier and the other as an inverter. Its main function is to
transmit constant DC power from one to another VSC with high controllability. A
simplified representation of the HVDC-SVC is shown in Fig. 37a, and its equiv-
alent circuit in Fig. 37b, as can be seen in [2].

The equivalent circuit showed in Fig. 37 consists of shunt-connected VSI
linked together by the following active power constraint equation and transfer
admittance equation:
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Besides active and reactive power flow control, voltage control capabilities and
transient stabilities, these devices allow power quality enhancement in case of
other different disturbances such as harmonics, interharmonics, long and short
interruptions, overvoltages, etc. [25]. This group of devices, used for enhancing
power quality is called Custom Power Systems (CUPS) if there are used in the
distribution level (up to 60 kV) and Flexible AC Transmission Systems (FACTS)
if the devices are use on transmission level [60].
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4.2.5 Simulations of a Fixed Speed Wind Park with Special Device
for Enhance Power Quality

In this case, a 3 MVA DVR is connected in series at the PCC of the fixed speed
wind park showed in Fig. 31. The injected voltage at the wind park bus is limited
to 0.3 pu and a maximum change rate of the voltage reference of 3 pu/s.

Figure 38 depicts the comparison between the responses of wind parks with and
without DVR. In both cases, all the wind turbines are operating at nominal wind
speed (9 m/s), so that the wind park generates about 8.5 MW and consumes over
3.8 MVAr, if the DVR is disconnected. When the VDR is connected, three dif-
ferent references have been applied:

• From 0 to 5 s, the quadrature voltage reference of the DVR control is set to 0,
and the DVR upstream and downstream voltages are very close, since the dif-
ference is the internal drop voltage.

• From 5 to 10 s, the DVR quadrature voltage reference is increased to 0.2, and
thus, the DVR upstream voltage is 1 p.u., while the downstream voltage reaches
1.05 p.u..

• From 10 to 15 s, the reference voltage is set to 0.28. In this case, the wind park
achieves a voltage of 1.07 and 1.016 p.u. at the beginning of the feeder.

• At last, the reference voltage is set to 0.1, and then, both voltages decrease to
1.01 and 0.98, respectively.
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Fig. 37 HVDC-VSC system: a Simplified representation, b Equivalent circuit
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The DVR device is also tested during a grid disturbance. In this case, it is
considered a voltage drop of 0.3 p.u. at 10 s with duration of 400 ms, and after the
fault, the voltage starts to recover. As the grid disturbances are much faster than a
wind speed fluctuation, the wind speed is assumed constant. Figure 39 shows the
wind park response in two cases: when the DVR is bypassed and when it is
controlling the injected voltage, setting its reference at 0.28 p.u. while the fault
occurs.

The voltage injected by the DVR in quadrature with the line voltage (at the
beginning of the feeder) allows increasing the voltage at the PCC of the wind park,
while the drop voltage occurs and thus, a faster voltage recovering. During the
fault, the DVR tries to regulate the active power, increasing during the first part of
the drop and decreasing in the second part. Meanwhile the device provides reactive
power (consumer criterion), as can be seen in Fig. 39.

Figure 40 depicts the behaviour of the DVR during the voltage drop. In
Fig. 40a, it is shown the device upstream and downstream voltages. The difference
between the two voltages is due to the injected voltage by the DVR, as seen in
Fig. 40b. The reactive power injected by the device to the wind park is shown in
Fig. 40c. In this case, only when the voltage drops occurs the device injects
reactive power.

Fig. 38 Response of the fixed speed wind park with VDR in case of voltage reference changes
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4.3 Energy Storage Systems for Enhancing Power Quality
of Wind Parks

Another way to improve low power quality of wind power is to use energy storage
systems. They avoid short-term fluctuations and allow the perfect adjust of the
demanding and generating curves, because they store energy surpluses when
produced, and then release when the demanding level exceeds production. Voltage
stability is also affected, because they help to minimize the peaks and sags that can
appear in the grid. Furthermore, the existence of a proper storage system reduces
the necessity of power plants in reserve, covering the demand peaks with the
stored energy.

The technology in the field of energy storage systems is wide and varied. A
huge range of devices has been developed in order to improve the capacity and
efficiency of the already existing. Of all the numerous types of energy storage
systems, the most important devices in the wind power generation field are [22]:

• Batteries The most important feature is the independence between the power
and energy values. There are different types of batteries, from the classic lead
acid to flow batteries, whose commercial application has not been achieved yet.

Fig. 39 Response of the fixed speed wind park with VDR in case of grid fault
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• Supercapacitors They store energy through the conservation of an electric field
between two electrically conducting plates. They have several great advantages,
however they are relatively new and expensive, but they are very promising
devices for application in a near future.

• Flywheels They store electric energy as kinetic energy in a rotating mass. They
have found interest as load levelling devices acting together with wind energy
systems.

• Superconducting magnetic energy storage systems (SMES) These devices store
electric energy in a magnetic field generated by a DC current flowing through a
superconducting magnetic coil. They present high efficiency and no moving
part. However, the main drawback is related to their high costs.

• Fuel cells (FC) They can act as an energy barrier and adjust power output
effectively [62].

• Hydrogen production It is considered one of the most attractive energetic
alternatives in the near future. As a result, a number of researchers are working
on the development of new producing and storing possibilities. At the same
time, the currently existing hydrogen storage technologies are progressing in
their efficiency and capabilities.
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4.3.1 Simulations of a DFIG Wind Turbine with Energy Storage
System

A variable speed wind turbine integrating a battery is considered to evaluate the
behaviour of a wind park with energy storage system. Figure 41a depicts the pro-
posed structure: a 1.5 MW DFIG wind turbine connected to a battery with DC/AC
inverter as energy storage system. The whole system is connected to a 30 km feeder
and a 25/120 kV transformer that evacuate the generated power. Figure 41 b shows
the impedances of the equivalent circuit, where Zlm is the short-circuit impedance of
the 1.75 MVA low/medium voltage transformer; Zm represents the internal medium
voltage line to the internal common coupling point; while Zf and Zmh are the feeder
and the medium/high voltage transformer impedances.

The hybrid generation system (DFIG wind turbine with battery) and its control
system are modeled and simulated as performed in [45]. The only difference is that
the battery is located outside the wind turbine and connected to the 25 kV line by
means of a DC/AC inverter. A supervisory control system based on a state
machine control strategy is responsible for setting the battery power reference
depending on the battery State of Charge (SOC) and the operating conditions.

In the performed simulation, a constant wind speed of 14 m/s is considered.
The active power demanded by the grid is set to 0.8 p.u. during the first 60 s, and it
is changed to 1.2 p.u. for the rest of the simulation. At the same time, the reactive
power is controlled to unity power factor until 90 s, and then, it is increased up to
0.1 p.u. (consumer criterion) with a rising slope of 0.1 p.u./s. In this case, the
control system maintains the reactive power consumed by the wind turbine at
0 p.u., while the battery inverter is controlled to achieve the desired grid demand.

Figure 42 shows the evolution of active and reactive powers and battery SOC
during the simulation. As seen in Fig. 42a, during the first 90 s, the battery stores
the surplus energy between the active power reference and the available wind
power, increasing the battery SOC from 60 to 61 %. In the rest of the simulation,
the active power reference exceeds the available power in the wind turbine, so that
the battery supplements that generation to provide the demanded power, which
causes the battery discharge (Fig. 42b). The suitable reactive power control is
shown in Fig. 42b.

The energy stored in the battery allows maximum wind energy capture even
when the power demand is low. It enables the possibility to decouple generation
from demand, and optimize the energy. Other variables, such as reactive power
and voltage, can be regulated by applying an adequate control strategy. Hence, the
inclusion of an energy storage system enhances the wind turbine capabilities,
allowing a higher and less fluctuating power output to the grid.
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5 Conclusion

This chapter has dealt with some of the main issues related to wind energy pen-
etration and its grid integration, mainly focused on transient stabilities studies.
First of all, it is considered the necessity of suitable models to evaluate wind parks
dynamic behavior. Thus, when the scope of study is the wind park as a whole
power plant, the complexity of the models is reduced by aggregating wind turbines
into equivalent models, as usual in transient stability studies in case of wind
fluctuations and grid disturbances. These equivalent models are qualified in several
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Fig. 41 A 1.5 MW DFIG wind park with battery as energy storage system: a structure,
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groups depending on the wind speed that receives every wind turbine and the types
and rated values of the machines that compose the wind park. Secondly, the wind
park control is considered, since wind parks are today required to participate in the
power system operation like conventional power plants do, assuring stability and
quality of the system. The main requirements to assure adequate grid integration
are active power and voltage regulations and reactive power and frequency con-
trols. Furthermore, the main controller and the dispatch center are analyzed as the
leading components of the control structure. Finally, additional devices are
described, such as FACTS or energy storage systems, which can be used in wind
parks for improving the power quality, the control capabilities, and thus, the grid
integration.

As a result, wind park capabilities are near to the ones of conventional power
plants, assuring a great adaptation to grid code requirements and making feasible
to integrate wind power to a significant extent without major system changes.

Appendix: Wind Park Models Parameters

(a) 350 kW fixed speed wind turbine

Rated power: 350 kW, rated voltage: 660 V, R = 15.2 m, Hr = 5 p.u., gear
box ratio: 1:44.5, Kmec = 100 p.u., Dmec = 10 p.u., Hg = 0.5 p.u., Rs = 0.006
p.u., R0r ¼ 0:006 p.u., Xrs = 0.007 p.u., X0rr ¼ 0:19 p.u., Xm = 2.78 p.u., Xc =

2.5 p.u (Fig. 43).

(b) 500 kW fixed speed wind turbine

Rated power: 500 kW, rated voltage: 660 V, R = 28 m, Hr = 5 p.u., gear box
ratio: 1:89, Kmec = 200 p.u., Dmec = 15 p.u., Hg = 1 p.u., Rs = 0.01 p.u.,
R0r ¼ 0:01 p.u., Xrs = 0.01 p.u., X0rr ¼ 0:08 p.u., Xm = 3 p.u., Xc = 2.3 p.u
(Fig. 44).

(c) 660 kW DFIG wind turbine

Rated power: 660 kW, rated voltage: 660 V, R = 23.5 m, Hr = 0.5 p.u., gear
box ratio: 1:52.5, Kmec = 90 p.u., Dmec = 15 p.u., Hg = 3 p.u., Rs = 0.01 p.u.,
R0r ¼ 0:01 p.u., Xrs = 0.04 p.u., Xrr0 ¼ 0:05 p.u., Xm = 2.9 p.u (Fig. 45).

(d) 1.5 MW DFIG wind turbine

Rated power: 1.5 MW, rated voltage: 600 V, R = 41 m, H = 4.64 p.u.,
Rs = 0.005 p.u., R0r ¼ 0:004 p.u., Xrs = 0.125 p.u., X0rr ¼ 0:179 p.u.,
Xm = 6.77 p.u (Fig. 46).
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(e) 2 MW DFIG wind turbine

Rated power: 2 MW, rated voltage: 690 V, R = 38 m, Hr = 0.5 p.u., gear box
ratio: 1:89, Kmec = 95 p.u., Dmec = 40 p.u., Hg = 2.5 p.u., Rs = 0.01 p.u.,
R0r ¼ 0:01 p.u., Xrs = 0.1 p.u., X0rr ¼ 0:08 p.u., Xm = 3 p.u (Fig. 47).

(f) 3 MW fixed speed wind turbine

Rated power: 3 MW, rated voltage: 600 V, R = 45 m, Hr = 4.29 p.u., gear
box ratio: 1:89, Kmec = 296 p.u., Dmec = 15 p.u., Hg = 0.90 p.u.,
Rs = 0.003 p.u., R0r ¼ 0:002 p.u., Xrs = 0.063 p.u., X0rr ¼ 0:089 p.u.,
Xm = 3.38 p.u (Fig. 48).
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(g) Electrical network of the fixed speed wind park with 6 wind turbines of
350 kW and 6 wind turbines of 500 kW

LV lines Cluster 1 (r = 0.4 X/km, x = 0.1 X/km, length = 200 m); Cluster 2
(r = 0.4 X/km, x = 0.1 X/km, length = 300 m).
LV/MV transformers Cluster 1 (800 kVA, 20/0.66 kV, ecc = 6 %); Cluster 2
(1,250 kV, 20/0.66 kV, ecc = 5 %).
MV lines Cluster 1 (r = 0.15 X/km, x = 0.1 X/km, length = 500 m); Cluster 2
(r = 0.15 X/km, x = 0.1 X/km, length = 600 m).
MV/HV transformers (10 MVA, 20/66 kV, ecc = 8 %).
Feeder (r = 0.2 X/km, x = 0.4 X/km, length = 10 km).
Grid Short circuit power at PCC = 500 MVA, X/R ratio = 20.
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(h) Electrical network of the DFIG wind park with 6 wind turbines of 2 MW

LV/MV transformers (2.5 MVA, 20/0.66 kV, ecc = 6 %).
MV lines (r = 0.3 X/km, x = 0.1 X/km, length = 200 m).
MV cluster lines Cluster 1 (r = 0.15 X/km, x = 0.05 X/km, length = 1 km);
Cluster 2 (r = 0.15 X/km, x = 0.1 X/km, length = 2 km).
MV/HV transformers (15 MVA, 20/66 kV, ecc = 8.5 %).
Feeder (r = 0.16 X/km, x = 0.35 X/km, length = 20 km).
Grid Short circuit power at PCC = 500 MVA, X/R ratio = 20.

0.6 0.7 0.8 0.9 1 1.1 1.2
0

0.2

0.4

0.6

0.8

1

1.2

Generator speed (p.u.)

P
ow

er
 (

p.
u.

)

Fig. 47 Power curve of a
2 MW DFIG wind turbine

0 5 10 15 20 25
0

0.2

0.4

0.6

0.8

1

1.2

1.4

Wind speed (m/s)

P
ow

er
 (

p.
u.

)

Fig. 48 Power curve of a
3 MW fixed speed wind
turbine

Modelling and Control of Wind Parks 563



(i) Electrical network of the DFIG wind park with 6 wind turbines of
660 kW and 6 wind turbines of 2 MW

LV/MV transformers Cluster 1 (800 kVA, 20/0.66 kV, ecc = 6 %); Cluster 2 (2.5
MV, 20/0.66 kV, ecc = 6 %).
MV lines Cluster 1 (r = 0.3 X/km, x = 0.1 X/km, length = 200 m); Cluster 2
(r = 0.4 X/km, x = 0.1 X/km, length = 200 m).
MV cluster lines: Cluster 1 (r = 0.15 X/km, x = 0.05 X/km, length = 500 km);
Cluster 2 (r = 0.15 X/km, x = 0.1 X/km, length = 2 km).
MV/HV transformers Cluster 1 (4 MVA, 20/66 kV, ecc = 8 %); Cluster 2 (15
MVA, 20/66 kV, ecc = 8.5 %).
Feeder (r = 0.2 X/km, x = 0.4 X/km, length = 10 km).
Grid Short circuit power at PCC = 500 MVA, X/R ratio = 20.

(j) Electrical network of the fixed speed wind park with 3 wind turbines of
3 MW

LV/MV transformers (4 MVA, 25/0.60 kV, ecc = 7.7 %).
MV lines (r = 0.115 X/km, x = 0.33 X/km, length = 1 km).
MV cluster line (r = 0.115 X/km, x = 0.33 X/km, length = 25 km).
MV/HV transformers (47 MVA, 25/120 kV, ecc = 3.3 %).
Grid Short circuit power at PCC = 2,500 MVA, X/R ratio = 10.
SVC (3 MVA, 25 kV, tdelay = 4 ms).
STATCOM (3 MVA, 25 kV, R = 0.007 pu, X = 0.22 pu, Ceq = 1,125 lF).

(k) Electrical network of the DFIG wind park with 1 wind turbine of 1.5 MW

LV/MV transformers (1.75 MVA, 25/0.60 kV, ecc = 7.7 %).
MV line (r = 0.115 X/km, x = 0.33 X/km, length = 1 km).
MV cluster line (r = 0.115 X/km, x = 0.33 X/km, length = 30 km).
MV/HV transformers (15 MVA, 25/120 kV, ecc = 6.3 %).
Grid Short circuit power at PCC = 2,500 MVA, X/R ratio = 10.
Battery (585 Ah, 624 V).
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Grid Support Capabilities of Wind
Turbines

Gabriele Michalke and Anca Daniela Hansen

Abstract Wind power has gained a significant penetration level in several power
systems all over the world. Due to this reason modern wind turbines are requested
to contribute to power system support. Power system operators have thus intro-
duced grid codes, which specify a set of requirements for wind turbines, such as
fault ride-through and reactive power supply during voltage sags. To date different
wind turbine concepts exist on the market comprising different control features in
order to provide ancillary services to the power system. In the first place the
present chapter emphasizes the most important issues related to wind power grid
integration. Then different wind turbine concepts are characterized and their grid
support capabilities are analysed and compared. Simulation cases are presented in
which the respective wind turbine concepts are subjected to a voltage dip specified
in a grid code.

1 Introduction

Wind power is naturally fluctuating. It possesses thus a different role in the power
system compared to conventional power generation units. As long as only small
and dispersed wind power units are installed in the power system, wind power does
not influence power system operation and can therefore easily be integrated.
However, when wind power penetration reaches a significant high level in a
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respective control area and conventional power production units are substituted,
the impact of wind power on the power system may become critical from the
power system stability point of view and must be handled.

The increased penetration of wind power in the power system generates thus
new challenges for power system operators, who have to ensure reliable and stable
grid operation. In countries with large amount of wind power e.g. in Denmark,
Germany, Spain, the UK or Ireland, this has resulted in the power system operators
introducing grid codes [1–5]. These grid codes specify technical grid connection
requirements for wind turbines connected to the power system. Wind turbines are
requested to act as active components in the grid and have to take over control
tasks, which are traditionally aligned to conventional power plants. Among others,
these grid code specifications require fault ride-through capability of wind tur-
bines, which means that the wind turbines must be able to remain connected to the
network during grid faults. This addresses primarily the turbine’s protection sys-
tem and the design of the wind turbine’s controller. Moreover, modern wind
turbines are demanded to assist the power system by supplying ancillary services.
These represent a number of services required by the power system operators such
as active and reactive power supply to support the system’s frequency and voltage
level respectively in order to secure safe and reliable grid operation.

In the last twenty years there has been a process of maturation of wind turbine
concepts. The first wind turbines were fixed speed stall controlled turbines, which
means they were designed simple and robust. Today, most wind turbines are pitch
controlled and operate with variable speed due to the frequency converter they are
connected to. The frequency converter in turn facilitates better controllability of
the turbine especially in terms of power system support. Grid support capabilities
of different wind turbine concepts depend thus on their particular technology.

2 Wind Power Integration Issues

As already mentioned, wind power has reached a significant level in electrical
power production in some countries such as Germany and Denmark [6]. This
development is to be awaited in more and more countries focusing on renewable
energies e.g. in Spain, USA, Great Britain and especially in countries like China
and India with strongly rising energy demand. According to the Global Wind
Energy Council [7] 38,265 MW of wind power have been installed in 2010, which
results in a cumulative installed wind power capacity worldwide of 197,039 MW.
The leading countries were China with 18,928 MW, the USA with 5,115 MW and
India with 2,138 MW installed wind power capacity in 2010 [7]. Due to the
increased penetration of wind power and its growing impact on the power system
the challenge of wind power integration becomes extremely important in those
countries.

Moreover, the role of wind power in the power system has changed in the last
years. Traditionally wind turbines were connected to the distribution system, while

570 G. Michalke and A. D. Hansen



today large wind farms are directly connected to the transmission system,
replacing capacity, which was originally provided by conventional centralized
power plants. Thus, power system operation and its system stability are signifi-
cantly influenced by this development. Large wind farms must adopt the tasks of
conventional power generation units, such as the control of active and reactive
power flow. Moreover, as wind power is generally connected to the grid in remote
areas, such as coastal areas, where the network is weaker, the power system impact
of wind power is of special importance. These aspects are discussed in the fol-
lowing subsection.

2.1 Impact on Power System Stability

As stated in Tande [8] basic experience has been gained concerning wind power in
distribution systems. Up to now, small wind power units were connected to the
distribution system without any concern about the impact on power system sta-
bility and voltage quality, as their influence was little. However today, as wind
farms are of larger size (several 100 MW) and therefore connected to the trans-
mission system, they are causing a significant impact on the power system. This is
due to the following reasons [9]:

• The contribution of conventional power plants to power system control is
decreasing due to unbundling, decentralisation and replacement of conventional
power plants by renewable energy sources, especially wind power.

• Wind power is installed in larger and concentrated units, e.g. offshore wind
farms, and therefore the impact of wind power becomes significant.

• Wind power is often installed at remote places and in weak grids, e.g. at coastal
areas far away from the consumption centres.

• Wind power is a fluctuating power source depending on the prevailing wind and
must be balanced.

• Larger variation in generation and consumption causes larger current fluctua-
tions and node voltage variations, which must be balanced.

Power system stability is thus a matter of interest in terms of large wind power
penetration or wind power in very weak grids and needs to be investigated. Power
system stability addresses primarily two tasks:

1. Voltage control—reactive power compensation.
2. Frequency control—active power dispatch

1. In order to keep the system voltage constant at each busbar in the grid, the
reactive power production and consumption must be in equilibrium at each
point in the system. This task was traditionally performed by large centralized
power plants placed in vicinity to the grid nodes at which reactive power
compensation was necessary. A problem occurs if this task is today assigned to
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wind turbines located at remote places in distance to the consumption centres.
Furthermore, some wind turbine concepts have reactive power demand by
themselves, which varies depending on the wind speed and which must be
compensated, too. The ability of wind turbines to supply reactive power is also
a very important issue in respect of short term voltage stability, e.g. after
voltage dips due to grid faults. Thus, voltage control capability of wind turbines
is an increasingly important aspect regarding wind power grid integration and
the wind turbine’s market potential [9].

2. As wind energy is naturally a fluctuating power source, frequency regulation
and active power dispatch become a challenging factor when the available
power production is uncertain [8]. Another aspect in this context is, that wind
turbines until now were allowed to disconnect in case of grid faults. In areas
with high wind power this could cause a significant loss of electrical power
production due to disconnection of large wind turbines, which could negatively
influence system stability and lead to major blackouts. Thus, transmission
system operators require of wind turbines to be able to ride-through temporary
faults, so that large losses of active power supply can be avoided. It must
furthermore be investigated to which extent wind power can contribute to
primary and secondary control. A proposed solution to this problem is e.g. to
curtail wind power and to release the power reserves when needed.

An overview over present grid code requirements is presented in the following.

2.2 Grid Codes

Before 2003, most grid codes did not require wind turbines to support the power
system during a grid disturbance—wind turbines were only required to be dis-
connected from the grid when an abnormal grid voltage was detected. Nowadays
since power systems have higher wind power capacity, the disconnections of wind
turbines due to grid faults results in a significant loss of power production. This
could generate frequency and voltage control problems in the system and could lead
to system collapse in a worst case. The increased penetration of wind energy in the
power system over the last decade has therefore lead to a serious concern about its
influence on the dynamic behaviour of the power system. It has resulted in the
power system operators revising the grid codes in several countries, e.g. [1–5].
Basically, for wind power these grid codes require an operational behaviour more
similar to that of conventional generation units. An overview of existing grid
connection codes is given in Iov [10–12]. These regulations are generally deter-
mined for wind farms connected to the transmission grid but some power system
operators also specify grid codes for distribution systems. The attention in these
requirements is drawn on both the wind turbines fault ride-through capability and
on wind turbine grid support capability, i.e. their capability to assist the power
system, by supplying ancillary services [13, 14]. These ancillary services concern
today generally the following issues [15].
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2.2.1 Fault Ride-Through

The fault ride-through demand requests wind turbines to stay connected to the grid
during faults in order to avoid significant losses of active power production in
systems with high amount of wind power. Before the fault ride-through require-
ment was introduced wind turbines had to disconnect in case of a fault. As most of
the wind turbines were predominantly conventional fixed speed wind turbines with
direct grid connected generator they could cause large inrush currents at voltage
recovery [16]. With installation of the anticipated wind power (e.g. 20 % in 2020
[17]) such disconnection could however cause a sudden loss of several thousand
megawatts. Thus, wind turbines, which are connected to the power system today,
are requested to ride-through grid faults.

The fault ride-through requirement addresses both an advanced design of the
wind turbine controller [13] and the development of new technologies/equipment in
wind turbines [18] to enable the wind turbine to remain connected to the network
and to continue normal operation and power production directly after fault clearing.
The fault ride-through requirement defines rules of how long and how deep a
voltage drop must be at which the wind turbines are allowed to disconnect [15].

2.2.2 Reactive Power Supply

During grid faults the system voltage drops in vicinity to the location of the fault.
In order to support and re-establish the voltage level voltage control and reactive
power supply are required from wind turbines by transmission system operators.
The ability to deliver reactive power to the grid is strongly dependent on the wind
turbine technology. Grid codes require not only compensation of the wind tur-
bine’s own reactive power demand but also additional reactive power supply in
dependency of the voltage dip. The requirement can however be met by means of
capacitor banks and power electronics connected close to the wind turbines.
Moreover, modern variable speed wind turbines with frequency converters can
accomplish the demand by means of advanced control.

2.2.3 Frequency Stability

Another issue related to system stability is the operation of the generation units
under deviating frequency. First, it must be assured that the generation unit stays
connected to the system even if the frequency varies. Second, its ability to con-
tribute to primary and secondary control is important. Grid codes specify rules to
adapt the wind turbine’s active power production according to frequency changes
in the system. However, wind is naturally fluctuating so that active power is not
necessarily available on demand. Nevertheless, some grid codes, e.g. the Danish
grid code [2], precisely specify to which extent wind turbines must contribute to
adjust their power output. On demand of the transmission system operator the wind
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power production must be reduced below its available output (delta control) and
moreover the gradient of the power production may be specified and limited
(gradient constraints).

Other aspects are the contribution to active power supply on demand, the
requirement to provide balancing power and to curtail wind power production in
order to provide spinning reserve. In this respect wind power forecast and the
introduction of incentive market mechanisms for wind turbine operators are
important issues.

Additionally to the requirements mentioned above, transmission system oper-
ators demand modelling, simulation and verification of the wind turbine system.
Communication and external control of the wind turbine especially of large wind
farms are also required but represent anyway standard equipment in modern wind
turbines. Other issues as e.g. the contribution of wind farms to perform a ‘‘black
start’’, which means to start and operate in an islanding system, are discussed but
no yet required [15].

Grid codes are generally different for wind turbines connected to medium
voltage grids or high/extra high voltage grids [1, 2] and are more stringent for the
high voltage network. Today, most of the wind turbines are still connected to the
medium voltage grid. However, the installation of larger units and especially of
large offshore wind farms will always require connection to the high voltage grid
[18]. As stated in Ackermann [9], in contrast to distribution systems the R/X value
of transmission systems is lower, which intensifies the need of reactive power
control. Thus, the most rigorous grid code requirements for high voltage grids refer
to fault ride-through capability and reactive power control especially during
voltage sags [19]. In the following the focus will therefore be on fault ride-through
and grid support capability of wind turbine connected to the transmission system
with voltages above 100 kV.

As an example the fault ride-through requirement of one of the harshest grid
codes [1] is representatively illustrated in the following.

2.2.4 Grid Code Example

The German transmission system operator E.ON Netz GmbH was the first power
system operator, who introduced grid codes for wind turbines and is followed now
by many other network operators in several countries. Up to now in the north of
Germany power system operators have to face the highest amount of wind power
in their control areas world wide.

In this grid code a voltage profile shown in Fig. 1 defines a limiting voltage,
above which fault ride-through of wind turbines is required in case of a voltage
drop. The voltage profile is divided into 4 areas. Above the dotted line corre-
sponding to area 1 no tripping of the generation unit is permitted. The solid line,
defining area 2 requires also fault ride-through but allows short term interruption
of the generation unit in case of occurring instability. The voltage profile defines a
voltage drop down to 0 % for 150 ms continuing with linear voltage recovery to
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90 % at 1.5 s after the fault incident. For area three and four in Fig. 1 no fault ride-
through is required.

Similar voltage profiles for fault ride-through of wind turbines are defined in
other grid codes such as in Denmark [2], Spain [5], UK [4], Ireland [3], USA [20]
etc.

Besides the fault ride-through requirements the E.ON grid code preferentially
requires reactive power supply during voltage sags and reactive current injection is
prioritized against active current. In contrast, other grid codes define more pre-
cisely in which way active power can be reduced and reactive power must be
increased. The fault ride-through of wind turbines exposed to the afore shown
voltage profile will exemplarily be presented in Sects. 5.2 and 6.2.

3 Wind Turbine Concepts

Since the beginnings of wind turbine development (*1980) up to now (2010),
wind energy has become a mature technology and has gained a significant role in
the power system. During the last decades various wind turbine concepts and
designs have been developed. The marketable wind turbine concepts can be dis-
tinguished by different electrical design and control and can be classified by their
speed range (variable speed, fixed speed) and power controllability (stall, pitch
control) [21, 14]. In the following, a general overview about wind turbine com-
ponents and topology is given. Then the characteristics of different wind turbine
concepts are presented and are assessed in respect to their controllability, grid code
accomplishment. Finally, their market penetration is evaluated.
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3.1 Characteristics of Different Wind Turbine Concepts

Four different wind turbine concepts have predominated the global market in the
last decade [21]. For the sake of uniformity the same classification of concepts as
presented in Hansen [21] and Ackermann [9] is made in the following.

Type A: Fixed speed wind turbine concept—Danish concept
Figure 2 shows the widely used and most conventional turbine concept. A stall

or active stall controlled aerodynamic rotor is coupled via gearbox to a squirrel
cage induction generator (SCIG), which in turn is directly (by transformer) con-
nected to the power grid. A capacitor bank provides reactive power compensation
and improved grid compatibility during grid connection is facilitated by means of
a softstarter.

Due to its direct grid connection the generator operates at fixed speed. How-
ever, the slip of the generator allows very small speed variations and slightly
softens the torque-speed characteristic. Frequently, the generator is equipped with
a pole changeable stator (e.g. 4-poles and 6-poles), so that the generator can
operate at two speeds, which leads to a better aerodynamic utilization of the
turbine at higher wind speeds. The turbine concept excels in its cheap and simple
design and robustness, while however its controllability is relatively poor.

A more advanced design of this turbine concept is to use adjustable rotor
blades. The turbines are then active stall controlled, which means that the stall
effect, limiting the absorbed aerodynamic power, can actively be influenced. This
can be utilized to achieve a higher energy capture at high wind speeds but also to
curtail active power production of the turbine.

Type B: Variable speed wind turbine with variable rotor resistance
A slightly more advanced wind turbine concept is sketched in Fig. 3. The

turbine setup is in principle the same as for Type A; however, now a wound rotor
induction generator (WRIG) with external rotor resistance is used, which allows
variable speed operation in a limited range of about 10 % above synchronous
speed. The external rotor resistance enforces a higher slip, which on the one side
enables variable speed operation but on the other hand increases ohmic losses,
which are dumped in the resistance. As this also increases the reactive power

SCIG

Gear Grid

Softstarter

Capacitor Bank

Fig. 2 Squirrel cage induction generator concept with gearbox and direct grid connection—
Type A
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demand of the generator a capacitor bank is used for this type as well. As the
turbine operates with variable speed it is advisable to use pitch control instead of
stall control for active limitation of aerodynamic power above rated wind speed.

Type C: Doubly-fed induction generator wind turbine
Figure 4 shows the doubly-fed induction generator wind turbine concept, the

most popular generator concept for wind turbines at the present time. The pitch-
controlled aerodynamic rotor is coupled via gearbox to the generator. The doubly-
fed induction generator (DFIG) provides variable speed operation by means of a
partial-scale frequency converter in the rotor circuit. A wound rotor induction
generator is used, in order to couple the converter via slip rings to the rotor.
Depending on the converter size this concept allows a wider range of variable
speed of approximately ±30 % around synchronous speed [21]. Moreover, the
converter system provides reactive power compensation and smooth grid con-
nection. As the frequency converter only transmits the rotor power it can be
designed for typically 25–30 % of the total turbine power. This makes the turbine
concept very attractive from an economic point of view compared to turbines with
full-scale converter.

Type D: Variable speed wind turbine with full-scale frequency converter
Type D (Fig. 5) represents the variable speed, pitch controlled wind turbine

concept with the generator connected to a full-scale frequency converter. The

WRIG

Variable Rotor Resistance

Gear

Softstarter

Capacitor Bank

Grid

Fig. 3 Wound rotor induction generator concept with variable rotor resistance—Type B

DFIG

Gear Grid

Fig. 4 Doubly-fed induction generator concept with partial-scale frequency converter—Type C
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full-scale frequency converter provides variable speed over the entire speed range
of the generator. At the same time the converter guarantees reactive power
compensation and smooth grid connection.

The generator can optionally be an asynchronous or synchronous generator, as
shown in Fig. 5a. If a multipole synchronous generator is used instead of an
induction generator, the generator can be built to operate at low speeds, so that a
gearbox can be omitted. This reduces losses and maintenance requirements. The
generator can be excited electrically by a DC system (DCSG) or by means of
permanent magnets (PMSG). This configuration is shown in Fig. 5b.

3.2 Market Penetration of Different Wind Turbine Concepts

Figure 6 shows the results of a wind turbine market assessment from Hansen [21],
which is based on data provided by BMT Consults.

During the years 1995–1997 the fixed speed wind turbine concept (Type A) was
the predominating wind turbine technology, which was due to the simplicity and
robustness of the system. However, from 1997 the DFIG wind turbine (Type C)
gained an increasing market penetration. The market penetration of the variable
speed wind turbine concept with full-scale frequency converter—Type D—shows
no considerable changes during these considered 10 years. However, for the
coming years a strongly increasing trend of Type D wind turbines is expected, due
to their good control and grid support capabilities. However, recent studies such as

(a)

SCIG
SG

Gear

(b)

SG

Gearless

PM/DC

Grid

Grid

Fig. 5 Variable speed wind turbine with full-scale frequency converter—Type D: a Induction or
synchronous generator concept in combination with gearbox and full-scale frequency converter.
b Gearless synchronous generator concept with full-scale converter
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[22] and [23] show an increasing trend of Type D wind turbines up to now (2010)
and confirm the market dominance of Type C and D due to their good control and
grid support capabilities.

4 Grid Support Capabilities of Direct Grid Connected
Wind Turbines

In the present subsection the grid support capabilities of the above mentioned Type
A and B wind turbines will be assessed, both types representing wind turbine
concepts with direct grid connected asynchronous generators.

In the previous section it has been shown that fixed speed and direct grid
connected wind turbines were the most installed wind turbines in the early 1990s.
The major advantages of this concept are its simplicity and robustness, as standard
asynchronous generators can be used and power electronics can be omitted causing
economical benefits and reducing maintenance requirements. However, today this
benefit turns into a major drawback, as power electronics enable wind turbines to
contribute to power system support and to comply with grid code requirements.

4.1 Active Power Dispatch

Fixed speed stall controlled wind turbines (Type A) have a passive control of the
absorbed aerodynamic power. Thus, active power production cannot be adjusted
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according to requirements in the power system and do not contribute to active
power dispatch. However, due to the direct connection of the generators to the
grid, these kinds of wind turbines add rotating mass and thus spinning reserve to
the power system.

If in contrast the fixed speed turbine is active stall controlled, this feature can be
utilized to reduce the turbine power by demand. Power can thus also be curtailed in
order to provide reserve power if required. As for all wind turbines, this feature is
however only available if there is sufficient wind speed.

In case of the Type B wind turbine (the asynchronous generator is equipped
with variable rotor resistant) the slip and thus the speed of the generator can be
actively influenced. Moreover, as the wind turbine is then pitch controlled it is able
to reduce the incoming aerodynamic power. The Type B wind turbine can thus
contribute to active power dispatch in the same way as the active stall wind
turbine. Since its pitch drive acts generally faster than in active stall turbines, an
even faster power reduction can be achieved.

4.2 Fault Ride-Through

In case of a fault the wind turbine concepts Type A and B are exposed to a severe
voltage drop at the generator terminals due to their direct grid connection. This in
turn causes a demagnetization of the generator during the fault. As the electrical
torque is also drastically reduced, while the aerodynamic torque stays constant this
causes heavy mechanical stresses for the drive train. Moreover, the turbine
accelerates towards higher speeds. When the fault is cleared the generator has
suddenly an increased reactive power demand, which negatively influences voltage
re-establishment [24]. Fault ride-through means thus a negative impact on both,
the wind turbine and the grid so that tripping of the turbines is general practice.

However, as mentioned before, Type A wind turbines with active stall control
and Type B wind turbines with pitch control are able to reduce their turbine power.
In this case the fault ride-through capability and the stabilization of the power
system close to the turbines at a short circuit can be achieved by reducing the wind
turbine power for duration of a few seconds after fault occurrence. In addition to
that mechanical stress and increased reactive power demand are mitigated.

4.3 Reactive Power Supply

As the considered wind turbine concepts do not use any power electronic interface
their reactive power operational point cannot be adjusted. This means, that both
the Type A and Type B wind turbine concept cannot contribute to reactive power
supply. As shown in Figs. 2 and 3, these concepts are normally equipped with
capacitor banks, in order to compensate for the own reactive power demand. Thus
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a limited adjustment of reactive power is possible. However, these capacitor banks
can normally not be used for dynamic voltage control in case of a fault.

Type A and B wind turbine concepts can generally not comply with modern
grid code requirements and their grid support capability is relatively poor. This
fact has already influenced their market penetration negatively as shown in Fig. 6.
However, in distributions systems or power systems, where grid code requirements
are less severe there is still a market for them. Moreover, if large wind farms of
this type will be coupled to the grid connected via an HVDC connection, grid
support can then be provided by the grid side converter of the HVDC station.

5 Grid Support Capabilities of DFIG Wind Turbines

5.1 DFIG Control for Grid Support

The variable speed doubly-fed induction generator (DFIG) wind turbine is today
the most commonly used wind turbine concept [21]. The doubly-fed induction
generator wind turbine concept uses a partial-scale frequency converter in the rotor
circuit. This converter controls the rotor voltage and thus performs independent
control of active and reactive power at a speed range of approx. ±30 % around
synchronous speed [25]. Compared to wind turbine concepts with full-scale fre-
quency converter, the partial-scale converter of the DFIG has the advantage of
reduced converter size, costs and losses [26]. However, this configuration also has
a major drawback in terms of fault ride-through as the converter has to be pro-
tected against high transient currents.

A representative control strategy of the DFIG wind turbine’s electrical system
is exemplarily shown in Fig. 7. The rotor side converter controls the active and
reactive power production, which is fed via the stator into the grid. The grid side
converter maintains the DC-link voltage and controls the reactive power of the
grid side converter, which is set to zero during normal operation. In case of a grid
fault this control is extended by means of several control features such as over-
speed protection, converter protection, damping and voltage control, i.e. reactive
power supply by the converters, indicated by the red blocks in Fig. 7 [27]. The
details of the control and their ability to enhance fault ride-through and grid
support are discussed in the following.

5.1.1 Active Power Dispatch

The control of the rotor side converter allows independent control of active and
reactive power. Moreover, as the turbine is pitch controlled the aerodynamic
power absorbed by the turbine can be adjusted. Thus, the DFIG wind turbine is
able to reduce its output power by demand and can then contribute to active power
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dispatch. However, as wind is a fluctuating power source, the capability of active
power dispatch is limited or dependent of the prevailing wind speed. Nevertheless,
if the wind speed is large enough the DFIG wind turbine can curtail the power
production and provide reserve power. Moreover, the turbine can also adjust its
reactive power operational point at its terminals and contribute to power factor
control. However, as the DFIG rotor current is used in inner control loops, the
limitation of the rotor current size also limits the control capability of active and
reactive power supply to the grid.

As the power control is realized by means of power electronics, the control has
a very fast system response. Compared to conventional power plants such wind
turbines can much faster contribute to power dispatch. Wind turbines with fre-
quency converter are thus predestined to contribute to power system support
requiring fast reaction time.

5.1.2 Fault Ride-Through

The fault ride-through capability of the DFIG wind turbine is realized by three
units: an over-speed protection, a damping controller and the converter protection
indicated in Fig. 7 [27]. During a grid fault voltage and power at the wind turbine
terminal drop and thus the power in the DFIG drops, too. This results in an
acceleration of turbine and generator. In this case the blade angle control serves as
an overspeed protection and the absorbed aerodynamic power is reduced. More-
over, when the electrical power drops the drive train will start to oscillate. Due to
this reason a damping controller is implemented, which actively damps any
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Fig. 7 Overview over the control and system configuration of a DFIG wind turbine [27]
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torsional oscillations of the drive train and prevents instability of the system and
substantially reduces the mechanical stresses of the turbine.

In addition to that a converter protection needs to be implemented. Due to the
DFIG’s direct grid connection via the stator, high transient currents and voltages
can arise in the generator. As these high transient currents and voltages are also
induced in the generator’s rotor the rotor side converter must be protected. A
common protection system applied in many DFIG wind turbines is the crowbar
protection, e.g. an external rotor resistant. In case of a severe grid fault, the
crowbar is triggered and the rotor side converter is subsequently blocked. In this
case the controllability of the rotor side converter is temporarily lost. Nevertheless,
the crowbar guarantees, that the wind turbine can stay connected to the grid and
can thus directly contribute to power production, when the fault is cleared.

5.1.3 Voltage Control

In addition to fault ride-through capability the wind turbine must furthermore be
enabled to support the grid and to contribute to voltage control by means of
reactive power supply. This is realized by a voltage controller, which is added in
cascade to the power controller (Fig. 7). The voltage controller demands the rotor
side converter control to supply reactive power to the grid in order to re-establish
the voltage level. However, when the rotor side converter is blocked by the
crowbar, the task of reactive power supply is then temporarily assigned to the grid
side converter, which can stay active during a fault. As the grid side converter can
control only a fraction of the turbine power (*30 %), it always contributes with
its maximum reactive power to the grid during a grid fault and is thus called
‘‘reactive power boosting’’ in Fig. 7 and is activated by the crowbar signal.

If the DFIG wind turbine is equipped with a control system as explained above,
it can accomplish fault ride-through and contribute to grid support as required in
the grid codes.

5.2 Simulation Example: DFIG Wind Turbine Exposed
to Voltage Drop

In order to verify the ability of wind turbines to comply with grid codes, power
system operators require simulation models of the manufacturers. In the following
example such a simulation model of a 2 MW DFIG wind turbine is subjected to the
voltage profile defined by the E.ON grid code [1] shown in Fig. 1. The grid between
the wind turbine and the occurrence of the voltage drop is simulated by means of a
Thevenin equivalent with short circuit power of ten times the wind turbine power
and an R/X ration of 0.1 [2, 14]. Simulation results are shown in Fig. 8.
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In the uppermost plot, the voltage profile is plotted together with the voltage
characteristic at the wind turbine connection point (PCC). In addition to that, the
active and reactive power production of the DFIG wind turbine is shown together
with their corresponding reference values of the controller.

According to the voltage profile of the grid code, a voltage drop down to zero
for 150 ms is followed by a slow recovery of the voltage within 1.5 s. Due to the
severe voltage drop the crowbar of the DFIG is coupled immediately at the fault
incident in the current example. During this time the rotor side converter is
blocked but the grid side converter provides a small amount of reactive power to
the grid. After the crowbar is disconnected at 100 ms the rotor side converter
contributes with reactive power. In this moment the active power decreases to zero
as reactive power production is prioritized by the rotor side converter control. In
the simulated case the DFIG contributes with its maximum reactive power.

Due to the crowbar protection fault ride-through can be accomplished and the
turbine can stay connected. The turbine is thus able to contribute to power pro-
duction immediately after voltage recovering. Moreover, reactive power supply
supports the grid and improves the voltage level at the wind turbine terminal.
However, during crowbar coupling the controllability of the DFIG and thus the
reactive power contribution is temporarily compromised. Due to this reason
manufacturers try to avoid crowbar coupling or aim to provide more advanced
solutions for DFIG wind turbines to comply with grid code requirements.
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6 Grid Support Capabilities of Full-Scale Converter Wind
Turbines

For wind turbines using grid connection via a full-scale frequency converter it can
be presumed, that such wind turbine concepts have very good grid support
capability compared to any other wind turbine concept. Due to the larger converter
rating the amount of reactive power, which can be provided to support the grid
voltage, is larger than for any other wind turbine concept [9]. Furthermore, the
converter system decouples generator and turbine from the grid so that both are
less subjected to the grid fault impact than turbines with direct grid connected
generator [28].

Wind turbines with full-scale frequency converter can have different generator
types, which are coupled to the turbine via gearbox or operate direct driven so that
the gearbox can be omitted (Fig. 5). Nevertheless, because all concepts use a full-
scale frequency converter their grid support capability is equal [14]. Due to this
reason a multipole PMSG wind turbine is representatively chosen for the following
considerations.

6.1 PMSG Control for Grid Support

The control of the PMSG’s electrical system is exemplarily illustrated in Fig. 9.
The control of the frequency converter is realized as follows: The generator side
converter controls the DC-link voltage and the stator voltage of the generator. On
the other side, the grid side converter is used to control the active and reactive
power supply to the network. As stated in Michalke [14] this control strategy is
very beneficial for fault ride-through and grid support but other control strategies
can be used as well. In case of a grid fault this control is extended by means of
several control features such as an overspeed protection, damping and chopper
module. Furthermore a voltage controller is added in cascade to the converter
control facilitating reactive power supply [29]. The turbine’s grid support capa-
bility is assessed in the following.

6.1.1 Active Power Dispatch

Due to the coordination of converter control and pitch control, variable speed wind
turbines with full-scale frequency converter are able to curtail their output power by
demand. This means, that reserve power is provided and if the wind speed is large
enough the turbine can increase and decrease power production to reference values
imposed by the power system operator. However, as stated before power dispatch
depends on the wind, a fluctuating power source. But due to the fast control of the
frequency converter, active power dispatch can immediately be provided.
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Moreover, due to the converter the turbine can also adjust its reactive power
operational point at its terminals and contribute thus to power factor control. Since
this wind turbine type has a full-scale converter compared to the DFIG wind turbine
its controllers have a larger range before they reach their limitations. This means,
active and reactive power can be adjusted in a wider range than with the DFIG.

6.1.2 Fault Ride-Through

Similar as for the DFIG wind turbine, fault ride-through capability is facilitated
and enhanced by three units (Fig. 9). Again, the pitch control serves as an over-
speed protection and a damping controller is added in order to damp torsional
oscillations in the drive train. However, in contrast to the DFIG wind turbine, no
converter protection is necessary. As the generator is decoupled from the grid by
the converter no transient currents and thus no damaging risk for the converter
arise. Nevertheless, in order to enhance fault ride-through capability a chopper
module is implemented in the DC-link of the PMSG wind turbine. When the
terminal voltage drops in case of a fault, the output power, which is fed into the
grid, is significantly reduced. However, turbine and generator will continue to
deliver their power into the DC-link. In this case the chopper is triggered to dump
the surplus power of the turbine during a grid fault into an additional resistance.

6.1.3 Voltage Control

The PMSG wind turbine must also be enabled to provide grid support by reactive
power supply during faults. Due to this reason a voltage controller is added to the
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Fig. 9 Overview over the control and system configuration of a PMSG wind turbine [29]
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grid side converter control as shown in Fig. 9. In case of a voltage drop the grid
side converter is then asked to provide reactive power in order to re-establish the
grid voltage. In comparison to the DFIG the full-scale converter used in a PMSG
wind turbine can provide a larger amount of reactive power. This yields that the
voltage level is supported to a higher level and recovers faster.

The PMSG wind turbine itself is furthermore fully decoupled from the grid by
the converter and is thus less subjected to the impact of a grid fault. Due to
appropriate control both fault ride-though as well as active and reactive power
supply can easily be accomplished by the PMSG wind turbine and all other wind
turbines using a full-scale frequency converter.

6.2 Simulation Example: PMSG Wind Turbine Exposed
to Voltage Drop

In order to exemplify the PMSG wind turbine’s grid support capability, a simu-
lation case is presented, in which a PMSG wind turbine is exposed to a voltage
drop as specified in the E.ON grid code [1]. The grid between the wind turbine and
the occurrence of the voltage drop is modelled by means of a Thevenin equivalent
with short circuit power of ten times the wind turbine power and an R/X ration of
0.1 [2, 14]. Simulation results are shown in Fig. 10: The voltage profile is plotted
together with the voltage characteristic at the wind turbine connection point
(PCC). In addition to that, the active and reactive power production of the DFIG
wind turbine is shown together with their corresponding reference values of the
controllers.

As the PMSG wind turbine is connected via a full-scale frequency converter the
control is able to provide maximum reactive current to the grid. Reactive power
supply is then prioritized over active power production. However, reactive power
production is of course limited due to the reduced voltage level. The active power
is reduced to zero and the surplus power of the turbine is burned in the chopper.
After the voltage has totally recovered the pre-fault steady state is regained.

It can be concluded that the PMSG wind turbine with full-scale frequency
converter can ride-through grid faults and also comply with the reactive power
supply requirements defined in the grid codes. In comparison to the DFIG wind
turbine full-scale converter connected wind turbines show a slightly better per-
formance in terms of grid code accomplishment as they can provide a higher
amount of reactive power and do not need extra converter protection such as a
crowbar. The only drawback of full-scale converter connected units is, that there is
no direct dependency between active power feed-in, turbine speed and grid fre-
quency. This means that these turbines do not add inertia to the power system as in
contrast direct grid connected generators do.
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7 Discussions

Different wind turbine concepts exist on the market and have different capabilities
to support the power system and to comply with modern grid code requirements.

The first generation of wind turbines used direct grid connected generators
without any power electronics. Today these kinds of wind turbines are not able to
provide ancillary services such as active power dispatch or reactive power supply
during grid faults and are disconnected from the grid in case of a fault. However, if
they are equipped with pitch or active stall control they can contribute to active
power dispatch in a limited way and improve their fault ride-through capability.

In contrast to this, DFIG wind turbines use a partial-scale frequency converter
and can thus control active and reactive power to imposed reference values if the
wind speed is sufficient. However, the reactive power supply capability of DFIG
wind turbines is smaller compared to full-scale converter connected wind turbines.
Moreover, in case of a fault high transient currents arise in the DFIG. Thus the
rotor side converter must be protected and might even be temporarily blocked,
which reduces the ability to support the grid during faults. Nevertheless, the DFIG
wind turbine can accomplish fault ride-through and complies with modern grid
code requirements.

As mentioned before wind turbines with full-scale frequency converter have a
better grid support capability than all other wind turbine concepts. Depending on
the wind speed these wind turbines can contribute to active power dispatch. Due to
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the full-scale converter system they can provide a higher amount of reactive power
to the grid than DFIG wind turbines. In case of a fault this yields that the voltage
level is supported to a higher level and recovers faster. A full-scale converter
connected wind turbine itself is furthermore fully decoupled from the grid by the
converter and is thus less subjected to the impact of a grid fault.

The above summarized facts show that modern wind turbines using power
electronic interface are able to support the power system by providing ancillary
services. Since power electronics facilitate flexible control and fast system
response, wind turbines are rather predestined to contribute to fast power system
control tasks. However, up to now wind turbines were installed decentralized and in
small units compared to large centralized power plants, which made power system
control more challenging. But as the trend is towards larger centralized wind farms,
e.g. offshore, this drawback may be mitigated. Moreover, new approaches as virtual
power plants or smart grids are suitable to integrate renewable energy production
units and will enhance power system operation in the future.
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Coordination Between Wind Farms
and Storage Devices, Technical
and Economic Aspects

Edgardo D. Castronuovo and J. Usaola

Abstract The increased participation of the wind power production in the electric
systems requires the analysis and adoption of new operational techniques. One of
the alternatives most frequently cited in the literature is the coordination of wind
farms with storage devices, with different purposes. The present chapter studies
different approaches for this methodological option, presenting results from the
recent literature. Also, this chapter presents an alternative for calculating the
optimal operation of storage devices in coordination with wind generation. Finally,
the interaction of wind farms with reserve markets is fully explained.

1 Introduction

In the last years, wind power has increased its participation in power systems
worldwide, and especially in Europe, USA and China. Wind power has important
advantages, including: reduction of the CO2 emissions, local availability, reduction
of the dependence to external energy sources, utilization of renewable energy
resources, etc. One of the main problems associated to wind power generation is
the impossibility to predict the time-behaviour of the actual production of the
plants at a given time, due to the limited controllability of the technology and
the variability of the energy resource. As wind cannot be stored, the variation in
the power injected in the system with respect to the schedule (due to errors in the
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production forecast) must be compensated by other generators, to maintain the
balance among generation, load and losses.

The error in the forecasting production of a wind farm depends, among other
factors, on the quality of the prediction methods used to estimate the probable
production. Many works analyze this issue. Between them, in [1] the requirements
for additional reserve in one region of the system due to the compensation of
forecasting errors in the wind production are analyzed. In this study, the error is
represented as a function of the prediction horizon, using real historical data of a
wind farm and correlation matrices. The study [2] also considers the forecasting
horizon as the only predictor variable, proposing a function to estimate the pos-
sible errors. In [3] and other, the wind prediction is obtained by using ARMA
series, transforming this result in wind power generation through real wind gen-
erator curves. Other works also consider the error dependence on the predicted
power level, beside the forecasting horizon. References [4, 5] consider this cor-
relations, using non-parametric distributions.

Independently of the prediction method used to estimate the future wind pro-
duction, the real production is always different (with a larger or smaller error) to
the predicted value. Therefore, compensation of the production deviation must be
required for the adequate operation of the power system. Several works have
utilized storage devices to perform this compensation. In the present work, a
review of the main approaches proposed in the literature for the cooperation
between wind farms and storage devices is performed. Next, a procedure to cal-
culate the best operation of a storage device that compensates the production
deviation of a wind farm is analyzed in detail. Finally, the interaction with actual
reserve markets, as the most common procedure to compensate wind farm devi-
ations is considered.

2 Review of Alternatives for the Coordination Between
Wind Power and Storage

In the following review, the main research lines to analyze the cooperation
between wind power generation and storage are summarized. Several approaches
have been considered, including the utilization of water pumped storage, hydro-
power generation, batteries, superconducting magnetic energy storage and fuel
cells. Also, important aspects of the cooperation, as the coordination in isolated
systems, influence of statistical analysis, market behaviors and reliability, are also
included in the cited bibliography. It must be stressed that the collaboration
between wind energy and storage in automotive devices is not considered in this
review, due to the incipient stage of this research line.
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2.1 Utilization of Water Pumped Storage

Water storage plants are intensely used in many power systems, to transfer electric
generation between periods of operation. These plants consist of two reservoirs at
different heights, connected by pipes and hydraulic valves. Electric pumps can
raise water from the lower reservoir to the upper one, storing electric energy as
water. Part of this energy can be recovered by the power system, using conven-
tional hydraulic generators. The efficiency of the storage cycle (pumping/storage/
hydraulic generation) is between 70 and 80 %, depending on the utilized equip-
ment. When working in a daily cycle, these plants absorb electric power from the
system in low-price hours (generally, at night) and sell the storage energy in the
high-price periods. However, the storage capacity of these plants can be also used
to compensate the deviations in the wind power production, balancing the inte-
grated operation.

In [6], the authors propose a new approach to coordinate a wind power plant
with a hydro pump storage station. The operational limitations of these two plants
are taken into account in the formulation. The proposed algorithm accomplishes to
identify the best operation strategy of a combined W–H power plant with little
water storage ability, determining the amounts of wind and hydropower to be
generated for each hourly period. Pumping power consumption and storage level
profiles are also calculated for every hour. Through Monte Carlo simulations,
wind-power time-series scenarios are determined. For each one of them, an
optimized daily operation strategy is determined by solving a linear hourly-
discretized optimization problem. The Portuguese wind-energy remuneration tar-
iffs for wind-power generation are used in this work to illustrate the economic
gains of the combined operation. Three cases are analyzed: (a) output power
operational band restrictions in all periods of the day; (b) only output hourly power
restrictions during the off-valley hours; and (c) calculation of the maximum lower
limit in the output power band. Besides the operational advantages obtained for the
coordinated operation, the predicted yearly average economic gain of the joint
strategy is between 425.3 and 716.9 k€, for the analyzed test cases.

The same authors, in [7] continue the research previously described, including
an extensive account of the economic profits obtained from the operational
cooperation of the wind and hydro units and analyzing the optimal size of the
coupled water reservoir. Special attention is given to the formulation of the
optimization problem (wind park developer profit maximization), taking into
consideration specific physical and technical restrictions. The formulation pro-
posed in [8] aims to assist the owner of a wind—hydro storage generating facility
in improving the quality of the estimates of the hourly energy quantities it can offer
in the market for the next hours, and the intervals of confidence for these estimates.
The objective of the analysis is to enclose the wind production between narrow
limits, using the storage capacity. The profit in the operation is also represented in
the optimization problem, configuring a multi-objective analysis. Monte-Carlo
simulations are used to represent the stochastic characteristic of the wind
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production. The work shows that by incorporating energy storage ability in wind
plants, it is possible to increase the controllability of the power to be produced,
enabling its participation in the market.

In [9], the authors perform a thoughtful inspection of the main problems for a
very large integration of wind generation in power systems. In the study, several
techniques for improving the behavior of the wind farms are analyzed, including:
collaboration of the wind generators in critical situations, participation in the
primary frequency control and wind generation aggregation through Dispatch
Centers of renewable production.

In [2], the authors analyze the addition of a storage device, in the same location of
the intermittent generator, to compensate the power generation deviations due to
forecasting errors. The algorithm estimates possible errors in the production for the
next periods, calculating the requirements of the storage device. The formulation is
tested in two real case studies: using wind speed measurements from northern
Norway with a 2 MW wind turbine model and on measurement data from a 500 kWp
photovoltaic installation in Mont Soleil, Switzerland. Different forecast horizons are
analyzed, up to 24 h. From the results, the reliability of the network can be improved
with an appropriate energy storage device. The characteristics of the required
storage can also be calculated from the simulations in different scenarios. The
advantages on using real series in the analysis are emphasized by the authors, for
allowing more accurate results than by using simulations.

The paper [10] introduces an alternative formulation for the coordination of a
wind farm and hydro storage facilities. In this study, the costs for unbalancing the
system can be included, performing stochastic analyses. The work [11] also con-
siders the utilization of hydro-pumped storage to cooperate with the wind power
production. In the analysis, future prices and wind power generation are considered
stochastic variables. Also, the pump action is represented by using discrete values,
due to the connection/disconnection of no continuously controllable pumps. The
stochastic characterization is performed by using the Collocation method. Realistic
data is used to test the proposed algorithm. The comparison of expected profits
concludes that joint operation is beneficial for both wind and pump storage units.

In [12], the authors analyze the future utilization of pumped storage plants,
including the coordination of them with wind farms. The study is centered in
Germany and concludes by highlighting the importance of these plants for the
adequate operation of the system. Moreover, the authors suggest that more than
14,000 MW could be incorporated in the German system in the next years, if the
adequate incentives are introduced in the market.

2.2 Coordination with Hydropower

Classic coordination between wind farms and hydro storage considers the utili-
zation of pumped water storage facilities. However, water can also be stored by
reducing the hydro production in same periods. The water not used for generation
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proposes in these periods can be utilized in following hours, resulting in a water
storage operation. Some papers have followed this approach.

The authors of [13] formulate a daily planning algorithm for a multi-reservoir
hydropower system coordinated with wind power. The study considers that wind
power and hydropower are owned by different utilities, sharing the same trans-
mission lines. In the analysis, hydropower production has a priority for the utili-
zation of transmission capacity. However, when congestion restrictions are applied
to the production, the hydro production is reduced to allow an increased pene-
tration of the wind power generation. The algorithm considers two successive
steps: (a) calculation of the base case hydro power planning without consideration
of the wind power and (b) re-planning of hydro power production, considering
wind power forecast and its uncertainty. The analysis is performed in a projected
wind farm facility in northern Sweden, near the Norwegian border. In the region,
the transmission capacity is limited to 350 MW, constraining the introduction of
power due to the new wind farm. From the results, the coordinated operation
reduces wind energy curtailment by about 50 %, allowing an adequate use of the
wind farm.

The work [14] also considers the cooperation between a wind farm and a hydro
generation company, offering combined bids for the portfolio. The study considers
the economic remuneration conditions of Spain, aiming to calculate the optimal
joint bid of the hydro+wind power arrangement. The main advantage in the
cooperation results in the reduction of the imbalance costs, in around 50 %.

In [15], the author analyses different alternatives to increase the wind power
integration in power systems with transmission bottlenecks. Utilization of battery
storage, pumped hydro storage and coordination of wind production with hydro-
power generation are options considered in the study. Other alternatives formu-
lated in the literature to increase the transmission capacity (as temporary
overloading, probabilistic evaluation of operational uncertainties, wind production
curtailments and others) are also cited and analyzed. The author concludes that
some of these methods could be interesting alternatives to reduce the cost of
transmission system reinforcements.

In [3], the authors aims to determine the optimal hourly bids for the day-ahead
market (spot market) by the hydropower utility, considering the uncertainty of the
wind power forecast. A long-run (1 year) evaluation of the algorithm is included,
showing the advantages of the coordinated action. The results of the case study
show that coordination with wind power brings additional income to the hydro-
power utility and leads to significant reduction of wind energy curtailments. In the
paper [16], the uncertainty of the power market prices is included in the analysis.
The algorithm considers both spot and regulating markets. The coordinated action
allows reducing the curtailments of the wind production, only resulting in about
25 % of unutilized wind production. The paper also present the economic benefits
obtained in the coordinated action.
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2.3 Utilization of Storage in Batteries

In the last decade, batteries have evolved significantly. Conventional and new flux
batteries have reached adequate levels of storage capacity, efficiency and allow-
able number-of-cycles to be used in power systems.

In [17], the authors analyze the inclusion of a large battery in a wind farm. This
study considers an existing wind farm in France with an installed capacity of
12 MW and the addition of redox-flow VRB (Vanadium Redox) or classical lead-
acid batteries. The economical study is performed considering the French remu-
neration scheme in 2005. The results show that it is difficult to economically
justify the inclusion of the batteries, mainly because the low lifespan of the current
batteries at this year.

The authors of [18] analyze a distributed generation grid, which include con-
ventional thermal generation, wind farms and photovoltaic solar production. The
autonomous system contains also storage capacities, by using generic batteries.
Genetic algorithms are used to solve the optimization problem. The study includes
a comparative study of the performance of genetic algorithms and simulated
annealing in the proposed formulation. In [19], the analysis of the performance of
the different generation alternatives is expanded. The results demonstrate the
capacity of the algorithm to obtain profitable solutions for a complex system
including storage and several types of renewable generations, emphasizing the
different performances of the system components.

In [20], an industrial customer with wind turbine generators in the Taiwan
Power Company (TPC) system uses a storage battery system to shift electricity use
from peak load hours to light load hours, in order to reduce its electricity costs. A
new algorithm (called multipass iteration particle swarm optimization) is utilized
to obtain the best solution of the problem. The method is tested in the optimization
of a complete 30 days horizon, showing the advantages of storing energy in
weekends and in the hours with low prices for the energy. In [21], the author aims
at two objectives: to reduce the thermal operating costs of a large system and,
simultaneously, to maximize the wind energy utilization factor of the wind farms.
For this, a representative of the TPC system was used, with a maximum load of
20,747 MW, average load of 16,348 MW, a battery storage system with a capacity
of 1,050 MWh/350 MW and 10 equivalent wind farms with an added installed
capacity of approximately 330 MW. The simulation of the system over 24 h of
operation is shown in the paper. The results show the efficiency of the solution
algorithm and the advantages obtained for the planning operation.

2.4 Utilization of Air Energy Storage

In [22], the authors analyses the utilization of compressed air energy storage to
compensate the imbalances due errors in the wind power forecasts. Variable
operational costs, start-up expenses, investment costs and spinning and standing
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reserves are considered in the formulation. The representation of the adiabatic
compressed-air energy device is similar to that used for hydro pump storage
facilities. The method is tested in the German electricity market context. The
results show that if the option to invest in compressed air storage is available, a
fraction of necessary investments in gas turbines and combined-cycle gas-fired
plants is displaced in the future. The amount of investments in storage does not
significantly increase with the augment of the wind penetration. The CO2 emis-
sions are significantly reduced by the introduction of compressed air storage,
because of two reasons: (a) compressed air storage can substitute thermal gener-
ation in peak hours and (b) the adequate utilization of compressed air storage can
manage large deviations of the wind power production, allowing greater wind
power penetration.

In [23], the authors analyze the introduction of air storage technologies in
Denmark. The compressed air energy storage is compared with similar other
alternatives, including heat pumps and hydrogen storages, from an economic
point-of-view. The storage plants are evaluated in relation to the system integra-
tion of wind power. The study concludes with the convenience of using air storage
technologies to save investments in power plant capacities in the system, as the
best option of allow a profitable inclusion for this kind of storage plants.

2.5 Superconducting Magnetic Energy Storage

A superconducting magnetic energy-storage (SMES) device uses a superconduc-
ting coil, cryogenically cooled to a temperature below its superconducting critical
temperature, to store energy in its magnetic field. More details about the utilization
of SMES in power systems can be found in [24]. In [25], a damping control for the
SMES unit is designed, allowing to suppress the active-power variations of a large-
scale wind farm subject to wind-speed fluctuations. The wind farm includes sev-
eral induction generators and uses the SMES for storing a large amount of energy
in the magnetic field, compensating in that way the active power fluctuations of the
wind farm. The method is tested in an 80 MW wind farm, including in the paper
steady-state analyses and transient simulations of the combined operation. A
similar analysis is performed in [26], for a large-scale wind power generation
system. In [27], the combination of a offshore wind farm, marine-current turbine
generators and a SMES unit is analyzed. The damping controller for the SMES is
calculated by using Modal Control theory. The paper includes steady-state analysis
and comparative transient responses of the studied system (with and without the
SMES and the designed PID SMES damping controller) under different transient
disturbances: in the torque, by gust wind and a suddenly changed local load.
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2.6 Utilization of Fuel Cell Systems

Fuel cell systems are also suitable to storage large amounts of energy for the short
or large term. In [28], a storage system based in hydrogen production is analyzed.
The simulations consider the Italian day-ahead market prices and a big wind farm
in Sicily. The storage system includes an alkaline electrolyser for the hydrogen
production, compression and storage of the hydrogen in tanks and a fuel cell for
recombining hydrogen and oxygen, partially recovering the energy used in the
water electrolysis. The study was performed in a yearly base, wanting to determine
the optimal capacity of the various components utilized in the storage cycle. The
results show the operational advantages related to the inclusion of the storage
device. However, for the prices used in the simulations, the hydrogen storage cycle
seems to be uneconomical.

In [29], the authors consider the cooperation of a wind farm with a hydrogen
cycle. Hydrogen produced from electrolysis is used for power generation in a
stationary fuel cell and as fuel for vehicles. The wind energy is traded at the day-
ahead spot market, analyzing three cases: (a) spot prices of the European Energy
Exchange (EEX) in 2002, (b) Norwegian market conditions and (c) isolated
operation of the wind–H2 plant (no possibility for power export). From the results,
the fuel cell is used only in cases with large electricity price variations and high
balancing costs, since the overall efficiency of the hydrogen storage cycle is rel-
atively low.

The paper [30] describes the modeling and control scheme for a combined
wind-fuel cell hybrid energy system. The author proposes the following opera-
tional procedure: if the wind turbine is producing enough power, the load will be
supplied entirely from the wind energy; in case of low wind a share of power can
be supplied from the fuel cell. Otherwise, if the output power from the wind
turbine exceeds the demand, the excess power may be used to produce hydrogen
for later use in the fuel cell. The fuel cell is added to a 5 kW wind turbine, in
Canada. Simulation results indicate the expected transients in the system for the
analyzed control strategies. The performance of the system has been found sat-
isfactory when responding to a step change in the wind speed or a step change in
the load resistance. The author suggests the convenience of using the wind turbine
rotor as an additional energy storage element. In [31], a system consisting of a
400 W wind turbine, a proton exchange membrane fuel cell, ultracapacitors, an
electrolyzer, and a power converter is analyzed. System dynamic modeling,
simulation, and design of controller are reported in this work. Transient’s duration
is between 1 and 5 s. In most of the transient situations, the system behaves like an
overdamped one. To regulate the variation in output voltage, the need of suitable
control and power electronic mechanisms is outlined.
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2.7 Coordination in Isolated systems

In isolated systems, the introduction of intermittent renewable energy (as the wind
production) could be more complicated than in large systems. Therefore, storage
capacities can perform an important role for balancing power and energy in the
operation [32].

The inclusion of large amounts of renewable generation in isolated system could
be limited by dynamic security concerns. Wind parks and other renewable sources are
generally unable to assist in maintaining the system within tight margins offrequency
and voltage. In [33], the authors analyses the best capacity of a pumped storage
facility, considering the stochastic nature of the production and the dynamic security
constraints related to frequency regulation. The goal of the study is to determine the
optimal energy and power capacities, considering probable operational scenarios,
fixed costs of the pump installation and operational costs of the generation plants and
the pump storage device. The algorithm was tested in a real island system, with
60 MW of wind generation, 50 MW of hydropower generation and two thermal
stations with a total capacity of 220 MW. The optimal storage capacity was calcu-
lated as 10.9 MW and 80.2 MWh. From the results, the main advantages of the
storage inclusion were due to the ability of maintaining the security constraints.

A real case based on the ‘‘Multi-purposes Socorridos system’’ located in
Madeira Island, Portugal, is analyzed in [34]. This grid includes a pumping and
hydropower station, with 15 MW of pump capacity and 8 MW of installed hydro
generation. The isolated system is analyzed in several conditions: winter and
summer profiles, with and without wind production, etc. The profits, when the
wind park is included in the system, are around 5,200 Euros/day. The authors do
not found a relevant difference in the profits between summer and winter wind
conditions, in Madeira Island.

In [35], the authors develop a stochastic optimization approach for analyzing the
characteristics of a proposed storage device in isolated grids. The formulation
considers wind generation and conventional diesel-based generation, representing
different levels of wind penetration in the system. In the operation of the system, the
diesel plant executes both frequency and voltage controls. Three diesel operating
strategies are analyzed: minimum loading (by using a dump load), new low-load
diesel technologies (considering electronic fuel injectors) and diesel unit commit-
ment (allowing shut off the diesel generator in some periods). The analysis considers
possible scenarios of load and wind power generation, weighted with the proba-
bilities of their occurrence. The economic model considers fixed and operational
costs, to evaluate the advantages of the storage device. The objective of the study is
to calculate the optimal size of the storage plant to minimize the dumping of energy.
Interesting conclusions are obtained from the sensitivity analysis, performed in a test
case. The results show that storage devices are better utilized with medium and large
penetrations levels of wind power. The introduction of storage devices does not
significantly influence the cost of the energy served but improves the sustainable
approaches of serving the energy needs of remote communities.
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In [36], the analysis of a Portuguese village with wind power production, solar
generation and pumped storage capacity is considered. In the normal operation, the
pumped storage capacity is used exclusively to supply the water requirements of
the population. Three cases were compared in the study: (a) stand-alone operation,
(b) interconnection with the national external grid and (c) interconnection with the
external grid and inclusion of a water turbine (in this case, requiring reinforce-
ments in the pump station and pipes). From the analysis in the Portuguese market,
the stand-alone operation is more profitable than to build an interconnection with
the national grid, if the distance to the grid is larger than 31.6 km. In case (c), the
reformed pump station can be used (besides to provide the water for the village) to
store and sell energy of the grid, using the incorporated water turbine and acting as
a conventional energy pumped plant. However, comparing the results obtained in
the present study-case, it is possible to conclude that the system without a hydro
turbine is more cost-effective.

In [37], the behavior of the system constituted by a wind farm and a fuel cell is
analyzed, in a isolated grid. The system has 7,500 W of rated wind power and
3,500 W of rated power in the fuel cell. The stochastic characteristic of the wind
power is considered in the study. The simulation results show that the various
components of the system can perform a successful and integrated operation.

The work [38] analyses the coordination of a isolated system including a diesel
synchronous generator, a wind induction generator and battery storage, through
dynamic simulations. Different types of loads are considered in the study. The
results show that the battery system helps to reduce the harmonics in source
currents, in the load balancing and load leveling. A similar approach is analyzed in
[39], where the association between a wind turbine with double fed induction
generator (DFIG) and a battery is analyzed in isolated and grid-connected modes.
When the wind power generator operates in the grid-connected mode, the pro-
posed control scheme preserves the characteristics of a conventional grid-
connected counterpart, in addition to the capabilities augmented by the battery
energy storage. In isolated operation, the battery allows the islanded operation of
the DFIG wind-power unit. The proposed controller also allows an adequate
behavior of the combined system facing the battery disconnection and line-to-
ground faults.

2.8 Sizing of Storage Capacity Using Statistical Analysis

The requirements in storage capacity are strongly related to the quality of the
prediction tool, utilized to estimate the wind power production. In particular, the
dimension of the storage reservoir and the response of the hydro generator and
pump station are conditioned by the prediction. In [40], a Beta distribution for the
wind power forecast error is used. Real data from two sites are utilized in the
study. The histograms of the Beta distribution are matched with the Gaussian
distribution, showing the advantages of the approach. Once the forecast error pdf
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(probability density function) is known, the storage energy system designed to
reduce the forecasting error can be calculated. The results show that the energy
loss is proportional to the integral of the tail of the pdf. Therefore, the pdf must be
especially precise in its tail region.

In [5], energy storage is used as a mean of risk hedging against penalties from
the regulation market. In the analysis, market participants (including wind farms)
are charged for any deviation from contracted production. The penalties are as
defined as the volume of electricity in imbalance times the imbalance price. As an
alternative, large-scale storage can be used as a buffer, for absorbing the fluctu-
ations around the delivery contract proposed on the day-ahead market. The work
aims to calculate the optimal size of the energy storage for any period of the future,
using possible production scenarios from statistical analyses. The algorithm is
applied to a Danish wind farm, considering the addition of a pumped storage
facility. From the results, the influence of the initial energy in the storage facility
and the losses in the storage/generation loop are critical for the efficiency of the
method. Moreover, the risk of deviations that the wind farm owner is able to
accept modifies the optimal size of the storage facility. In the paper, the optimal
storage size for different conditions, in 1 year simulations, is calculated.

2.9 Participation in the Electricity Markets

The possibility of cooperation between wind energy generators and other tech-
nologies have been studied for some years. The aim of this collaboration is to use a
flexible form of generation to compensate the imbalance between scheduled and
generated wind production. This cooperation is only possible if local regulation
allows it. This could also be regarded as a sort of procurement of reserves, so that
it is related to the management of operating system reserves. There are different
models of this management, and only in some of them the scheme could be
implemented.

One model is a centralized model, where an entity (usually the Transmission
System Operator, TSO) manages the total available reserves in the system. In this
model, the agents that incur in imbalance should pay for it, following a single or
dual price scheme.

A more decentralized model is also possible. In it, consumers and generators
may cluster in a Balance Responsible Party, which aims to minimize the total
imbalance for all its members. The imbalance price is paid only for the net
imbalance, and it is shared among the members. The Balance Responsible Party
tries to reduce this imbalance to a minimum, making use of its own means.

It is also possible to have contracts between different market participants. For
instance, a producer of intermittent generation could agree with a flexible gener-
ator the use of the latter resources, in order to minimize the imbalance cost. This
agreement could provide the intermittent producer a constant imbalance cost,
independent of the fluctuations of the imbalance market.
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While the decentralized model and the bilateral strategies provide more pos-
sibilities for the system and hedge risks of too high imbalance payments by the
intermittent generator, this is made at the cost of a possible suboptimal in the
management of the system reserves, as well as smaller availability of overall
reserves for the TSO.

The proposals and case studies that will be studied here assess the profitability
of an agreement between a wind generator and a flexible producer, with or without
storage, in order to minimize the total imbalance of both. The flexible production
considered may be fast thermal units, hydro generation, pumping hydro or other
forms of storage. Many approaches have been made to this problem in the last
years, and some of the most relevant will be mentioned below. The approaches,
however, are different. Some of them try to solve the problem of joint operation,
i.e., the flexible unit tries to minimize the imbalance of the intermittent one, when
the actual production of the latter is already known, or can be figured out accu-
rately enough. Then, the flexible unit provides the support needed to minimize the
imbalance.

A greater integration could be the joint participation of both units in the market.
In this way, the probability of imbalance due to the intermittent unit should be
included in the final schedule and the profit could be bigger.

The participation of this aggregation in adjustment markets, besides daily spot
markets, is also a possibility to be explored. In the case of common operation, this
would imply no change in the strategy (the flexible unit would change its schedule
after the market gate closure). However, the common participation in these mar-
kets would become a more complex problem, since more decision variables
(trading in the adjustment markets) should be added.

In the case of common participation in markets it is also necessary to consider
the accuracy and uncertainty of a short term wind power prediction program, while
this is not necessary for the problem of common operation. The common partic-
ipation problem is thus a stochastic optimization one, which means that different
random variables should be modeled. The pertinent random variables are wind
production, and prices for the day ahead market, adjustment market and imbalance
prices, just as in the problem of a wind bid.

Modelling of the flexible/storage unit may be very simple (for instance, a
thermal unit with no ramp constraints of start up and shut off costs) or more
complex (a set of hydro plants hydraulically coupled). The following references
address this problem with different degrees of detail, but the conclusion seems to
show that this joint operation or participation is profitable most of the times.

Bathurst and Strbac [41] study the advantages of combining energy storage and
wind in short term electricity markets. The storage device considered is generic,
and the imbalance is single priced. The prediction of wind energy is made using
persistence, and the imbalance prices are known in advance. Lead time, i.e. time
difference between gate closure of market is just up to 4 h. The study calculates the
added value of such cooperation and their conclusions are that this added value
decreases with price volatility, and may even be negative with small storage
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capacity and small error in wind prediction, and that reduction in lead time does
not imply a greater increase in added value.

Angarita and Usaola propose in [42] a joint participation of hydro and wind
generation following loosely the Spanish electricity market rules. This strategy
consists in the change of the hydro generation from its schedule in order to
compensate the imbalance of wind generator less than 1 h before the operating
time. This means that the production, and hence the imbalance of wind generation
is almost perfectly known because of this short lead time. In the study, the
imbalance costs are assumed to be proportional to the spot market price, and a
sensitivity analysis is carried out to show the dependence of the added value of this
joint participation on different parameters. A prediction program for wind energy
is therefore not needed for this strategy, although the wind generation might make
use of a prediction program for the updating of his position in the market in
subsequent adjustment markets. The advantages of this cooperation are greater
when the imbalance costs are higher, and especially if there is no possibility of
participating in adjustments markets. One of the limitations of this strategy is that
it is not possible to increase the production of the hydro unit when it is at its
maximum, or to decrease it when it is not producing. Since the hydro and the wind
units have previously presented bids separately, and the hydro generator has not
considered at that stage the possibility of compensation, the capabilities for joint
participation of these strategies are not fully exploited.

This limitation is addressed in [43], by using stochastic optimization techniques
to produce a joint bid of both technologies for the spot market, that take into
account the uncertainty of the future wind production. In this case, the updating
possibility in the adjustment markets for both generators is not considered, as the
imbalance price is still proportional to the daily market price. The work shows that
it is in general profitable for both partners to participate together in the market. The
benefits depend mainly on imbalance costs and the lead time of the forecasts. In
general terms, it could be said that it is more profitable when the uncertainty of
wind production is higher and to commit imbalance is more expensive.

Another study, this time about the joint participation of wind energy and a
thermal unit, is given by Gibescu et al. [44]. In this paper, a method for bidding
wind energy in markets, taking into account the uncertainties for its prediction, is
proposed together with a bid for a mixed portfolio between wind and a thermal
plant. The problem is solved using optimization methods that maximize the
expected benefits for the joint operation. Start up costs and ramp constraints of the
thermal plant were not considered. The study was carried out for 1 year, and real
imbalance price were considered in the analysis. Imbalance prices follow a two-
price system, and an estimate of their future value is made from previous values
which allow defining a pattern for the typical values along a day. The results show
that it is slightly profitable this joint operation and that this benefit increases when
it is also possible to reduce wind production to avoid surplus penalties. This last
strategy is not reasonable when subsidies to wind energy production depend on the
amount of energy generated, since the cost of the imbalance is usually much lower
that the premium to wind energy.
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The authors of [45] compare, from a economic viewpoint, the option of either
using a pumped storage hydro plant for reducing the uncertainty in the wind
production or to purchase call/put options to protect against this uncertainty. In the
analysis, the wind farm and the pumped storage have the same owner and the
Black–Scholes options pricing model is used. Real data is used in the study,
extracted from the PJM transmission organization (price data) and from a wind
location in Sutherland, IA, USA (wind speed data). The results show that in some
situations, purchasing options is financially competitive with the alternative of
using a pumped storage plant. However, the authors highlight that at this time, a
complete and competitive options purchasing market does not exist in the
deregulated electric industry.

In [46], the authors perform simulations of a wind-hydro portfolio. The goal of
the study is to analyze the diversification effect of the energy sources, from all-
hydro to a mix of hydro and wind, to lower the risk of energy deficits. The research
uses real data from Quebec, Canada, over the period 1958–2003. To analyze the
dependence between the two energy sources, five classical copulas were consid-
ered, characterizing the dependence of the marginal distributions. Three periods
are studied in the paper: with high inflows, with low inflows and with a combi-
nation of low and high inflows. The results show that with high inflows less risky
portfolios include equal parts of wind and hydro. On the other hand, high inflows
situations incentive larger penetrations of wind power, to reduce the risk of the
portfolio.

Besides of the stochastic characteristics of the wind power generation, other
parameters can be represented as random variables. In [47], the authors consider
two stochastic variables: the wind power production and the market prices. The
optimal bids for the day ahead market are calculated, also considering the probable
coordination of the wind farm with a pump storage facility. Uncertainty about
market prices and wind generation is introduced under a two-stage stochastic
programming approach. The approach is tested by using price previsions for the
Spanish daily-market hourly market. The additional utilization of a storage facility
increases the wind farm profits, since the pumped-storage plant provides hedging
against its production uncertainty as well as a more efficient operation, storing
energy during off-peak hours to increase the energy sold during peak hours. From
the results, it can be concluded that the coordination of wind farms with storage
represents a profit increase for both utilities. The expected profit increase is about
2.53 %.

The paper [48] examines the operation of a system with and without a storage
unit for various levels of wind power and examines the cost savings associated as
the wind installed on the system increases. The analysis is performed in cases
extracted from the All Island Grid study, Ireland, with a peak demand of
approximately 9.6 GW. A pumped storage plant was added, with maximum
generating and pumping capacity of 500 MW, round trip efficiency of 75 % and
5,000 MWh of storage capacity. Also, increased wind power was included, from
3 to 15 GW of installed capacity. The presented results show that, although storage
became more viable for the system with increasing levels of wind power, it never
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proved to be the best option for the Irish system. An initial analysis about the
capacity credit of the storage is included in the paper.

The utilization of pumped energy storage to compensate deviations in the wind
power production could increase the value of these storage plants. In [49], the
author proposes a valuation of the pumped storage plants considering this fact. The
paper only considers the activity of the storage plant in the spot market, both day
ahead and intraday operations. A daily optimization is performed to obtain the
optimal schedule of the pumped energy storage plant, including binary variables to
represent the pump action. The validation of the pumped storage plant is per-
formed by using stochastic analysis of probable scenarios of operation, obtained
from the daily optimization for different price profiles. The proposed validation is
matched with a classic investment appraisal, which takes expected cash flows from
an investment as a basis for the valuation of the storage plant. From the simula-
tions, the conventional procedure results, due to non- consideration of future scope
of actions, in substantially lower contribution margins and thus leads to a mis-
valuation of the investment. The proposed method can be extended to a portfolio
of power plants.

In [50], the active utilization of international markets is compared with different
storage alternatives [pumped energy storage, underground pumped energy storage,
compressed air energy storage and combined heat and power (CHP) units] in a
system including the Netherlands and their neighbor countries. Different levels of
wind power production are considered in the study. The simulations show that the
operating cost savings by wind power increase with the amount of wind power
installed. Also, the interconnection capacities between Germany and the Netherlands
and the Dutch wind power mainly decrease the full-load hours for base-load coal and
lignite in Germany. Wind power furthermore reduces the exports of base-load coal
power from Belgium and to a lesser extent from France during periods of low load
(nights and weekends). Germany reduces its imports from France at times of high
wind in the Netherlands. The results show the ability of the wind power to reducing
the CO2 emissions in the integrated system. The authors highlight that international
exchange is the key for wind power integration, especially at high penetration levels.

In a following section, the interaction of wind generation with reserve elec-
tricity markets is fully analyzed.

2.10 Reliability Studies for the Combined Operation
of Wind Power Plants and Storage

In [51], a method to evaluate the reliability of a system with wind energy and
storage is proposed, using Monte Carlo simulations. The study is performed in the
Roy Billinton Test System, including an energy storage facility. The model con-
siders random generating unit failures. Different reliability indexes [as loss of load
expectation (LOLE), loss of energy expectation (LOEE) and Expected Wind
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Energy stored in the Battery] are shown in the work, for different operational
strategies. From the results, the reliability benefits from energy storage in the
analyzed scenarios are highly dependent of the restrictions in the wind energy
production. In some operational strategies, the energy storage has the ability of
improving the system reliability, and large amounts of additional wind energy can
be stored.

3 Optimal Schedule of a Storage Plant that Compensate
the Production Deviation of a Wind Farm

In the present section, a method to calculate the optimal schedule of a large storage
plant, cooperating with a wind farm, is presented. In the analysis, a daily cycle of
operation for the storage plant is assumed. Moreover, it is considered that the
storage plant is at now in operation, built to economically operate in the market (as
current pump water stations or flux batteries in substations).

Storage plants in normal operation buy energy from the system in low-price
periods, store this energy for a while and sell it at high-price periods (acting as
generators). This operation constitutes the operational cycle of the storage plant.
The profit in the conventional operation for one storage plant is a function of the
differences between prices in the operational cycle, the efficiencies of the storage
plant and the constraints in the operation (storage capacity, generation rate, etc.).
In the present analysis, the storage plant wants to enlarge its operation, also
compensating the deviation of one (or more than one) wind farm, partially using its
storage capacity. For this objective, the storage plant acts as a contracted reserve of
the wind farm. The wind farm reduces in this way the uncertainties in the expected
profit, due to the high volatility present in most of the reserve markets worldwide.

Four stages in the cycle operation of the storage plant can be recognized:

(a) Pause, waiting for low price periods: at the beginning of the cycle, the
storage plant has an energy reserve defined by E1

esp. The optimal operation
of the storage plant may wait for the lowest prices of the day (generally, at
low load periods) to initiate the charge of the storage reservoir.

(b) Filling up the reservoir: at low-price periods, the storage plant connects the
equipments to fill up the reservoir, acting as a load of the electric system. The
initial and final intervals for the load action depend on many factors: the
reservoir capacity, the maximum rate for filling up, the efficiencies of the
storage plant, the forecasting prices in the day, etc. As shown in [6], the
optimal action for the filling up equipment is performed by generally con-
necting them at their maximum capacity in the lowest price periods, com-
plementing with partial charges in not so convenient periods.

(c) Pause, waiting for high-price periods: when the reservoir is full, or is not
economically convenient to store more energy in the reservoir, the storage
plant may wait for the most profitable periods to sell the stocked energy.
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(d) Depleting the reservoir: at high-price periods, the storage plant may
deliver the stored energy to the system, depleting the reservoir. In these
periods, the storage plant acts as a generator. As in (b), the best periods to
sell the energy to the system can be calculated, taking into account the
predictions for the energy prices in the market, the efficiencies and the
requested minimum energy level in the reservoir at the end of the cycle,
En+1

esp . In general, the optimal action for the depleting case is to fully connect
the equipment in the highest price periods, to assure the best prices for the
storage plant production. After depleting the reservoir, the storage plant
may return to stage (a), to perform another operational cycle.

At stage (a) (when waiting for the low-price periods), the storage plant has little
energy stored at the reservoir. Therefore, it is feasible to behave as a load,
absorbing part of the wind power generations, when it is above the expected value.
On the other hand, when the wind farm production is below the predicted value,
the storage plant may act as a generator, complementing the joint production. To
complete this action, the storage plant must guarantee enough stored energy to
compensate the maximum deviation, in all the intervals of the present stage.
Similar analysis can be made when the storage plant is in stage (d). Furthermore,
the stored energy remaining in the reservoir at the final interval of the operational
cycle (En+1

esp) must guarantee the probable compensation of these lower wind farm
generations in the next programming cycle. The value for the remaining energy at
the end of the simulation (En+1

esp ) is obtained in the present case through heuristic
analyses, derived from the experience in the operation of the system.

When the storage plant is at stage (b) (filling up the reservoir), the optimal
conventional operation requires the action of the feeding equipments at their
maximum capacity, to fulfill the energy reservoir in the lowest-price periods. In
these periods, the storage plant operates as a load of the electric system. Therefore,
the storage plant can easily compensate wind generations lower than the expected
value when required, by reducing the power absorption. On the other hand, to
compensate probable upper deviations in the wind production, the filling up
equipments must maintain a margin to increase the load action. Similar analyses
can be performed by period (c).

In Eqs. (1)–(8), the optimal conventional+reserve problem for the storage plant
is formulated, simultaneously considering the objectives of improving the profit in
the operational cycle and maintaining a reserve for compensating wind power
forecasting errors.

Max:
Xn

i¼1

ðciPhi � cpiPpiÞ ð1Þ

s:t: Eiþ1 ¼ Ei þ t gpPpi �
Phi

gh

� �
ð2Þ
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E1 ¼ Eesp
1 ð3Þ

Enþ1 ¼ Eesp
nþ1 ð4Þ

PhL�Phi�ðPhU � Pwm
i Þ ð5Þ

Phi� gh
Ei

t
ð6Þ

PpL�Ppi�ðPpU � PwM
i Þ ð7Þ

0�Ei� EU � ER
ffi �

i ¼ 1; . . .; n ð8Þ

where the variables are vectors describing: Ph, hourly active powers produced by
the storage plant; Pp, hourly average active power consumed storage plant; and E,
energy storage levels in the reservoir in each hour. The following parameters are
also defined: c, vector of hourly active power prices; cp, vector of operation costs,
for storing energy in the storage plant; EU , reservoir storage capacity; gp, effi-
ciency of storing energy; gh, efficiency of the generator in the storage plant; Eesp

1

and Eesp
nþ1, initial and final levels of the reservoir, respectively; PhL and PhU , lower

and upper production power limits of the generator in the storageplant, respec-
tively; PpL and PpU , lower and upper physical power limits for the feeding
operation of the storage plant, respectively; Pwm

i and PwM
i , minimum and maxi-

mum values for the forecast power production in the i-interval of the next future,
required to be compensated by the storage plant; ER energy margin required for
compensation issues; t, duration of each interval (1 h, in this case); and n, number
of intervals.

In this analysis, the following cases are represented, using typical data of the
Spanish electricity market for the year 2008: (a) Typical Day (Wednesday)
Operation; (b) Saturday Operation; and (c) Sunday Operation. The optimization
algorithm is evaluated in a test case, considering a storage plant with: 2,000 MWh
of storage capacity, 273 MW of fill-in rate, 336 MW of installed generation in the
storage plant, gp ¼ 92 % and gh ¼ 88 %. The minimum and maximum values for
the forecast power production of a 250 MW wind farm, required to be compen-
sated by the storage plant, are between 10 and 35 % (at 4 and 12 h ahead,
respectively) [52]. From the execution of the optimization algorithm (1)–(8), the
optimal operational schedule is calculated (Fig. 1).

As observed in Fig. 1, the requirements associated with the reserve activity
result in lower energy quantities stored in the reservoir. As it is expected, large
forecasting errors in the wind power generation result in lower amounts of energy
stored in the reservoir, and subsequently in lower capacities to obtain profits in the
storage operational cycle (as evaluated in the conventional operation, with null
ER;Pwm

i and PwM
i ).

One of the difficulties associated with the action of the storage plant as reserve
of wind farms is the determination of the real costs for this activity. Opportunity
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cost could be defined as the evaluation placed on the most highly valued of the
rejected alternatives or opportunities [53]. When the storage plant chooses setting
aside part of its capacity to compensate probable wind power production errors,
this plant has opportunity cost that must be compensated by wind farms owners’
payments. The opportunity cost can be calculated as a difference between the
profits obtained in the conventional operation and in the conventional+reserve
procedures. In Tables 1 and 2, the profits and opportunity costs of the simulated
operation alternatives are summarized.
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Fig. 1 Conventional+reserve operation of the storage plant. a Wednesday simulation. b Saturday
simulation. c Sunday simulation
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4 Wind Energy and its Relation with Reserve
Electricity Markets

An electricity market is actually a set of different submarkets where the different
requirements of generators and customers are matched. Examples of these markets
are the day-ahead markets, the adjustment markets, or the reserve markets. Wind
energy must integrate in at least some of them and this implies challenges both for
the electricity markets and for the wind energy.

In fact, wind energy is an intermittent source of energy that, besides, is difficult
to predict. However, the participation of a generator in electricity markets requires
delivering the settled amount of energy, at the agreed price at a particular time.
This means that the production in a moment should be known more than 24 h in
advance, in the case of day-ahead markets. In the case of wind energy, this is not
possible and this impossibility implies that there will always be a difference
between the forecasted and the actual productions, incurring in imbalances. In
order to estimate this production, wind energy systems make use of short term
wind power prediction programs. Even with them, imbalances are usually pro-
duced, and this means that wind energy systems make use of operating reserves
continuously. As an example, it could be said that in the Spanish system (2009) for
a 13 % of the demand coming from wind energy, a 34 % of the up imbalances and
a 19 % of the down imbalances were produced by wind energy. As a general rule,
until more accurate wind power prediction systems are available, there will be
always a difference between the forecasted and the actual production of wind
farms. Hence, a more intensive use of the operating reserves will be made in power
systems with greater wind penetration. This inaccuracy in prediction represents
also economic losses for wind producers, since the imbalance between scheduled
and delivered energy have a cost for any market participant.

There are, however, means of reducing this imbalance, such as participation of
several wind farms together, making use of the possibilities given in adjustment
markets, or strategic bidding. This reduction will have effect mainly on the

Table 1 Profits in the
simulations

Scenario No compensation
revenue (Euros)

Compensation
revenue (Euros)

Wednesday 17,368.52 13,849.66
Saturday 7,271.88 5,678.11
Sunday 12,254.59 9,558.94

Table 2 Opportunity costs Scenario Opportunity costs

Euros (%)

Wednesday 3,518.86 20.26
Saturday 1,593.77 21.92
Sunday 2,695.65 22.00
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revenues of wind producer, but also may bring benefits for the system. In fact, the
use of adjustment instead of imbalance markets reduces the needs of reserve.

It is also possible to reduce the imbalance due to wind energy lack of pre-
dictability by means of the coordinated participation of wind and other technology
in electricity markets. This technology should be able to change its production to
fit the joint production to a common schedule rapidly enough. This is even better
when this technology has the possibility of storing the primary resource, like hydro
generation and pumping hydro. Other means of storage, such as thermal storage
are being incorporated in combination with other renewable energy such as solar
thermal and could be of help in a close future. However, this flexible generation is
the same that provides traditionally the running reserves in the power systems.
Hence, it is necessary to ponder if the use of these resources is more efficient in
this decentralized way (combinated participation in electricity markets) or through
a centralized management system.

In the following sections these issues will be addressed. Firstly, the existing
reserve management mechanisms will be defined. Then, the effects that wind
generation will have on these systems, as well as the experience in some grids,
where wind energy penetration is already considerable, will be described. Next,
the economic losses for wind generation participating in electricity markets, due to
imbalances will be assessed from studies already available in scientific literature.
Then, an assessment of the advantages of coordinated participation of wind energy
and another technology will be presented. The last section will present the
conclusions.

4.1 Reserves Definitions and Uses

As already mentioned, wind energy is difficult to forecast and hence there is an
imbalance between the scheduled and the actual energy delivered by a wind
generator. The importance of wind energy for reserves is, therefore, very high. But
not all kind of reserves are affected in the same way, and first an accurate definition
of reserves is necessary.

Reserves in a power system may be classified [54] into operating reserves,
which are required to maintain system security by handling short term disturbances
to the system, and planning reserves, required to maintain system adequacy by
meeting annual demand peaks. This work is concerned with operating reserves.

Operating reserves actually consists of different kind of reserves, and since
sometimes they are given different names, the definitions given in [55] will be
given. System operating reserves may be classified into frequency containment
reserves (FCR), frequency restoration reserves (FRR) and replacement reserves
(RR). FCR are also called primary reserves, and they change the power given by
generators, in order to maintain the power balance in a synchronous system. They
are activated in less than 30 s when there is a frequency deviation. FRR (or
secondary reserves) have a typical activation time between 30 s and 15 min, and
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they aim to restore frequency and tielines power to their nominal value. They are
typically managed centrally and can be activated automatically or manually. RR,
also called tertiary reserves, restore the required level of operating reserve, both
FCR and FRR, used before. Their activation time goes from several minutes up to
hours.

Balancing in Europe is usually made through Balance Responsible Party (BRP),
which [55] keeps ‘‘the net balance on all the connections within its control and
faces the liability consequences if this is not achieved. The liability in case of
imbalance involves the payment of an imbalance charge to the operator of the
market area who is responsible for keeping the balance in the area.’’

To know which reserves are more affected by wind energy forecasting uncer-
tainty, it is also necessary to know the range of variation of wind energy pro-
duction. The change of wind production between two consecutive hours sets an
upper limit to the unexpected changes in wind production (a prediction system
should, in principle, reduce this figure), and gives insight into the amount and kind
of reserves that must be used to compensate these changes. As an example, the
changes of average hourly production for the whole Spanish peninsular power
system, between January 2007 and November 2008 are given in Fig. 2. In it, the
distribution of changes in wind production with a difference of 4 h is also given.

In this figure, it can be seen that hourly changes in the hourly average production
of wind energy are below 1,620 MW. Although this is a significant figure, these
changes are smaller than the morning rise of the demand; around 4,000 MW/h.
However, changes of wind production in 4 h may be grater than 4,000 MW. The size
of these changes depends primarily of the level of penetration in the system, but also
on the country size and the actual siting of wind generation. At the end of 2007, the
installed power in Spain was around 14 GW, for a yearly peak load of 43 GW.

Fig. 2 Gradients of wind
production in peninsular
Spain (January 2007–
November 2008). Data
source REE
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The interaction of wind energy is with tertiary reserves may be greater. This
may be seen in Fig. 3, where the use of secondary and tertiary reserves1 in Spain in
the last years is shown. This change is due mainly to demand increase in this
period. Greater levels of wind penetration in the Spanish mix could lead to a higher
effect on this level of reserves.

An estimate of the amount of reserves needed to compensate wind power
imbalance is given in references [56, 57]. Both references are based on the
expected joint standard deviation of the system due to the different system
uncertainties (load, wind prediction and plant unavailability), assumed as inde-
pendent. In both, the growth of the reserves is expected to be linear with the
penetration level, at least beyond a certain amount. Other study [58] reach a
different conclusion—the level of reserves needed depends on the Value of Lost
Load (VOLL) and may be even lower for larger penetration level, depending on
the case.

4.2 Reserve Pricing, Especially in Systems with Wind
Penetration

Secondary and tertiary reserves can be only provided by suitable plants which
comply with technical requirements. The allocation of reserves to these plants is
made following market mechanisms that may be long term contracts with the
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Fig. 3 Secondary and tertiary reserves used in Spain in the last years. Data source REE

1 It must be said that year 2006 some peculiarities due to regulatory measures taken in Spain and
hence the data are atypical.
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System Operator, or a marginal market. This service includes both the availability,
i.e., the power margin that should be always available, and the energy, or the use of
this availability by the system.

The payment of these services is 2-fold. On the one hand, availability (power)
must be paid by all that do not provide this service, since it must be always
available. On the other hand, the energy used is to be charged to those that have
make use of it, namely, those users who incur in imbalance between the scheduled
and the actual delivered power.

There are two types of imbalance price mechanisms [55]:

• Dual imbalance pricing, where a different price is applied to positive
imbalance volumes and negative imbalance volumes; or,

• Single imbalance pricing, where a single imbalance price is used for all
imbalance volumes.

In a dual imbalance price, there is a ‘‘main price’’, which is the one that
applies to imbalance volumes in the same direction as the overall market, whereas
the ‘‘reverse price’’ is that applied to imbalance volumes in opposite direction to
the overall market e.g. ‘‘short’’ when the market is ‘‘long’’ or vice versa.

Where a dual imbalance pricing regime is followed, it is the ‘‘main’’ price that
is derived from energy balancing actions. The ‘‘reverse price’’ can be determined
by reference to a power exchange or be based on the prices of the balancing
actions in the reverse direction during the settlement period.

4.3 Imbalance Costs for Wind Producers Study Cases

As mentioned before, participation in electricity markets is possible for wind
energy systems in some countries. Mostly, this participation is in a day-ahead spot
market, such as Nordel or MIBEL. Some adjustment markets, such as MIBEL,
may be marginal, others, as Nordel, may be pay-as-bid. In this last case, a price
must be put to the bid.

Since there will always be an imbalance between the actual production and the
last schedule, the wind farm should pay for this imbalance: as the spilled power is
paid at a price smaller than the day-ahead price, and the deficit is paid higher than
it, there will be always a loss. Thus, participation of wind energy in electricity
markets implies losses that are today unavoidable, because of the non dispatchable
nature of the primary resource and the inaccuracy of short term wind power
prediction programs.

For a given wind farm that uses a prediction program with a given accuracy,
there are methods, however, to reduce these losses. The most effective is to par-
ticipate in a big cluster of farms that present a bid for the joint production. The
reduction is due to the so-called portfolio effect, that consists in the decrease of
prediction error due to the compensation of individual predictions of each farm.
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Another method is to participate in the adjustment markets that usually have the
same average prices as the day-ahead markets. However, this is more complex in a
pay-as-bid market. Many of the adjustment markets, besides, are continuous, and
this means that are not liquid. It has been recommended [56] that spot adjustment
markets are better fitted to systems with high wind penetration.

Other possibility is to use stochastic optimization techniques to minimize the
expected imbalance costs. The problem may be set for the participation in a given
day-ahead market, taking or not into account future possible updates in the
adjustment markets, or only for one adjustment market. The problem must model
the uncertainties of the values relevant for the imbalance minimization unknown at
the time of gate closure. These uncertainties are, the future spot price (of day-
ahead and/or adjustment markets), the imbalance price and the actual production
of the wind farm. If the problem is set for the participation in a pay-as-bid market,
the price of the bid should also be defined. These unknowns are in fact random
variables whose distribution is necessary to estimate. The uncertainty of the spot
price could be the result of a price prediction programs, which are numerous, so
that it is reasonably well defined. However, this uncertainty is not very high, and
will not likely be very important for the final decision.

The uncertainty of wind power prediction may also be provided by the short
term wind power prediction programs, and it is usually higher and has a larger
impact on the results. This modeling has been studied and modeled in detail, for
instance in [59], and many prediction programs include this output as an standard
result.

However, the uncertainty of the imbalance prices is very difficult to model
because of the high variation and volatility that these prices may attain in reality.
Results of the strategy depend highly on imbalance prices. A common simplifi-
cation is to consider that the imbalance price is proportional to the spot price. The
effect of this simplification is to underestimate possible big losses due to a mis-
calculation. In fact, imbalance prices may be very high and a bad forecast may
imply heavy losses that could not be compensated by big earnings at other
moments. For this reason, strategies based on risk reduction may be added to
prevent high losses [60]. These strategies may be based on limitation of risk
indices such as VaR or CVaR.

An example of the formulation of an optimization problem of this kind, is now
given. In the considered case, the problem has been set to obtain the optimal bid
for a marginal adjusment market, given a position at a previous day-ahead market.

The revenues of the wind producer in the hour t will, Rt, be

Rt ¼ Pd;t � pd;t þ pi;t � ðPi;t � Pd;tÞ þ ICt ð9Þ

where Pd,t and Pi,t are the power commited to the wind farm for the time t in the
day-ahead and the adjustment market, respectively. pd,t and pi,t are the marginal
prices of energy in those markets, and ICt is the imbalance cost for that time.
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ICt ¼
psell

t � Pg;t � Pi;t

ffi �
Pg;t [ Pi;t

pbuy
t � Pg;t � Pi;t

ffi �
Pg;t\Pi;t

�
ð10Þ

Being Pg,t the power actually generated by the wind farm in the time t and pt
sell

and pt
buy the imbalance prices for spill and buy energy.

In these equations, pi,t, pt
sell, pt

buy and Pg,t are random variables that should be
modeled for the stochastic optimization process. This process consists in obtaining
the bid that provides maximum expected revenue. Hence, it would be:

Pi;t;opt ¼ arg maxE RðPgt; pi;t; p
sell
t ; pbuy

t Þ; Pi;t

� �
ð11Þ

Some additional remarks might be of interest:

• The formulation of this problems assumes that the market have liquidity to
allow wind producers, as well as other participants, to trade. As mentioned,
this is not always the case, especially in adjustment markets, where small
amounts of energy are traded.

• Wind energy is subsidized. This subsidy depends most of the cases on the
amount of energy produced, so there is a very strong incentive to produce as
much as possible, even if this implies an imbalance, because the subsidy is
much higher than the imbalance price.

This problem has been addressed by several authors in the scientific literature.
The next paragraphs will discuss some of the relevant contributions in this field,
with the aim of given insight into the different settings and simplifications assumed
by the different authors, as well as an estimate of the expected imbalance losses for
a wind producers.

The reviewed studies have been performed under different assumptions about
the timeframe participation and the strategy to be followed, including the possi-
bility of updating the results. The subsidies have not always been considered.
Despite this wide variety of premises, the studies have arrived at similar results,
since the cost of this prediction errors depend mainly on the accuracy of the short
term wind power prediction tools, which is rather similar for the different tools
available, and the imbalance price. Any of the studies considered the effect of a
massive presence of wind energy into the electricity markets. In the next para-
graphs, the results of the reviewed papers are summarized, and then some common
conclusions are drawn.

Bathurst et al. make a study in Ref. [61] centered on the UK market before
2002. Due to the short time between gate closure and operation time in the British
market, persistence was the prediction tool used, and different bidding strategies
were compared, taking into account the uncertainty of wind power production.
However, since no prediction tool was used, these uncertainties were very high.
Results are given as a comparison between the different proposed strategies, and
the improvements that follow in each case. In the conclusions the authors
underline the importance of the imbalance prices relative to the contract price, and
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in fact, the results are a sensitivity study for different imbalance prices. The
subsidies to wind energy were not considered.

Holttinen in Ref. [62] is centered on the Danish and Nordic market. It uses the
results of a short term wind power prediction tool. The envisaged participation is
reduced, in the base case, to the daily market (13–37 h ahead). The possibility of
updating the bids 4 times a day was also studied. The wind power considered was
2,000 MW spread throughout West Denmark. The actual imbalance prices were
used, both for up and down regulation. The conclusions of the paper are quite
interesting, since they remark the advantages of a large ensemble of wind pro-
ducers, and the uselessness of too much back and forth trading for small individual
producers trying to reduce the imbalance, while the system imbalance may not be
very high. The paper also mentions the clear advantage for wind producers of
trading as close to the operation time as possible.

Fabbri in Ref. [63], studies the case of different sets of wind farms under the
Spanish market rules. Typical prediction errors are considered and the uncer-
tainties are modeled parametrically assuming a Beta distribution. The imbalance
costs were also different for up and down regulation, and the energy prices were
those of the Spanish market for the year 2003. Different times between gate
closure and operation time were studied. Among the conclusions it could again be
mentioned the advantage of a combined bid of a large group of wind farms in order
to reduce the imbalance costs.

Usaola and Angarita in [64] compare different bidding strategies for a single
wind farm (14 MW) for a period of 3 months. The paper focuses on the benefits of
considering the uncertainty of short term wind power production, when preparing a
bid for the market. This is especially relevant when, as in most cases, the up and
down regulation costs are different. The main conclusion of the paper is that, under
these conditions, to bid a power different than the most accurate prediction, leads
to a better result. The advantages of updating the bids in intraday markets were
also quantified.

Matevosyan and Soder propose in Ref. [65] an optimal bidding strategy for a
wind farm, with a simulated short term wind power prediction program. It also
concludes that a strategic bid does not provide necessarily the best prediction. The
Nordic market rules and data from January 2003 were used.

Angarita et al. in Ref. [66] compares the imbalance costs for a 14 MW wind
farm in the Spanish and British electricity markets, when using a short term wind
power prediction tool. The portfolio effect due to a combined bid of several wind
farms is also quantified in the study. In this work, the subsidies to wind energy are
considered in the final results, and among its conclusions, the reduced importance
of the penalties when considering the subsidies, because penalties and subsidies
are not related is underlined.

Pinson in Ref. [67] also exploits the mathematical modeling uncertainty of short
term wind power prediction, and proposes a strategic bidding for a 15 MW wind
farm that updates the imbalance costs to obtain better results. The conclusions are
again that the most profitable bid is not the most accurate, due to the asymmetries
of the uncertainty distributions and the imbalance costs. The difficulty of
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forecasting the imbalance cost is remarked, but approximate strategies seem to
give good results.

Table 3 shows some of the numerical results of the reviewed papers whenever
they can be compared. In this table, the imbalance cost shown is the mean of the
absolute value of the differences between the sell/buy prices and the marginal
price. The losses are expressed as a percentage of the maximal revenues that would
take place if the wind power prediction were perfect.

From the results given in the table, some conclusions may follow.

• In spite of the different conditions, it could be said that the losses due to
imbalances, when wind farms present bids to daily markets (between 13 and
37 h in advance) reduce their income about a 10 %, compared to the situation
of perfect prediction. This amount depends on the accuracy of the wind power
prediction tool.

• The revenue’s reduction is smaller (about 2 % less) if the wind farm updates
its bid in intraday markets run six times a day with bids given 3 h before. For
wind farms, the best situation would be to update their production with the
shortest possible delay.

• Optimal/strategic bidding that takes into account the different sell and buy
prices in the imbalance market may reduce the imbalance costs about 3 %.
This is an incentive for ‘‘strategic’’ bidding that does not provide the best
power prediction as bids.

Table 3 Summary of the results of some of the examined papers

Holttinen
[62]

Fabbri [63] Usaola [64] Angarita
[66]

Pinson
[67]

Year 2005 2005 2006 2007 2007
Wind power (MW) 2000 24.6 301.7 5000 14 14 15
Imbalance cost (p.u. MP) 0.376 0.485 0.5 0.266 0.215
Buy 1.27 1.46 1.5 – 1.07
Sell 0.51 0.49 0.5 – 0.64
Losses (% max revenue) 12.11 11.5 9.7 10.8 10.39 7.32 4.5 9 13.1 7.9
Comments (1) (2) (3) (4) (6) (7) (8) (9) (11) (12)

(5) (10)

(1) Results for the 13–37 h forecasts. Results for shorter term are given in the paper
(2) (3) (4) Results for the powers shown above
(5) Results for 48 h forecasts. Results for shorter term are given in the paper
(6) Best prediction bid in daily market, updated in four intraday markets
(7) Results for the strategic bid, taking into account the uncertainty of wind predictions

uncertainty and the asymmetry of the imbalances’ costs
(8) Results with subsidies
(9) Results without subsidies
(10) Results for the Spanish markets only for the daily markets. Results for the UK market and

other assumptions are given in the paper. Imbalance costs are considered equal if under or
overprediction

(11) Results for the best prediction bid
(12) Results for the strategic prediction
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• Premiums and subsidies may account for one half of the revenues of wind
farms.

• The portfolio effect reduces also the imbalance costs. In some studies, this
effect is told to account for a reduction of 50 % [68].

• The bid that produces the maximum revenues for a market participant, is not
the most accurate prediction.

5 Conclusion

Due to the intermittent characteristics of the wind, the real production is always
(more or less) different from the predicted one. Therefore, compensation methods
must be used to maintain the balance between generation, load and losses in the
system. The coordination of storage devices or traditional generation (using
reserve markets) with the wind production can be performed through different
alternatives. The best choice will depend of the regulatory and technical charac-
teristics of each particular electric system. In this chapter, different alternatives to
compensate the deviations in the wind farm production are presented and ana-
lyzed, extracted from the most actualized technical literature.
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Prototype of HOTT Generation System

Mohammad Lutfur Rahman, Shunsuke Oka and Yasuyuki Shirai

Abstract The innovative renewable energy conversion system called ‘‘Hybrid
Offshore wind and Tidal Turbine (HOTT) Generation System’’ is proposed.
‘‘Offshore-wind and Tidal Turbine’’ hybrid and autonomous power system
research will demonstrate the feasibility of using hybrid wind and tidal current
power to provide reliable electrical energy, and to create a push toward the
development of a sustainable commercial market for this technology. This chapter
describes the control system for a small laboratory based hybrid power system that
uses two types of power generation, offshore-wind and tidal turbines, connected on
the DC side. HOTT generation system energy can have numerous benefits from
both the environmental and socioeconomic perspectives. An unenclosed HOTT
generation system can avoid many of the detrimental environmental effects,
including CO2 emission, which is becoming a key issue, while providing signifi-
cant amounts of distributed renewable energy.

1 Introduction

In the early days, a collection of wind turbines, or a wind farm, was seen as an
interesting but insignificant component in the power generation system. Terms such
as intermittent generation and negative load were used to describe them [1–6].
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If there was a disturbance on the network, the normal thing to do was to disconnect
the wind turbines, wait until the network settled down, and then reconnect [5, 6].

The wind and tide are simulated by servo-motors that drive the wind-generator
and tidal generator, respectively. The offshore-wind turbine load is complicated
because the load of the offshore-wind turbine fluctuates during the day. These
fluctuations create imbalances in the power distribution that can affect the fre-
quency and voltage of the power system. Offshore-wind and tidal energy systems
are omnipresent, freely available, environmentally friendly, and considered to be
promising power generating sources because of their availability and topological
advantages for local power generation. Prototype of HOTT Generation System
(PHGS) energy systems, using two renewable energy sources, allow improvements
in system efficiency and power reliability, and reduce the energy storage
requirements for autonomous applications. Offshore-wind systems are becoming
popular around the world for power generation applications because of the
advances in renewable energy technologies and substantial rise in the prices of
petroleum products. This experiment was conducted to analyze the current state of
the prototype, as well as the optimization and control technologies for autonomous
hybrid wind-tidal energy systems without battery storage.

2 Proposed PHGS Model System

2.1 Model Setup

Figure 1a shows how the HOTT system will be set up offshore, and how it will
function. A wind and tidal turbine experimental model plays an important task in
the hybrid turbine modeling, particularly for analyzing the interaction between the
tidal and offshore-wind power systems, which are connected on the DC side
[7–10].

Figure 1a–c show a photo and schematic view of the small laboratory-based
hybrid power system model that designed and fabricated. The system has two
types of generation, the tidal motor/generator and the offshore wind turbine gen-
erator. The tidal turbine (induction machine) can act as either a motor or generator,
depending on the need. The tidal generator provides smooth output power,
whereas the output power of a wind turbine depends on the wind velocity.

Figure 1a–d show how the HOTT system is set up in the laboratory and how it
will function. These figures also show the conceptual schematic of the proposed
HOTT system connected to the power system, and the detailed circuit configura-
tion. The AC power generated by the wind and tidal turbine generators is converted
into DC power. It is converted again into AC power through the maximum power
point tracking (MPPT) inverter.
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2.2 Offshore Wind Turbine

Figure 2 shows an experimental model of the offshore-wind turbine generator
system. It consists of a coreless synchronous generator and a servo-motor. The
offshore-wind turbine is simulated by the servo-motor. In this model system with
the small servo-motor, the rated rotating speed is 2,500 rpm and the gear ratio is
10.5:1. In the real system, the wind turbine would have a slower rotating speed
without the step-down gear. The rotating speed or the torque of the servo-motor is
controlled by a computer. The electrical energy depends on the rpm (rotations per

Fig. 1 a HOTT conceptual image ([10], �IEEE 2010). b Photo of laboratory scale prototype
model of hybrid offshore-wind and tidal turbine system with flywheel ([10], �IEEE 2010).
c Schematic of prototype model of hybrid offshore-wind and tidal turbine system with flywheel
([10], �IEEE 2010). d Schematic of Hybrid Offshore-wind and Tidal Turbine (HOTT) ([10],
�IEEE 2010)
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minute) of the servo-motor that rotates the coreless generator. Wind turbine gen-
erated AC power is converted to DC power with the 6-pulse diode rectifier [7–10].

The parameters of the servo-motor and the coreless synchronous generator are
listed in Tables 1 and 2, respectively.

2.3 Tidal Turbine (Flywheel)

An induction generator produces electrical power when its shaft is rotated faster
than the synchronous frequency of the equivalent induction motor. Induction
machines are used in tidal system installations because of their ability to produce
useful power at various rotor speeds. Induction machines are mechanically and
electrically simpler than other generator types.

Fig. 2 Offshore-wind
turbine generator
experimental model ([10],
�IEEE 2010)

Table 1 Rating of main
components (offshore-wind
servo-motor) ([10], �IEEE
2010)

Parameter Value

Rated output 3.0 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 2,500 rpm
Gear ratio 10.5:1

Table 2 Rating of main
components (coreless
synchronous generator) ([10],
�IEEE 2010)

Parameter Value

Rated output 1.5 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 200 rpm
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The energy scenario in the world is calling for efforts toward more efficient use
of electrical energy, as well as improvements in the quality of its delivery. This
issue involves the use of energy storage devices, such as a tidal turbine used as a
flywheel. The demand for and use of such equipment are increasing. One type of
energy storage system is a Tidal Turbine Flywheel Energy System (TTFES). Due
to the advancements in machines and power electronics, the flywheel is becoming
more popular. Many feasible projects employing flywheel storage systems have
been implemented all over the world [7–10].

Figure 3 shows the experimental model of a tidal turbine induction generator/
motor and a servo-motor. The main concept in this project is to apply and control a
bi-directional (two way) energy flow scheme, so that energy is injected into the
offshore wind turbine or stored as kinetic energy from/to the tidal system
(induction machine).

Flywheels are one of the oldest forms of energy storage, having been used for
thousands of years. The potter’s wheel is one of the earliest applications of a
flywheel. The kinetic energy stored in the flywheel results from spinning a disk or
cylinder coupled to a machine’s rotor. This energy is proportional to the flywheel
mass and the square of its rotational speed:

E ¼ 1
2

Ix2

where I is the moment of inertia in Kg m2 and x is the rotational speed in rad/s.
The induction machine (tidal system) works as a motor with almost no load, and
the rotational kinetic energy is stored as a function of the square of the rotational
speed. The stored energy is extracted by decelerating the induction machine.

TTFES systems, in comparison with conventional batteries, present some
interesting characteristics when used as an energy source to compensate for
voltage sags and momentary power interruptions. The induction machine is used
for bi-directional energy conversion from/to the tidal turbine. The servo-motor is

Fig. 3 Tidal turbine
generator/motor experimental
model. ([10], �IEEE 2010)
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used as an input model of tidal energy to the induction generator, which converts
the mechanical energy into electrical energy. The induction machine can work as a
motor by using the bi-directional IGBT converter and a one-way clutch. When the
induction machine’s rotational speed is larger than that of the servo-motor, the
servo-motor clutch turns to the off-state.

The design parameters of the servo-motor and the induction machine are listed
in Tables 3 and 4, respectively. A speed of 1,110 rpm is selected for the induction
machine to store the rotational kinetic energy. In a real system, the tidal turbine
rotational speed should be much lower than that of the servo-motor, and a step-up
gear will be necessary.

In this application, the TTFES supports the offshore-wind turbine, supplying
power to the DC load in the case of overloads or dips. This occurs when there is a
low wind speed, causing an offshore-wind turbine voltage or frequency dip or
overload in the hybrid side. Thus, an offshore wind system is not capable of supply
all the power needed by the DC load. The system gets help from the TTFES, which
has stored kinetic energy. Therefore, the main purpose of the flywheel is to
accumulate rotational kinetic energy, which can be injected into or extracted from
the DC side whenever it is required.

2.4 Maximum Power Flow Control

The grid connected inverter is a current control type because the AC voltage is
fixed by the grid. Therefore the DC link voltage in the HOTT is kept within a
certain range for stable operation by controlling the AC output current of the grid
inverter. The AC output current of the grid inverter is controlled so as to give the
maximum output power with a certain DC voltage. This control is based on the
Maximum Power Point Tracking (MPPT) algorithm.

In the MPPT control (Fig. 4), in order to search the DC link voltage which
gives the maximum DC output power, small perturbation, DV (±4 V), is given to

Table 3 Rating of main
components (tidal servo-
motor) ([10], �IEEE 2010)

Parameter Value

Rated output 1.5 kW
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 2,500 rpm

Table 4 Rating of main
components (Induction
machine) ([10], �IEEE 2010)

Parameter Value

Rated output 750 W
Rated voltage 200 V
Rated frequency 60 Hz
Rated speed 1,110 rpm
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the DC reference voltage and check the DC output change. If the DC power
increases, the perturbation is approved make a new DC reference voltage. Con-
versely, if it decreases, the reference voltage is changed in the opposite direction.
This algorithm makes it possible to find the maximum electric power point when
the characteristic of the DC side changes by wind and tide speed changes, etc. [11].

MPPT algorithm
(1)–(8). A series of processes for MPPT

• (1), (4) and (7) : Period for calculation of average value of DC voltage, current
and power.

• (3) and (6): Period for DC voltage change [perturbation DV (±4 V)]
• (2) and (5): Check and memorize the deviation of DC output and voltage by

corresponding perturbation.
• (8): New DC voltage reference is determined by the results at (2), (5) and (8).

– When the DC output power increases with DC voltage change +DV, the new DC
voltage reference moves to (9) and start again from (1).

– Otherwise, it moves to (10) and restart from (1).

2.5 Inverter Circuit Configuration

Figure 5 shows the HOTT inverter circuit for this method. The output of the
inverter is a single-phase three-wire system. A general domestic power supply is
often a single-phase three-wire system. The inverter has a circuit configuration that
combines two half bridges. The input can share one line with the output by using
the half bridge type inverter [12]. In order to meet the grid voltage (200 V), the
boost up chopper circuit is adopted in Fig. 5 to increase the voltage of the DC side.

Fig. 4 MPPT electric power follow control algorithm
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2.6 Hybrid System (Circuit Configuration)

This section describes the system and circuit configuration of the proposed HOTT
with TTFES, which was designed and constructed based on the reviews of the
alternatives and the components in the successive sections [7–10, 13].

The following is a block diagram of TTFES with an offshore wind system (also
shown in Fig. 6). The offshore-wind coreless synchronous generator output is simply
rectified by a 6-pulse diode bridge to charge a DC capacitor. The tidal turbine
induction generator/motor output is connected to the DC capacitor through a 6-pulse
IGBT dual converter. The DC link capacitor is connected to the commercial grid
through a grid-connected, single-phase, 3-wire inverter. The grid-connected inverter
is of a transformer-less half-bridge type with a boost-up chopper circuit. The voltage-
source inverter output current is controlled by a PWM controller under maximum
power point tracking (MPPT) control. The MPPT control monitors and maintains the
DC link capacitor voltage, providing the maximum output power by controlling
the output AC current. It monitors the DC voltage perturbations of 4 V up and down
(2 V/s) every 4 s, calculates how to change the output power caused by them, and
then determines the DC-voltage reference at the next stage to give more power.
Several small controllers are implemented at both ends to provide the required
performance for the system.

3 Changing Voltage Frequency 50–46–50 Hz

In order to simplify the description, an autonomous power supply with a limited
capacity is substituted for the HOTT system (Fig. 7). A flywheel induction
machine is connected to the offshore-wind system.

In order to compensate for wind power fluctuation, the output of the induction
generator was controlled so that the total output was steady. The reference fre-
quency for the PWM inverter signal of the bi-directional inverter was manually

Fig. 5 Boost up chopper
with a half-bridge inverter
circuit
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changed from 50 to 46 to 50 Hz; it is assumed that the servo-motor (tidal) was
controlled to maintain a stable rotating speed (1,000 rpm), because tidal flow is
more stable than wind flow. This experimental model system was able to keep the
total output steady by controlling the induction generator by changing the AC
voltage frequency input from the bi-directional converter.

4 Experimental Results

Figures 8, 9, 10, 11 and 12 shows some of the experimental results. From top to
bottom, these figures show the generator voltages, currents, and instantaneous active
and reactive powers of the tidal generation system; those of the offshore-wind

Fig. 6 PHGS system configuration ([10], �IEEE 2010)

Fig. 7 DC Power output
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generation system; the voltages, currents, and powers of the DC link circuit; those of
the load (AC grid) side; and the rotating speed of the induction generator, servo-
motors, and coreless synchronous generator.

Fig. 8 Experimental results of tidal turbine generator voltages (Vuv1 and Vwv1), currents (Iu1
and Iw1), active power (P1), and reactive power (Q1) under the generator condition
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4.1 Tidal Turbine (Induction Machine as Generator Mode)

Figure 8 shows that tidal turbine servo-motor working at 1‘371 rpm (shown in
Fig. 12). The induction machine was driven in generator mode at 1‘371 rpm (more
than 1‘200 rpm 60 Hz). The tidal turbine voltages (Vuv1 and Vwv1), currents
(Iu1 and Iw1), and powers (P1 and Q1) were almost steady state.

4.2 Offshore Wind Turbine (Coreless Generator)

Figure 9 shows that the offshore wind turbine servo-motor and generator were
operated at a constant speed of 82 rpm (shown in Fig. 12) throughout the test. The
voltages (Vuv2 and Vwv2), currents (Iu2 and Iw2), and powers (P2 and Q2) were
steady state, with a small fluctuation in the active power caused by Iu2 and Iw2.

Fig. 9 Experimental results
of offshore-wind turbine
generator voltages (Vuv2 and
Vwv2), currents (Iu2 and
Iw2), active power (P2), and
reactive power (Q2) under the
generator condition

Prototype of HOTT Generation System 633



4.3 DC Side

As shown in Fig. 10 of the DC link voltage, Vdc, the MPPT controller gave DC
voltage perturbations of 4 V up and down (2 V/s) every 4 s. The DC side power,
the offshore-wind generated power Pdc2 (offshore-wind), was almost a constant
190 W, and the tidal generated power, Pdc1 (tidal), stepped up from 230 W, with
small fluctuations at 4–7 s caused by the MPPT and inverter system. The hybrid
power (Pdc3) was 420 W for the PHGS steady state, although there were some
fluctuations in Vdc.

4.4 Load Side

As shown in Fig. 11, the load (AC grid) side AC current and voltage were in a
steady state condition, while the active power was 420 W.

Fig. 10 Experimental results of DC (Hybrid) side voltage (Vdc), currents (Idc1, Idc2, and Idc3),
and powers (Pdc1, Pdc2 and Pdc3)
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Fig. 11 Experimental results of load (AC grid) side voltages (Vuv3 and Vwv3), currents (Iu3
and Iw3), and active power (P3)

Fig. 12 Experimental results
of rotating speeds (rpm) of
coreless generator (offshore
wind generator), induction
machine (tidal generator),
and servo-motor (for tidal
generator)
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4.5 Rotating Speed (rpm)

As shown in Fig. 12, the induction machine and servo-motor rotating speeds were
the same (1,371 [ 1,200 rpm: generator mode), and the rotating speed of the off-
shore wind generator was 82 rpm. Both systems were in the generator mode and
each output was summed up to the hybrid output flowing to the grid.

5 Discussion

The specific task of this research was using the prototype to evaluate the offshore
wind energy and tidal technologies with respect to hybrid integration, and con-
veying this know-how into the ocean energy domain. The following tasks were
included:

– Analyses of offshore wind and tidal energy conversion technologies and their
conversion principles, control devices, and operational behaviors.

– Analyses of power quality and hybrid impact issues, as well as other peripheral
technical barriers.

– Identifying possible similarities associated with hybrid integration (mixing) of
offshore wind energy and tidal (induction machine) power technologies.

The PHGS conceptual demonstration prototype was constructed and success-
fully operated [9]. The PHGS hybrid performance was studied experimentally in
stable generation ranges of the wind/tidal conditions. The proposed PHGS is more
flexible than a single system, allowing the stable generation ranges of the wind/
tidal conditions to be extended using an adequate system control strategy. The
performance of modular hybrid energy systems can be improved through the
implementation of advanced control methods in bi-directional and MPPT system
controllers [11, 12, 14–16].

Optimum resource allocation, based on load demand and renewable resource
forecasting, promises to significantly reduce the total operating cost of the system.
The application of modern control techniques to supervise the operation of
modular hybrid energy systems allows the utilization of the renewable resource to
be optimized.

6 Conclusion

Executing the experimental design and analysis is a critical component in the
HOTT system. The focus of this chapter is to describe the methodology and
performance of a prototype experimental design hybrid system.
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First, the basic performances of the conceptual demonstration prototype PHGS
hybrid were studied while electric power was generated from both the offshore
wind and tidal systems, and distributed to a load system. The proposed PHGS is
more flexible than a single system, allowing the stable generation ranges of the
wind/tidal conditions to be extended by an adequate system control strategy. The
output of the tidal generator (induction machine) is controlled using an IGBT
bi-directional converter system to compensate for the power fluctuation in the
offshore-wind turbine generator. Additionally, the tidal induction machine rotor
can be mechanically isolated from the tidal turbine shaft by a one-way clutch,
allowing the induction machine to work, not only as a generator, but also as a
motor (flywheel energy storage [15, 16]) using the IGBT converter control. The
wind and tidal hybrid generation system circuit models linked using a DC link
capacitor and MPPT grid inverter showed stable operation [13]. A boost up
chopper was used to improve the power factor of the system. The grid inverter was
controlled using the maximum power point tracking (MPPT) control, which kept
the DC capacitor voltage at the maximum power output.

Second, two kinds of control strategies were proposed and experimentally
demonstrated using the prototype test setup.
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Wind Energy Facility Reliability
and Maintenance

Eunshin Byon, Lewis Ntaimo, Chanan Singh and Yu Ding

Abstract The global wind power industry involves operations in highly stochastic
environments and thus faces challenges in enhancing reliability and reducing
maintenance costs. Earlier studies related to wind energy facility reliability and
maintenance focused more on qualitative aspects, discussing the unique influ-
encing factors in wind power operations and their effects on system performance.
With operational experience accumulated for more than a decade, the most recent
focus has shifted to a more structured approach using analytical and/or simulation
methods. In this chapter, we provide a comprehensive account of the existing
research regarding wind energy facility reliability and maintenance. We group the
relevant studies into three major categories. The first category addresses the
degradation and failure pattern of wind turbines, aiming at optimizing the oper-
ations and maintenance. The second and third categories discuss the reliability
issues in a broader sense, focusing on reliability assessment at the wind farm level
and at the overall power system level, respectively.
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1 Introduction

Wind power has become one of the fastest growing renewable energy sources
around the world. Wind energy installed capacity increased from 31 GW in 2002
to 2082 GW in 2012 worldwide. According to the North American electric reli-
ability corporation (NERC) [1], approximately 260 GW of new renewable
nameplate capacity is projected in the US during 2009–2018. Roughly 96 % of
this total is estimated to be wind energy. In fact, NERC predicts that wind power
alone will account for 18 % of the U.S. total resource mix by 2018.

With operational experience accumulated for more than a decade, people have
come to realize that operations and maintenance (O&M) costs constitute a sub-
stantial portion of the total costs of wind power production [2–4]. Field data from
Germany [5] indicates approximately six failures per year and restoration times
ranging from 60 hour to a few weeks. Overall, O&M costs account for 20–47.5 %
of the wholesale market price [4]. Considering that most turbines in the U.S. were
installed in the past 10–15 years, wind facilities are still operating in their rela-
tively reliable period. In the decades to come, as turbine components are near the
end of their designed life, the failure rates of wind power facilities can be expected
to increase drastically, leading to higher costs of O&M.

The most common maintenance practice is to perform scheduled maintenance
on a regular basis. Depending on a manufacturer’s suggested guideline, scheduled
maintenance is carried out usually once or twice a year for a turbine [6, 7].
Understandably, scheduled maintenance is usually incapable of addressing unex-
pected failures in a timely fashion, while, on the other hand, this strategy may also
result in unnecessary visits. Wind farm operators have come to the consensus that
more effective maintenance strategies are pressingly needed to reduce unnecessary
service visits as well as turbine downtime.

Many studies have been conducted to examine effective maintenance strategies
for conventional power systems, for example, [8–10] among others. However, the
operating environment of wind turbines is different from that of traditional power
plants in several ways. Wind turbines constantly operate under highly stochastic
loading. The feasibility of both new repairs and the continuation of ongoing repairs
is affected by uncertain weather conditions. The vast majority of wind turbines are
installed in remote windy sites or offshore locations, hoping to harvest the max-
imum amount of wind energy. Due to the remote locations of the wind farms,
access to turbines for maintenance can be restrictive during harsh weather seasons.
For the same reason, repair actions, or even on-site observations, are very
expensive. Compounded with these complexities, newly established wind farms
usually house hundreds or more turbines that spread over a large geographical
area. This makes O&M even more challenging and costly. We believe that wind
farm operations call for new maintenance strategies that are specially tailored for
handling the reliability and maintenance issues for wind energy facilities.

In this chapter, we discuss recent studies on wind energy facility reliability and
maintenance. Earlier studies on wind power operations investigated unique but
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critical factors that have significant impact on the turbine’s reliability and main-
tenance [6, 11–13]. Later, failure patterns and reliability trends of wind turbine
were studied based on field data [2, 14, 15]. More recently, the focus has shifted
towards developing a more structured model for reliability enhancement.

We group the existing research into three broad categories. The first category is
degradation and failure pattern of an individual wind turbine (or, a wind turbine
component) to assess its reliability over time. The major goal of these studies is to
build a model for predicting the lifetime of a system, and further, to develop a cost-
effective O&M decision strategy by quantifying risks and uncertainties based on the
lifetime prediction. To fulfill this goal, several analytical models have been recently
introduced in the wind power literature, including statistical-distribution based
models [15–20], Markov process-based models [21–24] and physics-based struc-
tural load models [25–35]. Although renewal reward processes and regenerative
processes have been extensively studied for general aging systems and power sys-
tems [36–38], we did not find them currently employed in the wind power literature.
Concerning the question of testing, there is limited amount of literature which studies
the appropriate testing procedures to certify wind turbine components [39–41].

The second category of research concerns the reliability of a wind farm with
multiple turbines, and focuses on how the reliability of each wind turbine (or,
turbine component) affects the performance of the whole wind farm. Many
researchers have developed simulation models to represent the complex behavior
of wind farm operations, as well as the interactions between wind turbines [6, 11,
16, 22, 42–46]. They investigate the effect of different maintenance strategies and
evaluate the reliability of a wind farm using several performance indices [22, 45].
The effect on system performance coming from the environmental differences such
as geographical terrain and wind farm sites (i.e., land-based or offshore) are also
discussed in these studies [22, 46].

The third category extends the second category of studies to the overall power
facilities, i.e., measure its capability to satisfy customer demands (or, loads) or
system operational constraints [47]. This line of research is usually called ‘‘gen-
eration adequacy assessment’’. Both analytical and simulation models are used in
this line of work, including multi-state models [47–52], correlation analysis [53,
54], Markov process [21, 55, 56], population-based stochastic search [57, 58], and
Monte Carlo simulations [59–66]. One specific aspect these studies focus on is the
effect of intermittent generation of wind energy on the power system reliability.
The failure and repair rates of wind turbines are taken into account in the
assessment. These studies provide practical implications about the reliability and
cost issues of wind energy in the context of the entire electric power system.
Table 1 provides a summary of the existing research.

The remainder of this chapter is organized as follows. We first discuss the
O&M aspects of wind power operations in Sect. 2. In Sect. 3, we review the
models that explore the reliability patterns of wind turbine components as well as
the models that find optimal O&M strategies. Section 4 presents the reliability and
maintenance studies at the wind farm level, while Sect. 5 discusses the same issue
but for the entire power system (i.e., the generation adequacy assessment). Finally,
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we conclude the chapter in Sect. 6. We acknowledge that there are two other
reviews on relevant literature: one is Alsyouf and El-Thalji [67], who reviewed the
recent practices and studies focusing on maintenance issues, and the second is
Wen et al. [47], who summarize the studies on adequacy assessment of power
systems (wind power is one element of the power systems). This chapter provides
a more comprehensive survey, including the literature in [67] and [47]. We also
include new results from reports and papers since the last survey.

2 Understanding Current Status of Wind Turbine
Operations

In this section, we examine the current O&M costs and key factors affecting wind
turbine operations.

2.1 O&M Costs

Due to the relatively young history of the wind power industry, many turbines are
still operating in their early age so that failure and maintenance data are not as
ubiquitous as in a mature industry. Making the matter worse, modern turbines are
much more diversified in terms of sizes and designs than earlier turbines. How-
ever, the current operational experience was built and accumulated based on
earlier turbines. This means that evaluating O&M costs for this young industry is
challenging and the results embed high uncertainty. Nevertheless, useful insights
can be gained from the experience with the existing turbines.

2.1.1 Overall O&M Costs

Walford [2] evaluates how much O&M costs account for the total cost of energy
(COE) by summarizing the results from Vachon [3], and Lemming et al. [68].
COE is a key metric to evaluate the marketability of wind energy. The current

Table 1 Classification of literature at three operating levels

Level Methodology Literature

Wind turbine Statistical approach [15–20]
Stochastic processa [21–24]
Structural load models [25–35]

Wind farm Simulation [6, 11, 16, 22, 42–46]
Power system Analytical approach [21, 47–58]

Simulation [59–66]

a Only Markov processes are presented in this chapter because, to the best of our knowledge,
other stochastic processes are not yet discussed in the wind power literature
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COE is $0.06 - 0.08 k/kWh. According to the studies by Vachon [3] and Lemming
and Morthorst [68], O&M costs are estimated to be $0.005–$0.006/kWh in the first
few years of operations, but it escalates to $0.018–0.022/kWh after 20 years of
operations. Based on these two studies, Walford [2] concluded that the overall
O&M costs can account for 10–20 % of the total COE.

U.S. Department of Energy (DOE) [69] gives a similar estimate of
$0.004–0.006/kWh in 2004 for new wind turbine projects in the Class 4 resource
areas (at a Class 4 site, the wind speed is between 5.6 and 6.0 m/s at 10 m height
[70]). But, according to a later report by DOE [71] in 2006, the actual O&M costs
range from $0.008 to $0.018/kWh, depending on the wind farm size. Most
recently, Asmus [72]’s study presents even higher O&M costs. Asmus [72] col-
lected extensively O&M associating data from major wind turbine manufactures
and wind energy operators. After compiling data from various sources, Asmus [72]
concludes that the average O&M costs is $0.027/kWh (or, €0.019/kWh), which
may account for half of the COE.

In summary, O&M costs are comparable to the $0.02/kWh federal production
tax credit (PTC) offered in the U.S. as a subsidy. Although PTC was extended in
2012 in the U.S., the subsidy will eventually decrease or disappear in the future.
Asmus [72] also notes that currently about 79 % of turbines are still under war-
ranty, but their warranty phase will be over in the near future. The phase-out
perspective of the PTC and the warranty calls for cost-effective O&M strategies
for wind turbines in order to make the wind energy market competitive.

2.1.2 Cost Elements

Walford [2] identifies the cost elements associated with wind farm operations.
They include the operational costs for daily activities such as scheduling site
personnel, monitoring turbine operations, responding to failures, and coordinating
with power utility companies. Other costs include those incurred from taking
preventive maintenance actions to prevent failures in advance or taking corrective
(or, unscheduled) maintenance after unanticipated failures. Krokoszinski [13]
presents a mathematical model to quantify wind farm production losses in terms of
the planned and unplanned downtime, and quality losses.

In general, expenses for daily operations are fairly stable over time, while repair
costs fluctuate considerably, depending on the age, location, size of the turbine,
and the maintenance strategy [73]. For example, offshore turbines have much
higher corrective maintenance costs due to the logistic difficulties to access the
turbines. Corrective maintenance cost can be more than twice the preventive
maintenance cost [16, 43]. In general, corrective maintenance costs account for
30–60 % of the total O&M costs [2].
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2.2 Factors Affecting O&M Costs

Many studies examine critical factors that affect the reliability and O&M costs of
wind power facilities. Based on the findings, researchers suggest ways to reduce
the impact of unplanned failures or minimize maintenance costs [2, 12]. Bussel [6]
presents an expert system to determine the availability of wind turbines and O&M
costs. The goal in this work is to find the most economical solution by striking a
balance between the front-loading costs invested for reliability enhancement and
the O&M costs. Pacot et al. [12] discuss key performance indicators in wind farm
management, and analyze the effects of factors such as turbine age, size, and
location. Here, we summarize the key factors, which we believe are the most
critical in wind farm operations [22–24].

2.2.1 Stochastic Environmental Conditions

Stochastic operating conditions affect the reliability of wind turbines in several
ways. First, maintenance activities can be constrained by the stochastic weather
conditions. Harsh weather conditions may reduce the feasibility of maintenance.
This is in contrast with traditional fuel-based power plants which operate under
relatively stationary operating conditions. To maximize potential power genera-
tion, wind facilities are built at locations with high wind speeds. But climbing a
turbine during wind speeds of more than 20 m/s is not allowed; when speeds are
higher than 30 m/s, the site becomes inaccessible [22]. Moreover, some repair
work takes days (and even weeks) to complete due to the physical difficulties of
the job. The relatively long duration of a repair session increases the likelihood of
disruption by adverse weather. A study using a Monte Carlo simulation [42] found
that turbine availability was only 85–94 % in a 100-unit wind farm situated about
35 km off the Dutch coast. The relatively low turbine availability is in part due to
the farm’s poor accessibility, which is on average around 60 %. Another study [6]
found that the availability of a wind farm was 76 %. The operational environments
and their effect on maintenance feasibility are also discussed in our previous
studies [23, 24, 45].

Weather conditions can affect the reliability of wind turbines substantially.
Harsh weather events such as storms and gusts will generate non-stationary
loading (or, stress) and reduce the life of key components. Tavner et al. [15] show
that there is a strong relationship between the number of failures and wind speeds.
Toward this claim, analysis of field data from Denmark and Germany confirms a
clear 12-month periodicity of the number of failures, which coincides with annual
weather seasonality.

Besides strong winds, other adverse weather conditions include temperature,
icing and lightning strikes. According to Smolders et al. [74], the operating tem-
perature for wind turbines could range from -25 to 40 �C. Wind turbines at very
low temperature sites suffer from the icing problems, namely that icing decreases
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power generation and damages rotor blades significantly [75]. Lightning strikes
can also cause serious damage to blades. Although modern turbines are equipped
with lightning protection systems in blades, current technology cannot yet com-
pletely protect turbine blades from lightning damage [76].

Harsh weather conditions can cause high revenue losses during downtime. Lost
productivity becomes more significant when turbine unavailability occurs during
the windy periods [2]. With increasing application of wind turbines in different
terrains, more research is pressingly needed to study how the adverse weather
affects reliability and maintenance feasibility and to help practitioners make a
better choice of farm locations [75].

It should also be noted that weather forecasting can play an important role on
reliability assessment and maintenance decision-making. The benefits from
weather forecasts depend on the accuracy of the forecasts. Thanks to today’s
sophisticated weather forecast technology, the near-future weather information is
usually deemed reliable [77]. Considering the possible long repair time which can
take up to several weeks, reliable forecast techniques for medium- or long-term is
much needed but not yet available.

2.2.2 Logistic Difficulty

Recently established wind farms tend to house larger and larger wind turbines, in a
great number and spreading over a broad area. The sheer size of wind turbine
components makes it difficult to store spare parts in a warehouse waiting for
repairs or replacements. Rather, they are likely ordered and shipped directly from a
manufacturer when needed. Doing so often leads to long lead time in obtaining
parts and can result in costly delays in performing repairs. Pacot et al. [12] point
out that it may take several weeks for critical parts, such as a gearbox, to be
delivered. Another aspect of the logistic difficulty is caused by the long distances
of wind farms from their operation centers, and that major repairs require heavy
duty equipment such as a crane or a helicopter to access the turbine. It certainly
takes quite an effort to assemble the maintenance crews and prepare for a major
repair. Logistic costs may escalate substantially, depending on accessibility to the
turbine site, maintenance strategy, and equipment availability.

2.2.3 Different Failure Modes and Effects

A wind turbine consists of several critical components such as a drive train,
gearbox, generator and electrical system, each of which has different failure fre-
quencies and effects. Each single component may also have different failure
modes. The occurring failure mode determines what type of parts/crew is required,
which in turn determines the costs, lead time and repair time. Accordingly, the
maintenance costs and the downtime due to the occurrence of a failure could vary
significantly for different failure modes.
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Arabian-Hoseynabadi et al. [78] perform a failure modes and effects analysis for
the major components in various types of wind turbines and study their failure
effects on the overall turbine performance. Ribrant [14] and Ribrant and Bertling
[79] review the different failure modes of turbine components and the corre-
sponding consequences. For example, a failing gearbox can lead to bearing failures,
sealing problems, and oil system problems. According to Ribrant [14], it can take
several weeks to fix the problems associated with bearing failures, partly because of
the long lead time needed to have labor and heavy-duty equipment in place. On the
other hand, oil system problems can be fixed within hours.

According to a recent industry survey [72], most serious failures are associated
with the gearbox. As an alternative, direct-drive (gearbox free) turbines in which
generators rotate at the same speed as the rotor were introduced. Echavarria et al.
[75] show, however, that the failure rate in ‘‘generator’’ of direct drive turbines is
higher than the failure rates in ‘‘generator’’ and ‘‘gearbox’’ combined during the
first ten operational years. This implies that direct-drive may resolve the frequent
failure issues of the gearbox, but cause new problems that have not been
encountered in other designs. Yet, we should be cautious to conclude which design
is better in terms of reliability since the reliability results of direct-drive turbines
in Echavarria et al.’s study are based on a small number of direct-drive turbines.
More time and efforts would be required to assess the reliability of each different
design.

2.2.4 Condition-Based Maintenance

Condition-based maintenance (CBM) has become an important method to reduce
the O&M costs [80]. CBM involves two processes. The first process is to diagnose
the current condition through condition monitoring equipment. Sensors installed
inside turbines can provide diagnostic information about the health condition of
turbine components. Such data help wind farm operators estimate the deterioration
level and make real-time reliability evaluation. Based on this reliability update, the
next step is to establish appropriate maintenance policies before the actual
occurrence of major failures to avoid consequential damages.

Comprehensive review of the recent monitoring techniques is provided by
Hameed et al. [81]. In general, vibration analysis is the primary monitoring
technique used for gearbox fault detection [82]. Other common monitoring sys-
tems include: measuring the temperature of bearings, analyzing the lubrication oil
particulate content, and optical measurements of strains in wind turbine structures.
Caselitz and Giebhardt [83] discuss the integration of a condition monitoring
system into offshore wind turbines for improved operational safety.

A few studies attempt to quantify the benefits of CBM in the wind power
industry [7, 22, 45]. Nilsson and Bertling [7] present an asset life-cycle cost
analysis by breaking the total maintenance cost into several cost components. They
analyze the benefits of CBM with case studies of two wind farms in Sweden and
the UK, respectively. They conclude that CBM can benefit the maintenance
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management of wind power systems. The economic advantage becomes more
clear when an entire wind farm rather than a single wind turbine is considered. For
offshore wind farms, a condition monitoring system could provide a greater help
by making maintenance planning more efficient.

McMillan and Ault [22] evaluate the cost-effectiveness of CBM via Monte
Carlo simulations. They compare a six-month periodic maintenance policy with
CBM with respect to the annual yield of power production, capacity factor,
availability, annual revenue and failure rates. Through simulating various sce-
narios with different weather patterns, down-time durations, and repair costs, they
show for land-based turbines that a CBM strategy could provide the operators
remarkable economic benefits. For example, with an average wind speed of
6.590 m/s and cost factors obtained from [84], CBM can have operational savings
of £225,000 (or, equivalently, $350,280 with an exchange rate of 1
pound = 1.5668 dollar) per turbine, when considering 15 years as a turbine life.
Sensitivity analysis with relatively large ranges in parameter values indicate that
the contribution of CBM is highly dependent on replacement costs, wind regime
and downtime durations. Obviously, one would expect more benefits for offshore
wind turbines since the repairs of those turbines are more costly and taking
maintenance actions at an offshore location faces more constraints.

McMillan and Ault [22] assume that the condition monitoring equipment
reveals exactly the degradation status of each turbine component. However,
condition monitoring equipment cannot in general solve the uncertainty issue [85].
Estimations rarely reveal perfectly the system’s health status due to a wide variety
of reasons, such as imperfect models linking measurements to specific faults, as
well as noises and contaminations in sensor signals. More importantly, fault
diagnosis based on sensor measurements is nontrivial, because wind turbines
operate under non-steady and irregular operating conditions.

Considering these sensor uncertainties, the authors of this chapter consider two
types of measurements to estimate the internal condition of each turbine compo-
nent in our previous work [23, 24]: (1) inexpensive, but less reliable, real-time
remote sensing and diagnosis from general condition monitoring equipment, and
(2) expensive, but more certain, on-site visit/observation (OB). OB is fulfilled by
either dispatching a maintenance crew or, if technologically feasible, invoking
more advanced smart sensors. Both options are generally costly, but can pre-
sumably depict system conditions with a high confidence. It should be noted that
the co-existence of real-time monitoring and on-site visit/observation is a unique
aspect in the wind energy industry. The information uncertainty from the condition
monitoring equipment must be handled with caution, and on-site observations
must be integrated with planning maintenance actions. Considering the different
observation options, Byon et al. propose two CBM models in [23, 24]. Their
results show that OB should be taken when the estimated system conditions from
condition monitoring equipment are not clear. The optimal observation actions
also depend on the weather conditions. For example, OB should be taken more
often under harsh weather conditions to decide the most suitable maintenance tasks
than under mild weather conditions.
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The authors of this chapter also develop a discrete event simulation model for
wind farm operations that can evaluate different O&M strategies [45]. The current
version implements two different O&M strategies: scheduled maintenance and a
CBM strategy. In the CBM strategy, preventive repairs are carried out when
sensors send alarm signals. The implementation results indicate that the CBM
strategy provides appreciable benefits over the scheduled maintenance in terms of
failure frequency, O&M costs and power generation. For example, the failure
frequency is reduced by 11.7 %, when CBM instead of scheduled maintenance is
used.

3 Models to Assess Reliability of a Wind Turbine
and to Find Optimal O&M Strategies

In this section, we review existing studies that evaluate the reliability of a wind
turbine and find a cost-effective O&M strategy. We discuss three different approa-
ches: the first one is the statistical approach to assess the reliability level and identify
the optimal repair (or, replacement) time based on the failure statistics; the second
approach uses Markov models to analyze the stochastic aging behavior of wind
turbine components; and the third approach is based on physical fatigue analysis.

3.1 Statistical Distribution-Based Analysis

3.1.1 Life-Time Analysis Using the Weibull Distribution

In reliability engineering, one of the most commonly used distributions to repre-
sent the life-time of a system is a Weibull distribution. This distribution has been
applied in many applications to model a great variety of data and life character-
istics. In wind facility modeling, several studies apply the Weibull distribution in
determining the lifetime reliability of a population of wind turbines (or, turbine
components).

Let T be a random variable representing the life-time of a system. The prob-
ability density function (pdf) of the Weibull distribution is given as follows:

f tð Þ ¼
b
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where b [ 0 is the shape parameter and g [ 0 is the scale parameter. b\1 denotes
a decreasing failure rate, usually known as the ‘‘infant mortality’’. This happens
when failures occur in an early period of operation. As the defective items are
taken out of the population, failure rates decrease over time. On the other hand,
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b[ 1 indicates an increasing failure pattern, often found in an aging system.
When b ¼ 1, the pdf in (1) is exactly the same as the pdf of an exponential
distribution. As such, b ¼ 1 indicates a constant failure rate, or random failure
pattern, implying that any maintenance activity to improve the system condition is
unnecessary. For detailed discussions to assess reliability using the Weibull dis-
tribution, please refer to [86].

Andrawus et al. [16] employ the Weibull distribution to model the failure
patterns of several critical components in a wind turbine such as the main shaft,
main bearings, gearbox and generator. For one type of 600 kW horizontal axis
turbines, they collect historical failure data from the turbine’s supervisory control
and data acquisition (SCADA) system over a period of 9 years. The data include
the date and time of failure occurrences and the (possible) causes of the failures.
They estimate the parameter values in the Weibull distribution using a maximum
likelihood estimation (MLE). According to their case studies, the estimated shape
parameters for the main bearing, gearbox and generator are close to ‘‘one’’,
indicating a random failure pattern. Only the main shafts exhibit a wear-out (or,
aging) failure pattern. After conducting these life-time analyses and also consid-
ering the cost factors (such as planned and unplanned maintenance costs), they
made suggestions for the optimal replacement time for each component. For
example, they recommend that a gearbox should be replaced every six years and a
generator every three years to minimize the total maintenance costs.

Remark The results of the constant failure rates of the three components in An-
drawus et al.’s study [16] are counter-intuitive, contradicting the results from other
studies [19, 22]. It is commonly accepted that most wind turbine components
deteriorate over time. On the other hand, electrical systems in a turbine show
random failure patterns in general. We conjecture that the maintenance practices,
which might have been performed while the field data were collected, may need to
be considered in Andrawus et al.’s study. If the failure data used in the study are
obtained from the turbines under scheduled maintenance, the random failure
patterns may be because the scheduled maintenance restores the turbines back to
their renewed states from time to time. If this maintenance effect is taken out,
Andrawus et al.’s data may confirm the result from [19, 22], and show turbine
deterioration patterns instead.

Wind turbines at different locations undergo different degradation, depending on
the climate characteristics under which a turbine is operating. Vittal and Teboul
[20] use a Weibull proportional hazard model to incorporate the weather climate
effects on the lifetime of wind turbines. They express the scale parameter, g in (1),
as a function of weather factors such as wind speed, capacity factor, and temper-
ature. In this way, site-specific climate characteristics are combined with the
general aging behavior of a population of wind turbines to derive a turbine lifetime.

Wen et al. [47] and Basumatary et al. [87] summarize different methods to
estimate the parameters of the Weibull distribution. They use these methods in the
wind regime analysis to represent the wind speeds model. Nonetheless, we believe
that these methods can be applied to reliability analysis as well.
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3.1.2 Assessing Reliability Patterns Using Homogeneous/Non-
Homogeneous Poisson Process

Oftentimes, the time to failure information (which was used in Andrawus et al.
[16]) may not be available in the public domain. Instead, a few survey reports and
newsletters provide ‘‘grouped’’ data with little information on individual turbines
or maintenance activities [19, 88]. In the grouped data, only is provided the
number of failures occurring in a population of turbines during a specific period,
whereas the actual time when a failure takes place is missing [17]. For example,
Windstats [88], a quarterly newsletter issued by Haymarket Business Media
Limited (Haymarket), provides a monthly or quarterly survey including the
number of failures for each subsystem of wind turbines. Table 2 presents an
illustrative example of the failure statistics from one Windstats newsletter [18].

To utilize the failure statistics over time, several studies use modeling tools
such as homogeneous or non-homogeneous Poisson processes [15, 17–19].
Homogeneous Poisson process (HPP) is a typical Poisson process with constant
occurrence rate k per unit time, while, understandably, a non-homogeneous
Poisson process (NHPP) has a time-varying failure rate, represented by an
intensity function kðtÞ at time (or, age) t. NHPP was used to model the failure
patterns in the repairable systems. It is assumed that a repair returns the system
condition to its original state immediately prior to the failure; this repair is called
minimal repair [89]. In NHPP, the probability of n failures occurring in the time
interval (a, b] is given by [90],

P Nða; b� ¼ nð Þ ¼

R b
a k tð Þdt
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for n ¼ 0; 1; . . .. For a detailed discussion of NHPP, we refer the interested reader
to [90–93].

There are several techniques to estimate the intensity function kðtÞ. One of the
commonly used models is a power law process, or Weibull process [89, 93], where
the intensity function has the following form:
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Table 2 The number of failures in Danish wind turbines in 1994

October November December

Number of total turbines reporting 2,036 2,083 2,164
Subassembly failure
Blade 15 6 6
Gearbox 5 2 4
��� ���
Total number of failures 158 130 175

Note: The data are obtained from the study of Guo et al. [18]
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Here, b [ 0 is the shape parameter and g[ 0 is the scale parameter. Similar to the
Weibull distribution discussed above, b\1 represents early failure patterns,
whereas b [ 1 indicates a deteriorating (or, aging) process, and b ¼ 1 denotes a
constant failure rate.

Tavner et al. [17] establish an HPP model using the failure statistics data
obtained from Windstats over the 10-year period from 1994 to 2004. They analyze
the failure data from two countries, Germany and Denmark, both of which hold a
large wind energy production capacity. Tavner et al. [17] assume that failures
occur randomly and their HPP model has b ¼ 1 and k ¼ 1=g (i.e., kðtÞ is constant)
because they consider the deterioration phase has not yet arrived for the wind
turbines under study due to the turbine’s young age. In another study, Tavner et al.
[15] quantify how the wind speeds affect turbine reliability and which components
are affected the most, also using the Windstats data.

Later, Guo et al. [18] extend Tavner et al.’s study [17] by considering a NHPP
model. They also use the data extracted from Windstats [88]. For handling the
‘‘grouped data’’, they suppose that there are n1; n2; . . .; nk failures during the time
intervals of ðt0; t1�; ðt1; t2�; . . .; ðtk�1; tk�, respectively, and assume that individual
groups are independent of each other. Then, the joint probability for the k group
events is:

P N t0; t1ðð � ¼ n1;N t1; t2ð � ¼ n2; . . .;N tk�1; tkð � ¼ nkÞ
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where kðtÞ is given in (3). One additional complexity Guo et al. [18] need to
handle is the uncertain running time of the turbines since their installation. This is
because the data collected in Windstats does not necessarily (and usually do not)
coincide with the exact date when the wind turbines started their first operations.
For example, even though the Danish turbine data in Windstats start from October
1994 in Windstats, it is more likely that the reported wind turbines started their
operations earlier than October 1994. For handling this problem, Guo et al. [18]
introduce an additional parameter into the Weibull process and argue for using a
three-parameter Weibull distribution, rather than the typical two-parameter one as
discussed above. Like the two-parameter Weibull distribution, the parameter
estimation part in the three-parameter model is still done through either the MLE
or the least-squares (LS) methods. After analyzing the Danish and German data in
Windstat, respectively, Guo et al. [18] conclude that the three-parameter model has
advantages over the two-parameters model in terms of predicting the reliability
trend more accurately.

The studies by Tavner et al. [17] and Guo et al. [18] make an initial attempt in
utilizing grouped failure data for reliability assessment. However, their models do
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not consider the changing population of turbines. Apparently, individual turbines
with different sizes and structural designs are added at different times. This is
evident in Table 2, where the number of turbines reported in Windstats increases
over time, possibly with variations in turbine sizes and designs. Consequently,
turbines may be at different operating ages and have different intensity function
kðtÞ in (3) during a given time interval ðti�1; ti�. But because of the lack of detailed
information in Windstats, Guo et al. [18] do not consider the difference in turbines
coming from an evolving turbine population. Rather, Guo et al. [18]’s NHHP
model treats the operation time of all turbines the same. Future work will need to
account for the evolving nature of turbine population for more accurate reliability
assessment of the wind power facilities.

Coolen et al. [19] study the grouped failure statistics data published in LWK
[94] regarding turbines in Germany. Unlike the Windstats data, LWK provides the
models of wind turbines associated with their data. Coolen et al. [19] attempt to
build a NHPP model for wind turbine Model V39/500. Unfortunately, the Chi
squared test rejects the hypothesis that the NHPP model fits the data for the whole
wind turbine system and the gearbox. Coolen et al. [19] argue that the rejection is
due to the lack of the actual turbine operation time, which in turn makes the
probability calculation in (4) inconsistent with data. This explanation appears to be
in line with our concerns expressed in the previous paragraph.

3.2 Markov Process-Based Analysis

3.2.1 Reliability Assessment Using a Markov Process

Markov process-based models are widely used in reliability assessment for the
conventional power systems [8–10, 95, 96]. Not surprisingly, it has become one of
the most popular modeling tools for wind turbine reliability assessment as well.

Let us consider a discrete time Markov process with a finite number of states.
Suppose that the deterioration levels of an operating system are classified into a
finite number of conditions 1; . . .; M and that there are L different types of failures.
Then, the system condition can be categorized into a series of states,
1; . . .; M þ L. State 1 denotes the best condition like ‘‘new’’, and state M denotes
the most deteriorated operating condition before a system fails. State M þ l reflects
the lth failed mode, l ¼ 1; . . .; L. When a system undergoes Markovian deterio-
ration, the transition probability from one state to another only depends on the
immediate past state rather than the entire state history.

Figure 1 illustrates the state transitions for a repairable system. In the figure, pij,
i � j, i; j ¼ 1; . . .;M, above a solid line denotes a transition probability from an
operating state to another operating state, and kij is the failure rate from an
operating state i to the failure state j. Because an operating system cannot improve
on its own in general, only transitions to more degraded or failed states are
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considered in the figure, denoted by the solid lines. lij near the dashed line is the
repair rate from a failure state i, improving the system to an operating state j for
j� i, whereas lii, i ¼ M þ 1; . . .;M þ L, is the non-repair rate. With repair, the
system can be returned from a failure state back to operation.

For simplicity, suppose that M = 1 and L = 1. That is, the system condition is
categorized by two simple states: up or down. Let us also assume that operators
repair the system whenever it fails. Then, the transition probability matrix P2�2

consists of the following four elements [24]:

P ¼ 1� k k
l 1� l

� �
; ð5Þ

where k denotes a failure rate which is the probability that the system fails until the
next period. l is a transition probability with which the system can be restored to
the operating state. People call this probability as the repair rate of the system [21].
In this simple case, the mean time to failure (MTTF) is 1=k, and the mean time to
repair (MTTR) is 1=l. The mean time between failure (MTBF) is simply the sum
of MTTF and MTTR. By applying the limit distribution of an ergodic Markov
chain [97], the limiting average availability (i.e., the limiting expected proportion
of time when the system is up) becomes l=kþ l. For a more complicated system
with multiple deteriorating states (i.e., M [ 1) and/or multiple failure states (i.e.,
L [ 1), similar analysis can be done.

Initial efforts using a Markov model in wind power systems can be found in
Sayas and Allan’s study [21]. They evaluate the generation adequacy of wind
farms, in which the wind turbine condition is divided into two binary states (i.e., up

Fig. 1 State transition diagram for Markovian deterioration system
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and down) using the transition matrix in (5). They also model wind speeds using a
Markov process with four different categories. They recognize that the failure rates
and repair rates of a turbine are affected by wind regimes. The failure rate of a
turbine increases under extremely high wind speeds, whereas the repair rate
decreases with wind speed. Considering this weather effect, they propose a com-
bined Markov model for a wind farm. The transition probabilities between the
states are obtained using historical data. Then using the limit distribution, the
average frequency and duration per year for each combined state, i.e., turbine
conditions plus wind regimes, are calculated. The results are used for assessing a
wind farm’s performance, including a turbine’s availability and expected genera-
tion of wind energy.

Markov processes are also employed in simulation studies [22, 45]. McMillan
and Ault [22] consider an intermediate state ‘‘degraded’’ for each component, in
addition to the ‘‘up’’ and ‘‘down’’ states. They estimate the state transition prob-
ability for four critical components, including gearbox, generator, rotor blade, and
electronic device, but do so by combining the operational data and expert judg-
ments. Then, state transitions are simulated given those transition probabilities
during the simulation runs. Byon et al. [45] take a similar approach, but consider
more refined component states (namely, ‘‘normal’’, ‘‘alert’’, ‘‘alarm’’, and
‘‘failed’’). In both simulation studies, Markov processes are not used as a stand-
alone tool, but they are embedded within simulation models to capture the
evolving characteristics of component deterioration and failures.

3.2.2 Optimization Models Using Markov Decision Processes

A Markov decision process (MDP) is a sequential decision making process used to
control a stochastic system based on the knowledge of system states [98–100].
This modeling method is popular in the literature of optimal preventive mainte-
nance [99–104]. Most of the above-cited studies are not specific to wind turbine
maintenance; rather they are intended for general aging systems. However, we can
gain useful insights from those studies. For this reason, we first discuss the MDP
studies for general aging systems and then we present the studies specialized for
wind turbine maintenance.

Let S denote the state space of a Markov decision process and VtðsÞ be the total
cost from the current period t to the terminal period (so VtðsÞ is also known as the
total cost-to-go). When the system state is st 2 S, decision makers want to find the
best action to minimize VtðsÞ as follows:

Vt sð Þ ¼ min
at2Ast

ct st; atð Þ þ c
X

stþ12S

Pt stþ1jst; atð ÞVtþ1 stþ1ð Þ
( )

: ð6Þ

In (6), Ast is a set of possible actions at state st, which may include an
inspection, major/minor maintenance, and taking no action. ctðst; atÞ is an
immediate cost incurred by decision at. Ptðstþ1jst; atÞ is the transition probability
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from st to stþ1 as a result of taking the action at. c� 1 is a discount factor. A model
with c\1 is called a discounted cost model, whereas the model with c ¼ 1 is
called an average cost model. Equation (6) is referred to as an ‘‘optimality
equation’’ or ‘‘Bellman equation’’. Understandably, the optimal maintenance
actions are found by solving the above optimality equation.

Several mathematical models have been introduced, incorporating information
from condition monitoring equipment for general aging systems [99–104]. Since
sensors in condition monitoring equipment provide uncertain data, most of these
studies use a partially observed MDP (POMDP) to reflect the incomplete under-
standing about the current system state. In a POMDP setting, the system condition
cannot be observed directly, so that the condition is estimated in a probabilistic
sense [103, 104]. Suppose that a system condition can be categorized into M þ L
states as explained in Sect. 3.2.1. Under a POMDP setting, a system state is
defined as a probability distribution, representing one’s belief over the corre-
sponding true state. As such, the state of the system can be defined as the following
probability distribution:

p ¼ p1; p2; . . .; pMþL½ �; ð7Þ

where pi, i ¼ 1; . . .;M þ L, is the probability that the system is in deterioration
level i. p is commonly known in the literature as an information state [104]. Then,
the state space under the POMDP setting becomes

S ¼ p1; p2; . . .; pMþL½ �;
XMþL

i¼1

pi ¼ 1; 0� pi� 1; i ¼ 1; . . .;M þ L

( )
: ð8Þ

Maillart [103] uses a POMDP to adaptively schedule observations and to decide
the appropriate maintenance actions based on the state information. In her study,
the system is assumed to undergo a multi-state Markovian deterioration process
with a known and fixed transition probability matrix. Similarly, Ghasemi et al.
[105] represent a system’s deterioration process using the average aging behavior,
provided by the manufacturer (or, from survival data), and the system utilization,
diagnosed by using CBM data. They formulate the maintenance decision problem
using a POMDP and derive optimal policies using dynamic programming.

Most maintenance studies in the literature to date only consider static envi-
ronmental conditions. Very few quantitative studies examine systems operating
under stochastic environments. Thomas et al. [106] investigate the repair strategies
to maximize the expected survival time until a catastrophic event occurs in an
uncertain environment. They consider the situation where a system should be
stopped during inspection or maintenance action. If specific events, termed ‘‘ini-
tiating events’’, take place when a system is down or being replaced, they are noted
as catastrophic events; examples given are military equipment or hospital systems.
Kim and Thomas [107] extend the problem where the multiple environmental
situations are assumed to follow a Markovian process. The criteria in both studies
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are to maximize the expected time until a catastrophe occurs. In other words, these
studies focus on short-term availability.

There are a few relevant studies using a MDP or POMDP for wind turbine
maintenances. The authors of this chapter present two optimization models and
their solutions using POMDPs in [23, 24]. The presented models extend the model
introduced in [103] by incorporating the unique characteristics of turbine opera-
tions. For example, to represent stochastic weather conditions, Byon et al. [23, 24]
apply the initiating events idea described in [106]. Other characteristics included
are long lead times after unplanned failures and the accompanying production
losses.

The model presented in [23] is a static, time-independent model with homo-
geneous parameters in its optimality equation. The homogeneous parameters
imply that the characteristics of weather conditions remain constant period by
period. This relatively simple model allows us to characterize the solution struc-
tures and develop efficient solution techniques. Byon et al. [23] analytically derive
the optimal control limits for each action in a set of closed-form expressions, and
provide the necessary and sufficient conditions under which the preventive
maintenance will be optimal and the sufficient conditions for other actions to be
optimal. The second model in [24] extends the first model and is a dynamic, time-
dependent model with non-homogeneous parameters. The time-varying parame-
ters depend on prevailing weather conditions and exhibit considerable seasonal
differences. Therefore, the resulting strategy is adaptive to the operating envi-
ronments. The optimal policy is constructed from the evolution of the deterioration
states of individual wind turbine components. A backward dynamic programming
algorithm is used to solve the second problem.

In both models [23, 24], three major actions (or, polices, controls) are con-
sidered at each decision point. The first action is to continue the operation without
any maintenance interruption. When this action is selected, the system would
undergo Markovian deterioration with a given transition probability matrix. The
second action is to perform preventive maintenance to improve the system
condition and thus avoid failures. Lastly, wind farm operators can dispatch a
maintenance crew for on-site observation/inspection to evaluate the exact deteri-
oration level. Optimal action at every decision point is derived based on the system
state and weather conditions.

In these studies, a season-independent degradation process is assumed. That is,
the constant transition matrix is considered over the whole decision horizon.
However, the degradation process can be accelerated, and consequently, more
frequent failures are expected during harsh weather seasons than during mild
seasons, as discussed in previous sections. Reflecting these seasonal aspects, there
is a need in future research to extend the models in [23, 24] to incorporate weather
impact on turbine reliability and model a season-dependent deterioration process.
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3.3 Structural Load-Based Reliability Analysis

The approaches reviewed in categories of Sects. 3.1 and 3.2, namely the statistical
distribution-based and Markov process-based analyses, are considered cumulative
degradation modeling approaches. The influence of environmental factors on the
turbine reliability and O&M costs are already examined by several lines of work
[15, 22–24], falling into either category of the two previously reviewed approa-
ches. Nevertheless, the direct relationship between structural loads (or, stresses)
and physical damage is not investigated in detail in those studies. In this section,
we review another category of analytical models which address the structural loads
and its effect on damage.

Assuring a desired level of structural performance (in blade and tower) requires
the characterization of the variability in material’s resistance and stress. Interna-
tional Electrotechnical Commission (IEC) standards (IEC 61400-1) [108] for-
malized design requirements for wind turbines to ensure its structural integrity.
There are two design requirements for wind turbine structures; fatigue loads and
extreme loads. Fatigue load analysis focuses on the progressive structural damage
that occurs when a system is subjected to cyclic loading, whereas the extreme load
(or, ultimate design load) is a maximum load level that can be encountered during
a turbine life [108]. In this section, we focus on the fatigue load analysis. For
detailed discussions to estimate the extreme load, please refer to [109–111].

One of the initial studies on structural reliability analysis can be found in
Ronold et al.’s study [25]. They derive a probabilistic model for assessing the
cumulative fatigue damage of turbine blades. They first perform regression anal-
ysis to understand how weather factors, including the average wind speed and
turbulence intensity, affect the bending moment at the blade root. Then, a fatigue
model is developed based on an SN-curve, which is an empirical curve repre-
senting the relationship between the fatigue load stress and the number of stress
cycles to failure. For example, a simple SN-curve is N ¼ BS�m where N is the
number of stress cycles to failure for a given S, S is the fatigue load stress, and B
and m are material parameters [25]. Since there are multiple stress levels due to
various wind speeds and turbulence, Ronold et al. apply a Miner’s rule approach
which extends the conventional SN-curve as follows:

D ¼
XK

i¼1

Dn Sið Þ
N Sið Þ

; ð9Þ

where DnðSiÞ is the number of load cycles at stress range Si, and NðSiÞ is the
number of cycles to failure at this stress level as determined from the SN-curve.
Consequently, D denotes the weighted sum of damage from various stress ranges,
8Si, i ¼ 1; . . .;K. In Ronold et al.’s study [25], considering a 20-year design
lifetime, a first-order reliability method is used to calculate the structural reliability
against fatigue failure.
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Manuel et al. [26] also applied parametric models to estimate wind turbine
fatigue loads for turbine lifetime. In a later study, Manuel et al. [27] consider extra
weather parameters including the Reynolds stresses and vertical shear exponent, in
addition to the average wind speed and turbulence intensity.

Many studies on structural reliability analysis rely on a cycle counting tech-
nique over multiple stress ranges, called the ‘‘rainflow counting method’’ [25, 26].
However, this method is computationally extensive and requires data over the
whole range of weather profiles for accurate prediction. In reality, many data sets
do not include the rarely occurring (but, arguably more important) weather profiles
such as the high wind speeds and turbulent inflow. To overcome these limitations,
Ragan and Manuel [30] suggested using the power spectrum to estimate the stress
range probability distributions. The major advantages of power spectrum analysis
is that the load power spectrum may be estimated with less statistical uncertainty
and a stress range probability density function can be obtained with a small
number of simulations, or limited amount of field data. Ragan and Manuel [30]
evaluate the advantage of this method in terms of accuracy, statistical reliability,
and efficiency of calculation using field data from a utility-scale 1.5 MW turbine.
Early studies making use of power spectral density can be also found in [28, 29].

Moan [31] summarizes operational experiences with respect to degradation of
various types of offshore structures, and presents a reliability model focusing on
fatigue failures and corrosion. Rangel-Ramírez and Sørensen [32] apply similar
techniques to wind turbines, considering time-varying fatigue degradation for
offshore turbines with jacket and tripod types of support structures. Especially,
they analyze the ‘‘wake effect’’ on the performance of neighboring wind turbines.
Here, wake effect implies an increased turbulence intensity, coming from the
decrease of wind velocity behind a turbine. In the example of offshore wind
turbines with a steel jacket support, Rangel-Ramírez and Sørensen [32] investigate
the inspection schedules that are meant to achieve a prescribed reliability level.
They show that earlier inspections are very beneficial and thus must be performed
for wind turbines in a wind farm. This is different from the practice on those stand-
alone, isolated wind turbines, and is primarily due to the increase of fatigue
coming from the wake turbulence.

Sørensen et al. [33] take an analogous approach to model the fatigue-related
reliability of main components of wind turbines, including welded details in the
tower, cast steel details in the nacelle, and fiber reinforced details in the blades.
Later, Sørensen [34] presents an overall decision making framework that may help
decide the design for robustness, the choice of inspection methods, and scheduling
and repair strategies. Sørensen [33] argues that multiple inspection techniques
should be used for decision making. For instance, to assess the deterioration level
of a gearbox, several techniques are available including visual inspection, oil
analysis, particle counting and vibration analysis, but their abilities to detect and
quantify degradation differ drastically from one another. They may provide
complementary information to produce a more accurate reflection of the actual
degradation. Sørensen [34] also suggests taking a Bayesian approach to update a
degradation model based on inspection results. Sørensen illustrates, through an
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example, that inspections, scheduled for maintaining the turbine operation at an
acceptable risk (e.g., in terms of the number of failures per year) can be very
different, depending on inspection quality as well as the operating environment.

Bhardawaj et al. [35] illustrate a probabilistic damage model for general cor-
rosion of the tower structure. They present a risk-based decision making meth-
odology for undertaking the run-repair-replace actions with the ultimate goal of
maximizing the net present value of the investment in maintenance.

4 Simulation Studies for Wind Farm Operations

Due to the complicated nature of wind farm operations, it is quite challenging to
model wind farm operations entirely using analytical approaches. For example,
wind power generation from individual turbines are not independent of each other
because wind speeds at turbine sites are correlated. A failure of one component
might affect the operating conditions of other components, which is known as the
‘‘cascading effect’’. Few analytical models have been proposed to analyze the
reliability at the wind farm level. Sayas and Allan [21] extend their analysis of
wind turbines (discussed in Sect. 3.2.1) to a wind farm level with multiple turbines.
But the number of turbines is limited due to the curse of dimensionality.

With these reasons, simulations have been utilized to evaluate the performance
of current or future wind farms with the metrics of interest such as the average
number of failures per year in a wind farm, O&M costs, and availability. Most of
the simulation models presented in the literature belong to the category of Monte
Carlo simulation in the sense that they use random number generators to reflect the
stochastic aspects of wind farm operations. To accommodate uncertainties, several
probabilistic models are embedded within a simulation, and maintenance con-
straints under different operating environments are implemented [22, 42, 45].

Rademakers et al. [42] describe a Monte Carlo simulation model, developed by
Delft University of Technology (TU-Delft), for maintaining offshore wind farms.
They illustrate the features and benefits of the model using a case study of a
100 MW wind farm. The model simulates the operation aspects over a period of
time, considering multiple critical factors for performing repair actions, such as
turbine failures and weather conditions. The failures of turbine components are
generated stochastically, based on the relevant statistics such as MTTF and reli-
ability distributions. Weather conditions are realized using the historical summer
and winter storm occurrences at specific sites. The model further categorizes
different failure modes and the corresponding repair actions. For example, the first
category of failure modes requires replacement of rotor and nacelle using an
external crane; the second failure mode requires replacement of large components
using an internal crane, and so on. The failure rates of the individual components
are distributed over four maintenance categories. Please note that Rademakers
et al. [42]’s model only considers corrective maintenance, and their simulation
results indicate that the revenue losses during such corrective repairing account for
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55 % of the total maintenance costs, largely due to the long lead time to prepare
parts and the long waiting time until favorable weather conditions are met. Similar
studies appear in [6, 11, 43].

Foley and Gutowski [46] investigate the energy loss associated with component
failures using a simulator named TurbSim. They assume random failures and
estimate the MTBF and MTTR using data obtained from [17] and [112]. In
addition, they consider degraded outputs of a turbine upon a component’s failure,
meaning that they decrease the power output of a turbine by a certain percentage
point, depending upon the impact of a broken subsystem. They use wind speed
data from the national oceanic and atmospheric administration (NOAA)’s weather
stations [113] and fit a Weibull distribution to simulate wind speeds. The wind
speed at the ground level is adjusted to the hub height speed while considering the
roughness of the surrounding terrain. Their simulation results of an artificial wind
farm in Massachusetts for a 20-year period (the presumed turbine life) show that
the energy loss from component failures is 1.24 % of the total generation of a wind
farm with no wind turbine failures. For off-shore turbines, the simulation produces
a more noticeable 2.38 % loss of power generation, still compared with the cir-
cumstance of no failure. Foley and Gutowski [46] stress that these results represent
a significant loss of energy generation over the lifetime of turbines.

Negra et al. [44] describe a set of approaches to be used for wind farm reli-
ability calculations. They especially consider unique aspects that influence the
offshore wind farm reliability including grid connection configuration and offshore
environment. Factors that are common to land-based turbines such as wake effect
and correlation of power output are also considered. A Monte Carlo simulation
shows how some of these factors influence the reliability evaluation. For example,
the inclusion of cable and connector failures has a substantial impact on the power
generation from the off-shore wind farms.

Simulations are also used for the purpose of validating various O&M approa-
ches [16, 22, 45]. In [16], the suggested strategy resulting from the statistical
model is evaluated by using Monte Carlo simulation. They assess the reliability,
availability, and maintenance costs by simulating a wind farm with turbines over a
period of four years. The simulation is conducted using a commercial software
called ReliaSoft BlockSim-7 [114]. McMillan and Ault [22] implement a simu-
lation model to quantify the cost-effectiveness of CBM by comparing the per-
formance of different maintenance polices. They use an autoregressive time series
analysis to generate wind speeds and consider weather constraints when per-
forming repair actions.

The authors of this chapter develop a discrete event simulation model to
characterize the dynamic operations of wind power systems, as discussed in Sect.
2.2.4 [45]. The discrete event simulation model tracks each event going from a
state to another. A major difference between this model and previously discussed
models is that time evolution in the latter is unimportant, and the focus is to obtain
lump sum estimates for performance measures. By contrast, the discrete event
model considers dynamic state changes of a wind turbine as a result of stochastic
events. The model allows operators to gain a detailed knowledge of the lifetime
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evolution of wind power systems, in addition to gathering the performance sta-
tistics. For simulating the wind condition, the authors in [45] use the actual wind
speed data measured by the west Texas Mesonet [115]. Because the simulation
model considers the spatial correlation of wind speeds at wind turbine sites, power
generations at different turbines naturally become correlated. This correlation
phenomenon, however simple and intuitive, is often ignored in the wind energy
literature, which usually assumes independent, identical turbines in a wind farm.
The simulation model in [45] provides a tool for wind farm operators to select the
most cost-effective O&M strategy.

5 Generation Adequacy Assessment Models

Generation adequacy assessment deals with assessing the existence of sufficient
facilities within the power system to satisfy consumer demands (or, loads) or
system operational constraints [44, 47]. A complete power system can be cate-
gorized into three segments: generation, transmission and distribution. And there
are three hierarchical levels that provide a basic framework for the power system
adequacy evaluation, as illustrated in Fig. 2 [44, 47, 116]. Most of the reliability
work is focused on the hierarchical levels 1 and 2. There is very limited work on
hierarchical level 3 assessment, which considers all three functional zones. One
reason for this is that considering all the three zones simultaneously, the problem
becomes too complex to be computationally tractable. But perhaps the more
important reason is that consideration of the three zones altogether is not deemed
critical or even desirable. Instead, the level 2 analysis is used to provide reliability
indices (such as failure and repair rates) for major nodes to the third zone (i.e., to
which distribution facilities are connected). The analysis of the third zone is then
conducted independently using the reliability parameters of these nodes as the
starting point. We focus on the hierarchical levels 1 and 2 in this section. We also
briefly discuss the power quality issues in Sect. 5.3.

Recall that the criteria investigated in Sects. 3 and 4 focus on evaluating per-
formance of an individual turbine, or a farm. The criteria include MTTF, MTTR,

Generation facilities 
(thermal, hydro, wind, solar, etc.)

Transmission facilities Distribution facilities

Hierarchical level 1

Hierarchical level 2

Hierarchical level 3

Fig. 2 Hierarchical levels for generation adequacy assessment
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number of failures, O&M costs, etc. At the power system level, however, power
utilities use different criteria to determine adequate generation and transmission
capacity in various scenarios. We summarize the criteria commonly used in this
line of literature [116]:

• Loss of load expectation (LOLE): Expected number of hours per year when
demand exceeds available generating capacity.

• Loss of load probability (LOLP): Probability that loads exceed available gen-
erating capacity.

• Loss of energy expectation (LOEE), Expected unserved energy (EUE),
Expected energy not supplied (EENS): Expected amount of energy not supplied
by the generating system in a given time period.

• Energy index of unreliability (EIU): Ratio of the LOEE to the total energy
demand.

• Capacity factor (CF): Ratio of actual energy output to energy output if gener-
ators operated at rated power outputs in a given time period.

Please note that the load in the above criteria implies customer demand, whereas
the load in Sect. 3.3 denotes the stress on the facility structure. There are also newly
introduced indices associated with wind energy as follows [21, 62, 117]:

• Expected wind energy supplied (EWES): Expected amount of energy offset of
conventional fuel energy by wind energy application.

• Expected surplus wind energy (ESWE): Expected amount of wind energy that
was available but not utilized.

• Expected available wind energy (EAWE): Expected amount of wind energy that
would be generated in a year, if there were no wind turbine failures (or,
outages).

• Expected generated wind energy (EGWE): Expected maximum amount of
energy that would be generated in a year by wind turbines considering their
failure rates.

5.1 Hierarchical Level 1 Assessment

Hierarchical level 1 (HL 1) assessment concerns evaluating the reliability of
generation capacity. The goal is to determine whether the installed generating
capacity satisfies the forecast system loads at an acceptable risk level, considering
the uncertainty introduced by the corrective/preventive maintenance and load
forecast errors [44]. In these calculations, it is assumed that the transmission
system is capable of transporting all the power from generation points to the load
points. We consider two main approaches: the analytical methods and Monte Carlo
simulations.
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5.1.1 Analytical Methods

One of the popular analytical approaches is to use a multi-state model which
discretizes the power outputs into a finite number of states and assign a probability
to each state based on historical data of generating units [47–49]. The number of
states can be decided depending on the characteristics of wind data and accuracy
requirement [47].

The initial multi-state analytical model with unconventional energy sources can
be found in the study by Singh and Gonzales [50]. It is shown in [50] that under the
significant penetration of variable energy sources, incorrect consideration of cor-
relations between loads and unconventional units can give optimistic results for
risk assessment. To address this issue, Singh and Kim [53] define the discretized
state as a vector which contains hourly loads and output from each unconventional
unit (note that the number of states here is equal to the number of hourly obser-
vations). Then, they apply a clustering algorithm to group the states into a smaller
number of clusters. The clustering algorithm produces the mean value (cluster
centroid) of each cluster as well as the frequency of each cluster. These pieces of
information are used to calculate indices of interest such as LOLP, LOLE and
EUE. Later a straightforward method [54] is introduced for computing the EUE in
a fast manner when renewable sources are included.

In a multi-state model, finding the most probable states, contributing signifi-
cantly to system adequacy indices, is through some optimal search algorithm. For
example, Wang and Singh [57] use a population-based stochastic search algorithm
to find out the set of the most probable failure states in a modified IEEE Reliability
Test System (IEEE-RTS). The system adequacy indices used in [57] include
LOLE, LOLF and EES. A later paper [58] compares the results obtained by
various population based methods, when wind energy is included as one of the
generation sources.

Dobakhshari and Fotuhi-Firuzabad [55] present an alternative procedure based
on a Markov process. The Markov model is used to represent the output power of a
wind farm housing multiple wind turbines. Analogously, Leite et al. [56] use a
Markov model to model wind speeds. They use actual time series data of wind
speeds at several Brazilian regions, and accommodate time-varying patterns of
wind speeds. They cluster wind speeds into a finite number of states, and examine
the consequence of having different number of states. The ideal number of clus-
tered states depends on the characteristics of winds at a given site. The choice also
depends on the computational precision desired and computational capacity. The
annual power generation is estimated for the studied sites, demonstrating favorable
characteristics of having wind power generation in Brazil. The resulting capacity
factor for wind power generation is between 28 and 37 %, a value considered
higher than the global average. The results from this study also confirm that
seasonality significantly affects the reliability of wind turbines.
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5.1.2 Monte Carlo Simulation

There are two approaches in generation adequacy assessment using Monte Carlo
simulation [118]. The first one is a sequential Monte Carlo simulation which
chronologically simulates a realization of stochastic process for a give time period.
In contrast, non-sequential Monte Carlo simulation use the state sampling
approach in which each state is randomly sampled without reference to the
chronological system operation [118].

Sequential Monte Carlo simulations are performed in [59–62]. Billinton and
Bai [59] quantify the contribution of wind energy to the reliability performance of
a power system. Wind speeds are simulated using an autoregressive moving
average (ARMA) time series approach. Using the two reliability indices, LOLE
and LOEE, they investigate the effects of wind turbine capacity and mean wind
speeds on the generation adequacy. They also compare the contribution of wind
power with that of conventional generators. In doing so, they replace conventional
power units with wind turbines, and investigate the capacity of wind turbines
(together with mean wind speed) required to maintain the same reliability level.
Based on a case study in Canada, they point out that wind power contribution is
highly dependent on the wind site conditions, and that wind energy independence
among multiple sites has a significant positive impact on the reliability
contribution.

Wangdee and Billinton [60] further examine the impact on the system reli-
ability indices of wind speed correlation between two wind farms, and obtain a
similar conclusion. Moharil and Kulkarni [61] conduct an analogous analysis,
which studies a case of three different wind-generating stations in India.

Karki and Billinton [62] use a sequential Monte Carlo simulation to help
determine appropriate wind power penetration in an existing power system from
both reliability and economic aspects. The generating system consists of both wind
turbines and conventional generators. The time-to-failure for both types of power
generators is assumed to be exponentially distributed, and then, the MTTF of each
generator can be estimated from historical data. To evaluate the energy costs and
utilization efficiency of wind turbines, they create a couple of new probabilistic
performance indices by combining EWES, ESWE and CF as follows:

Wind utilization factor WUFð Þ ¼ EWES

EWESþ ESWE
� 100 ð10Þ

Wind utilization efficiency WUEð Þ ¼ CF �WUF ð11Þ

Note that WUF is the ratio of the wind energy supplied to the total wind energy
generated. WUE implies the ratio of the actual energy utilized to the total energy
generated based on the rated wind turbine capacity. Based on a case study of a
small power generating system, they show that as more wind turbines are added in
the power system, the reliability level increases. On the other hand, the utilization
of wind power, measured by WUF and WUE, decreases with increasing wind
energy capacity. Considering the fact that investment cost linearly increases with
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the number of wind turbines in general, they present the procedure to decide the
appropriate wind penetration level in a power system.

The sequential Monte Carlo approach can provide detailed information about
the system behavior over time, but it requires higher computational efforts espe-
cially when the number of generators is large. To overcome this issue, Vallée et al.
[63] present a non-sequential Monte Carlo simulation to estimate the wind power
capacity of a given country, and perform a case study for Belgium. They use the
Weibull distribution to characterize the wind speeds at ten wind farms spreading
over the country. They categorize the wind speeds into a finite number of states
and assign a probability to each state. Wind power production at each site is
simulated using the state probabilities, and then the country-wide wind power
production in a country is computed by summing up the powers from individual
wind farms. They divide the entire country into four regions (north, south, center,
and off-shore) and investigate how the geographical repartition of wind turbine
installations affects the country’s wind production capacity. Their case study
shows that spreading wind turbines over a broad geographical area help ensure a
positive wind power output at any given time and avoid the situation of no wind
power production for the whole country. The study also reveals that contribution
of wind power production is more reliable when the offshore wind energy pene-
tration is higher than the onshore penetration.

5.2 Hierarchical Level 2 Assessment

Hierarchical Level 2 (HL 2) assessment considers the evaluation of both genera-
tion and transmission facilities for their ability to supply adequate, dependable,
and suitable electrical energy at bulk power load points [44]. This analysis is also
called ‘‘composite system reliability (or, adequacy) evaluation’’ or ‘‘bulk power
system reliability’’.

Generation adequacy studies accounting for wind generation have been
developed for the HL 1 level (load covering with transmission system assumed
always available) [64]. Relatively fewer papers and reports are found on the HL 2
assessment due to the complexity associated with modeling the generation and
transmission facilities, as well as capturing the intermittent wind characteristics
[65]. In the meanwhile, assessment of adequate transmission facilities to deliver
wind power to the power grid becomes extremely important as many geographical
sites with good wind resources are not necessarily located close to the existing
power grid or load centers [66].

When a large-scale wind farm is connected to a weak transmission facility,
transmission reinforcement may be necessary in order to increase the system
capability to absorb more wind power at specified locations [65]. Billinton and
Wangdee [65] study three different cases, and examine possible transmission
reinforcement alternatives for the purpose of absorbing a significant amount of wind
capacity without violating the transmission constraints. Similarly, Vallée et al. [64]
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propose a tool that uses Monte Carlo simulations to assist system planners and
transmission operators for the purpose of qualitatively assessing the impact of wind
energy production as wind penetration increases. Karki and Patel [66] discuss the
issues of determining the appropriate transmission line size and evaluating the
reliability of combined wind generation and transmission systems.

A multi-state model for composite system adequacy assessment can be found in
[51, 52]. Billinton and Gao [52] present a procedure that can be used in either HL 1
or HL 2 reliability evaluation. This procedure quantifies the effects of connecting
multiple wind farms at different locations into a bulk power system. The benefits in
doing so depend significantly on the actual transmission network. The expected
energy not supplied decreases as the number of wind farms increases if the wind
farms are connected at relatively strong points in the transmission system.
Otherwise, the benefits are not substantial.

Another approach for the HL 2 assessment is to use a hybrid approach com-
bining the Monte Carlo and population-based methods. One drawback of using the
Monte Carlo simulation is the long computation time to achieve the satisfactory
statistical convergence of adequacy index values [119]. To address this chal-
lenging problem, Wang and Singh [119] apply a classification method called an
artificial immune recognition system (AIRS). They consider LOLP as the reli-
ability criterion. Using Monte Carlo simulation, they first sample a system state
consisting of a load level, generation status, and transmission line status, and then
perform a power flow calculation. If the sampled state does not satisfy the sampled
loads, the state is classified as a ‘‘loss-of-load’’ class; otherwise, it becomes a
‘‘no-loss-of-load’’ class. After using samples to train the AIRS algorithm, the
binary classifier can predict the LOLP of a given power system. Their case studies
show remarkable reductions in computation time over a pure Monte Carlo simu-
lation. The case studies are performed with conventional generators. But the
authors of this chapter believe that a similar approach can be applied to wind
power systems with minimal modifications.

5.3 Power Quality

Due to the stochastic nature of wind power production, connection of wind turbine
generators to the power network can lead to grid instability, wind-energy rejection
(thus, the financial losses of wind farm owners), harmonics, or even failures, if
these systems are not properly controlled [120–122]. Power electronic converters
are used to match the characteristics of wind turbines with the requirements of grid
connections, terms of including frequency, voltage, control of active and reactive
power, and harmonics [123].

This chapter mainly addresses the reliability issues of wind power systems in
‘‘facility’’ aspects and generation adequacy of the power system. The power quality
issues and those of the transients like stability are typically not included in the
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adequacy analysis and thus are out of the scope of this chapter. Chen et al. [123]
provides a comprehensive review of the state of the art of power electronics for
wind turbines. Interested readers can refer to [123] for further detailed information.

6 Summary

This chapter reviews the studies relevant to the reliability and maintenance issues
of wind energy facilities, with the ultimate objective of achieving sustainable and
competitive energy supply. Unlike conventional power plants largely operated
under steady states, wind turbines operate in highly stochastic environments under
non-stationary loading. Although more power can be harvested during the seasons
with strong winds, wind turbines are prone to failures during such weather con-
ditions and repairs are difficult to carry out and more costly. Moreover, the vari-
able, intermittent nature of wind power generation has a significant effect on
overall power system reliability.

With these unique operating characteristics for wind energy generation, tradi-
tional approaches applied in other industries may not necessarily be effective for
maintaining wind energy facilities and enhancing their reliability. The wind power
industry faces new challenges pertaining to developing and deploying innovative,
practical operational strategies to lower maintenance cost. The exciting news is
that, as evident in this chapter, there has already been a rich body of work dedi-
cated to studies directly relevant to wind energy applications. We observe that
accurate reliability predictions and cost-effective O&M strategies are pressingly
needed to address the approaching challenges faced by the global wind power
industry. We also believe that considering today’s trend of the ever increasing
scale of wind farms, a well-planned maintenance strategy will have to be coor-
dinated with a supply chain management program that can organize repair
resources in a just-in-time manner. Addressing these challenges in a comprehen-
sive program is not trivial. However, a successful development and implementa-
tion of such a program can result in significant benefits to the wind power industry.
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Wind Turbine Power Performance
and Application to Monitoring

Patrick Milan, Matthias Wächter and Joachim Peinke

Abstract The concept of power performance is introduced as the ability of a wind
turbine to extract power from the wind. The general performance estimates such as
the power coefficient or the theoretical power curve are introduced in laminar
conditions. Following Betz’ limit, an upper limit for the power available in the
wind is derived, as well the main sources of energy loss. This laminar theory is too
simple to describe operating wind turbines, and turbulent and atmospheric effects
call for statistical tools. An IEC norm defines the international standard to measure
and analyze power performance. The resulting IEC power curve gives a first
estimation, and can be used to evaluate the annual energy production. An alter-
native is proposed with the Langevin power curve, which quantifies the high-
frequency dynamics of a wind turbine power production to changing wind speeds.
This brings further insight on the overall performance, and allows for applications
such as performance monitoring or power modeling.

1 Introduction

The only purpose of a wind power system is to extract energy from the wind. From
this statement, building wind turbines might sound like an outdated challenge. The
first designs were successfully developed in the Antiquity to provide mechanical
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energy around the globe. The integration of the first wind turbines into electrical
networks goes back to the late 19th century, soon after the first power lines were
erected. Wind energy is one of the oldest sources of energy. Despite a long history,
it remains relatively poorly understood. While its industry recently entered a new
age of its evolution, raise more questions and challenges. Before understanding
fully how to harness the wind, it is necessary to understand how the wind works.
The staggering level of complexity of turbulent and atmospheric effects accounts
for many of the remaining challenges that encounters the wind energy industry.

This chapter is titled Wind Turbine Power Performance and Application to
Monitoring. Most of its content is oriented towards an introduction to power
performance. Power performance is a central aspect of wind energy, and somehow
carries its own interest. But it is in its applicability that lies its central interest.
Uncomplicated quantities like the power coefficient or power curves are the main
estimates of the global health of a wind turbine, and can serve as simplified
mathematical models. Such models as those introduced in this chapter, although
very general and unspecialized, can assist more exclusive applications like mon-
itoring, power prediction or grid integration, that remain in essence very spe-
cialized topics. This sets the direction, in between physics and wind power
systems, away from dedicated applications but always in connection with them,
towards a better understanding of the wind and how to harness it.

Besides the technical challenge of designing and building rotating machines
over 100 m in diameter, must be considered their integration into a turbulent, ever-
changing wind flow. While the wind signal that can feel a wind turbine displays
complex statistics, its mechanical extraction and transformation into electrical
energy adds to the complexity. This justifies why it is so difficult to define
unambiguously power performance for wind power systems. A basic theory was
developed, that sets aside the turbulent fluctuations, following Betz’ developments
from the 1920s. This represents the main focus of Sect. 2. Besides giving a good
first estimation, this laminar theory remains unrealistic to solve the current chal-
lenges. More recently, statistical tools were developed in order to integrate the
features of turbulence into a more realistic theory of power performance, as
introduced in Sect. 3. Although these tools represent large simplifications of the
actual dynamics of a wind turbine, they bring useful insights for various appli-
cations. An overview of some central applications is introduced in Sect. 4, such as
prediction of annual energy production or dynamical monitoring.

2 Power Performance Theory

This section presents the concept of power performance for wind turbines, starting
from momentum theory to power curves. It is meant to give an introduction to the
underlying theory, before applications are presented in Sects. 3 and 4. While this
chapter deals only with horizontal-axis three-bladed electrical wind turbines, there
is no major limitation to its extension to other designs of wind power systems.
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2.1 Momentum Theory for Wind Turbines

In this Sect. 2.1, a basic understanding of fluid mechanics will be applied to wind
turbines. For a more detailed description on momentum theory, the reader is kindly
referred to [6]. This theoretical approach sets ground for the further power curve
analysis. The complexity of turbulence is first set aside, so as to understand the
fundamental behavior of a wind turbine in a uniform flow at steady-state. More
complex atmospheric effects represent active research topics, whose detailed
analysis is outside the scope of this introduction, cf. [5].

As a wind turbine converts the power from the wind into available electrical
power, one can assume the following relation

PðuÞ ¼ cpðuÞ � PwindðuÞ; ð1Þ

where PwindðuÞ is the power contained in the wind passing with speed u through the
wind turbine, and PðuÞ is the electrical power extracted. The amount of power
converted by the wind turbine is given by the so-called power coefficient cpðuÞ,
which represents the efficiency of the machine. As the input PwindðuÞ cannot be
controlled, improving power performance means increasing the power coefficient
cpðuÞ. The power contained in a laminar incompressible flow of mass m and density
q moving along the x-axis with constant speed u through a vertical plane of area A is

PwindðuÞ ¼
d

dt
Ekin;wind ¼

d

dt

1
2

mu2

� �

¼ 1
2

dm

dt
u2 ¼ 1

2
dðqVÞ

dt
u2

¼ 1
2
q

dðAxÞ
dt

u2 ¼ 1
2
qAu3:

ð2Þ

Let us consider a mass of air moving towards a wind turbine, which can be
represented by an actuator disc1 of diameter D. When crossing the wind turbine,
the wind is affected as parts of its energy is extracted. This extraction of kinetic
energy results in a drop in the wind speed from upstream to downstream. The
velocity far before the wind turbine (upstream), at the wind turbine and far behind
(downstream) are labelled respectively u1, u2 and u3. An illustration is given in
Fig. 1, see also [6].

Mass conservation requires that the flow-rate _m ¼ Aiqui be conserved and

A1qu1 ¼ A2qu2 ¼ A3qu3; ð3Þ

where Ai are the respective areas perpendicular to the flow. A2 is the area swept by
the rotor blades A2 ¼ A ¼ pD2=4. As a consequence of the wind speed slowing

1 An actuator disc is an infinitely thin disc through which the air can flow without resistance, as
proposed by Froude and Rankine’s momentum theory [12].
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down, i.e. u3\u2\u1, the area of the stream-tube2 has to expand, and
A3 [ A2 [ A1. This can be observed in Fig. 1.

Also, the energy extracted by the wind turbine can be determined by the dif-
ference of kinetic energy upstream and downstream of the wind turbine

Eex ¼
1
2

mðu2
1 � u2

3Þ; ð4Þ

resulting in a power extraction

Pex ¼
d

dt
Eex ¼

1
2

_mðu2
1 � u2

3Þ: ð5Þ

The wind power cannot be totally converted into mechanical power because the
wind turbine continuously takes energy out of the wind flow, which reduces its
velocity. However, the flow needs to escape the wind turbine downstream with a
speed u3 [ 0. If all the power content of the wind would be extracted, the wind
speed downstream would then become zero. As a consequence, the air would
accumulate downstream and block newer air from flowing through the wind tur-
bine, so that no more power could be extracted. This means that the wind flow
must keep some energy to escape, which naturally sets a limit for the efficiency of
any wind power system. The power coefficient cpðuÞ must be inferior to 1. An
optimal ratio of wind speeds l ¼ u3=u1 can be found that allows for the highest
energy extraction, as introduced in Sect. 2.2.

2.2 Power Performance

In the plane of the rotor blades, an intermediate value of wind speed

u2 ¼
u1 þ u3

2
ð6Þ

Fig. 1 Idealized flow
situation around a wind
turbine (WT) according to
[20]. The wind speeds before,
at and after the wind turbine
are respectively u1, u2 and u3

2 A stream-tube is defined here as the stream of air particles that interact with the wind turbine.
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is found.3 Knowing this value one also knows the flow-rate in the rotor plane area
that is now given by

_m ¼ qAu2: ð7Þ

Inserting Eqs. (6) and (7) into Eq. (5) yields

PðlÞ ¼ 1
2

qAu3
1 �

1
2

1þ l� l2 � l3
ffi �

¼ Pwindðu1Þ � cpðlÞ:
ð8Þ

The theoretical definition of the power coefficient is then

cpðlÞ ¼
1
2

1þ l� l2 � l3
ffi �

; ð9Þ

where l ¼ u3=u1, as shown in Fig. 2. The optimal power performance is obtained
for a ratio l such that the derivative of cpðlÞ with respect to l is zero

d

dl
cpðlÞ ¼ � 1

2

� �
� 3l2 þ 2l� 1
ffi �

¼ 0: ð10Þ

This leads to lmax ¼ 1=3 and a corresponding CpðlmaxÞ ¼ 16=27 � 0:593, as
shown in Fig. 2.

This limit is called the Betz limit, as it was found by Albert Betz in 1927 [2].
In other words, a wind turbine can extract at most 59.3 % of the power
contained in the wind. This can be obtained when the wind speed down-
stream is one-third of the wind speed upstream.

A widely used representation of power performance is given by the relation of
cp to the tip speed ratio k defined as

k ¼ xR

u1
; ð11Þ

where x and R are the angular frequency and radius of the rotor. k is the ratio of
the rotational speed at the tip of the blades to the upstream wind speed. The
dimensionless cp–k curve is introduced in Sect. 2.3.

Betz’ momentum theory only considers the mechanical transfer of energy
from the wind to the rotor blades. The next step of the conversion from
mechanical to electrical energy has not been taken into account, as well as

3 Following Froude-Rankine, it can be shown that this value is the optimal value.
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all energy losses. The more complex design of wind turbines causes lower
values of cp, as discussed in Sect. 2.3. The power coefficients of modern
commercial wind turbines reach values of order 0.5. Also, criticism of Betz
theory is given in [13, 14], leading to a less well defined upper limit of cp.

2.3 Limitations of Betz Theory: Energy Losses

Although it is based on a simplified approach, the Betz limit is a widely used and
accepted value. But more realistic considerations indicate that real wind turbine
designs have even lower efficiency due to additional limitations. In this section, the
three main limitations to reach the optimal value of cp ¼ 16=27 are introduced.
Additional considerations, e.g. the finite number of blades and losses due to the
drag and stall effects on the blades are discussed in [3, 6]. All the derivations
introduced in this Sect. 2.3 are based on Appendix 1. This section only aims to
give a first idea. For a more detailed understanding of the mathematical equations
presented here, the reader is kindly referred to the appendix first.

2.3.1 Bouncing Losses

Betz’ consideration does not take into account that there is not only a reduction of
wind speed downstream, but also an additional angular momentum that is trans-
ferred to the air flow, as shown in Fig. 3.

This effect follows Newton’s third law, as a reaction to the rotational motion of
the rotor. The energy loss is more important for smaller tip speed ratios, following
a derivation in Appendix 1. This follows Eq. (36) where a small velocity xr
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Fig. 2 Power coefficient cp

as a function of the wind
speed ratio l ¼ u3=u1
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requires a larger force Fr (the subscript r indicates the rotational direction) to
obtain the same power. So for slow rotating wind turbines (k small), these losses
are much more severe than for fast rotating machines. For instance, for k � 1 an
optimum value of cp of only 0.42 can be reached instead of the Betz optimum of
0.59. cp approaches the Betz optimum with increasing tip speed ratio.

2.3.2 Profile Losses

Another important source of energy loss is the quality of the airfoil profile.
According to Eqs. (33) and (36) in Appendix 1, a cut dr at radius r yields a power
extraction

dP ¼ zxr
q
2

c2 � t � dr ðCL cosðbÞ � CD sinðbÞ½ �: ð12Þ

For a perfect (ideal) airfoil the drag vanishes and

dPideal ¼ zxr
q
2

c2 � t � dr � CL cosðbÞ: ð13Þ

The efficiency g can now be defined as the ratio between Eqs. (12) and (13), i.e.
dP=dPideal. The general definition of the efficiency is given by

g ¼ 1� n: ð14Þ

The profile losses nprof follow the relation

nprof / rk: ð15Þ

In contrast to the bouncing losses, the profile losses mainly affect fast rotating
machines. For higher tip speed ratios, the lift to drag ratio CL=CD must be opti-
mized. Furthermore the losses increase with the radius, such that the manufac-
turing quality of the blade tips is of primary importance for power performance.

Fig. 3 Flow around a wind
turbine. After passing the
turbine the velocity field has a
rotational component due to
the rotating rotor blades
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2.3.3 Tip Losses

A good quality of the tips especially means that they should be as narrow as
possible because this corresponds to an (ideal) airfoil with length infinity
ðR=t!1Þ. For real blades there is always a flow around the end of the blade
(forming an eddy that is advected by the flow) from the high pressure area to the
low pressure area. This is partly levelling the pressure difference and consequently
the lift force. The tip losses obey approximately the following relation

ntip /
1
zk
: ð16Þ

Different to the profile losses an increasing tip speed ratio decreases the tip
losses, as well as an increased number of blades.

2.3.4 Impact on Power Performance

Figure 4 shows an overview of the different kinds of losses and their influence on
the value of cp. One can see that bouncing losses cause the largest reduction in the
power coefficient for small values of k, similar to the finite number of blades. This
is the opposite for the profile losses. Three-bladed wind turbines can reach optimal
cp values of order 0.50 for typical values of k � 6� 8, which naturally sets the
strategy for optimal power performance in terms of rotational frequency x.
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Fig. 4 Typical cp – k curve (black dotted line). The influence on the efficiency of Betz limit, the
bouncing, profile and tip losses is illustrated. These results were obtained with a lift to drag ratio
CL=CD ¼ 60 and z ¼ 3 blades. Maximum performance cp’ 0:475 is obtained at k’ 7
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2.4 Theoretical Power Curve

Along with the cp – k curve, a standard representation of a wind turbine power
performance is given by a so-called power curve. The power curve gives the
relation between the simultaneous wind speed u and power output P. Following
usual practice, the wind speed u will refer to the upstream horizontal wind speed u1

from now on (such that u ¼ u1). Also, the net electrical power output P that the
wind turbine actually delivers to the grid is considered, integrating all possible
losses. The two quantities u and P will follow these specifications until the end of
the chapter. Following Eq. (8), the theoretical power curve reads

PðuÞ ¼ cpðuÞ � PwindðuÞ

¼ cpðuÞ �
1
2
qAu3:

ð17Þ

In most of the modern wind turbine designs, the regulation of the power output
is performed through changes both in the rotational frequency of the generator and
in the pitch angle of each blade.4 The rotational frequency of the generator is
physically linked to the wind speed, such that it cannot be changed freely.
However, the pitch angle of the blades can be controlled at will, and almost
independently of the wind speed, to reach the chosen control strategy, and hence
represents the central mean of control for the operation. Pitching plainly consists
of a rotation of the blades by a pitch angle h in the plane of their cross-section. We
will refer only to this design in this Sect. 2.4.

The power production is then controlled by changing the lift forces on the rotor
blades [3, 6]. The power production can be reduced or stopped by pitching the
blades towards stall.5 In modern wind turbines, this is achieved by a so-called
active pitch control. The power coefficient cp depends strongly on this pitch angle
h and on the tip speed ratio k, i.e. cp ¼ cpðkðuÞ; hÞ. As k can typically not be
controlled, cp is optimized via h to a desired power production. In particular for
high wind speeds, cp is lowered to protect the wind turbine machinery and prevent
from overshoots in the power production.

This pitch regulation is commanded by the controller of the wind turbine, which
constitutes of several composite mechanical–electrical components that operate
actively for the optimum power performance.6 For the common pitch-controlled
wind turbines, the control strategy gives four distinct modes of operation:

4 Other wind turbine designs involve fixed rotational frequency (called fixed-speed wind
turbines) or fixed pitch angle (called fixed-pitch wind turbines). A more detailed description on
control strategies is given in [3].
5 Stall effects are obtained when the angle of attack of an airfoil exceeds a critical value,
resulting in a sudden reduction in the lift force generated. A detailed study on airfoil lift effects
can be found in [19].
6 Additional considerations such as mechanical loads or power stability are usually taken into
account as well [3], but reach out of the scope of this chapter.
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• for u� ucut�in,7 the power contained in the wind is not sufficient to maintain the
wind turbine into motion, and no power is produced;

• in partial load ucut�in� u� ur,
8 the wind turbine works at its maximum power

performance, i.e. cp is maximized, and the pitch angle h is normally maintained
constant;

• in full load ur � u� ucut�out,
9 the wind turbine power output is limited to the

rated power Pr. In this mode of operation, the pitch angle h is adjusted in real-
time to maintain P � Pr;

• for u [ ucut�out the pitch angle h is maximized to the feathered position so as to
eliminate the lift forces on the blades. A braking device can be used in addition
to block the rotation for safety reasons. As a consequence, the power production
is stopped.

An illustration of the theoretical strategy for cpðuÞ and PðuÞ is given in Fig. 5.
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Fig. 5 a Theoretical power
curve PðuÞ. b Theoretical
power coefficient cpðuÞ for a
pitch-controlled wind turbine
with ucut�in ¼ 4 m/s, ur ¼ 13
m/s and ucut�out ¼ 25 m/s

7 ucut�in represents the minimum wind speed such that the wind turbine can extract power,
typically in the order of 3�4 m/s.
8 ur represents the rated wind speed at which the wind turbine extracts the rated, maximum
allowed power Pr , typically in the order of 12�15 m/s.
9 ucut�out represents the maximum wind speed at which the wind turbine can safely extract
power, typically in the order of 25�35 m/s.
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It is important to precise that this theoretical estimation is valid for a laminar
flow, which never occurs in real situations. The more complex atmospheric
winds call for more complex descriptions of power performance. Following
the path of turbulence research, statistical models are introduced in Sect. 3 to
deal with this complexity.

3 Application to Operating Wind Turbines

The theory of wind power performance was introduced in Sect. 2. Although this
theory sets a good foundation for wind energy applications, the complexity of
atmospheric effects calls for a more advanced description. This Sect. 3 presents the
typical complex data of wind speed u and power output P recorded on wind
turbines in Sect. 3.1. It is followed by two approaches to estimate power curves in
Sects. 3.2 and 3.3, respectively the IEC and the Langevin procedures.

For information, all the results presented were derived from measurements
on operating multi-MW commercial wind turbines, with a sampling fre-
quency 1 Hz (unlike stated otherwise). All power values are normalized by
the rated power Pr in order not to confuse the reader. All results can
straightforwardly be converted back to actual power values.

3.1 Atmospheric Turbulence: A Complex Challenge

The introduction in Sect. 2 assumed a steady, laminar wind inflow u1 ¼ constant.
Although it is a necessary assumption to derive Betz limit, atmospheric flows are
turbulent. Atmospheric winds combine the complex aspects of turbulence on small
scales and of climatology on larger scales. The statistics of wind measurements
display complex properties like unstationarity or intermittency (such as gusts). An
illustration on wind statistics is presented here, as well as their impact on power
output statistics.

Two typical time series for the simultaneous measurement of wind speed u and
power output P are displayed in Figs. 6 and 7. The 10-min average and standard
deviation are displayed, illustrating how the IEC norm reduces the complexity of
the measurement signals (see Sect. 3.2).
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The time series can be plotted together, i.e. power output versus wind speed for
the same measurement, as shown in Fig. 8.

One can see from Fig. 8 that when no time-averaging is performed, the power
conversion is a highly dynamical system even on very short time scales. The
power signal reacts quickly to the wind speed signal, and can be considered
turbulent as well. An important aspect for the wind energy industry is the impact
of gusts10 on wind turbines fatigue loads, as well as on power stability. Gusts can
be estimated from the statistics of the increments of wind speed

usðtÞ ¼ uðt þ sÞ � uðtÞ; ð18Þ
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Fig. 6 Excerpt of a wind
speed measurement at
frequency 1 Hz for 1 h. The
10-min average and standard
deviation are displayed
respectively with the solid
red and dashed blue lines
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Fig. 7 Excerpt of a power
output measurement at
frequency 1 Hz for 1 h. The
10-min average and standard
deviation are displayed
respectively with the solid
red and dashed blue lines

10 Although no unique, clear definition of gust exists, one can see a wind gust as a rapid change
of wind speed (and possibly direction). Gusts are extreme events.

684 P. Milan et al.



where s is the time increment, or scale of interest. usðtÞ then represents the change
in wind speed between time t and time t þ s. Similarly, the increments of power
output can be defined as

PsðtÞ ¼ Pðt þ sÞ � PðtÞ: ð19Þ

Following what is usually done in research on turbulence, the probability
density function (PDF) of us is displayed in Fig. 9, as well as the PDF of Ps in

Fig. 8 1 Hz measurement of
power output versus wind
speed during 106 s. The data
is plotted in black for the first
960.000 points in the
background, then in cyan for
the last 40.000 points in the
foreground
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Fig. 9 PDF of normalized
wind speed increments for
various time increments s
(increasing s downwards).
The values of s are given in
seconds. The various PDFs
are intentionally shifted
vertically for clarity.
A Gaussian distribution is
given as a reference (solid
line)
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Fig. 10. For information, the increments are systematically normalized by their
standard deviation rs, such that only the shape of the PDF is of interest.

Compared to a normal, i.e. Gaussian distribution, the normalized PDFs of us

and Ps can be seen as intermittent,11 especially for the short time scales s �
1�100 s: The PDFs are most intermittent for small values of s, indicating that the
intermittent dynamics act on short time scales. This means that the probability of
sustaining a major change of wind speed or power output is higher over short time
intervals. When increasing the scale s, the increment PDFs of u and P then become
less intermittent and tend towards the Gaussian distribution.

While this is a well-known result for turbulent winds [5], this aspect is seldom
emphasized for wind turbines power output, see [8].

The information displayed in Fig. 10 is important to understand wind tur-
bines behavior and for the wind energy industry in general, as it shows a
non-zero probability of having extreme changes in power output. For
example for s ¼ 64 s, events Ps � 10rs � 0:75Pr were recorded, meaning
that the power output can increase by about 75 % of the rated power within a
minute. Also for s ¼ 8 s, events Ps � 20rs � 0:6Pr occur, meaning that the
power output can increase by about 60 % of the rated power within 8 s.

PDFs of power output increments appear to be even more intermittent than
PDFs of wind speed increments. This can be justified by the cubic relation of the
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Fig. 10 PDF of normalized
power output increments for
various time increments s
(increasing s downwards).
The values of s are given in
seconds. The various PDFs
are intentionally shifted
vertically for clarity.
A Gaussian distribution is
given as a reference (solid
line)

11 The notion of intermittency is related to the probability of a process to sustain extreme events.
It can be identified as a large deviation from the Gaussian distribution far away from the mean
value. Extreme events such as gusts yield intermittent PDFs.
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power output to the wind speed. As a matter of fact, when the wind speed doubles,
the power output should theoretically increase by a factor 8. This justifies why
wind gusts are transferred and amplified to the power production which, as a
consequence, suffers rapid changes relatively often. This certainly accounts for the
shorter lifetime of wind turbines than originally designed. Also, these rapid
changes in power production are fed into the grid, and raise the matter of the power
stability for wind energy integration.

3.2 The International Standard: The IEC Power Curve

The standard power performance procedure for wind turbines was defined by the
International Electrotechnical Commission in 2005 in the norm IEC 61400-12-1.
For a detailed description of this norm, the reader is kindly referred to the com-
plete proceeding [10]. This procedure provides a unique methodology to ensure
accuracy, consistency and reproducibility in the measurement and in the analysis
of power performance. It consists first of the minimum requirements for a power
performance test, and second of a procedure to process the measured data without
extensive knowledge.

3.2.1 Measurement Procedure

First, are described the necessary preparations for the performance test, such as
criteria for the measurement equipments, guidance for the location and setup of the
meteorological mast that will be used to measure the wind speed and other
parameters like the wind direction, temperature and air pressure. The sector of the
measurement is also described as the range of wind directions that are valid for a
representative measurement, such that wind directions where the met mast is in the
wake of the wind turbine must be excluded. A detailed assessment of the terrain at
the test site is presented in the additional site calibration procedure which reports
for additional obstacles (other than the wind turbine).

The first goal of the IEC norm is to ensure that the data collection displays a
sufficient quantity and quality for an accurate estimation of the power
performance.
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3.2.2 IEC Power Curve

Second, the measured data is processed.12 The data processing is mainly per-
formed in two steps.

After adequate normalization of the data, the first step consists in averaging
the measured data over time intervals of 10 min. The IEC power curve is
derived in a second step from the 10-min averages using the so-called method
of bins, i.e. the data is separated into wind speed intervals of width 0.5 m/s.

In each interval i, bin averages of wind speed ui and power output Pi are
calculated according to

ui ¼
1
Ni

XNi

j¼1

unorm;i;j; Pi ¼
1
Ni

XNi

j¼1

Pnorm;i;j; ð20Þ

where unorm;i;j and Pnorm;i;j are the normalized 10-min average values of wind speed
and power, and Ni is the number of 10 min data sets in the ith bin.

For the power curve to be complete and reliable, each wind speed bin must
include at least 30 min of sampled data. Also, the total measurement time must
cover at least a period of 180 h. The range of wind speeds must range from 1 m/s
below cut-in wind speed to 1.5 times the wind speed at 85 % of the rated power of
the wind turbine. The norm also provides an estimation of uncertainty as the
standard error of the normalized power data, plus additional uncertainties related
to the instruments, the data acquisition system and the surrounding terrain. A
typical IEC power curve is presented in Fig. 11.

The IEC norm also defines the AEP (Annual Energy Production), as presented
in Sect. 4.2. The AEP is a central feature for economical considerations, as it gives
a first estimate of the long-time energy production of a wind turbine. As it sets a
unique ground for wind power performance worldwide, the IEC norm helps
building a general understanding between manufacturers, scientists and end-users.
This statement comes to be ever more important as the wind energy sector grows.
Hence, focusing on this standard is paramount to any study on power performance.

3.2.3 Turbulence-Induced Deviations

As a downside to its simplicity, the IEC power curve method presents a limitation.
In contrast to a good definition of the requirements in Sect. 3.2.1, the definition of
the power curve in Sect. 3.2.2 suffers a mathematical imperfection. In order to deal
with the complexity of the wind speed and power signals, the data is systematically

12 Additional correction of the measured data should be performed using temperature and
pressure measurements.
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averaged over time. Although a statistical averaging is necessary to extract the
main features from the complex processes, the averaging procedure over 10-min
intervals lacks a clear physical meaning, beyond its statistical definition. As the
wind13 fluctuates on various time scales (down to seconds and less), a systematic
averaging over 10 min filters out all the short-scale turbulent dynamics. Com-
bining these turbulent fluctuations with the non-linear power curve PðuÞ / u3, the
resulting IEC power curve is spoiled by mathematical errors. To show this, one can
first split the wind speed uðtÞ sampled at 1 Hz into its mean value and the fluc-
tuations around this mean value

uðtÞ ¼ uðtÞ þ u0ðtÞ; ð21Þ

where the operation xðtÞ on a given signal xðtÞ represents the average (arithmetic

mean) of xðtÞ. Assuming that u0ðtÞ�uðtÞ, a Taylor expansion of PðuðtÞÞ reads [4]

P uðtÞð Þ ¼ P uðtÞ
� �

þ u0ðtÞ oPðuÞ
ou

� �

u¼uðtÞ

þ u0ðtÞ2

2!

o2PðuÞ
ou2

� �

u¼uðtÞ

þ u0ðtÞ3
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� �
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� �
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Fig. 11 Power curve (black
line) and corresponding error
bars (thin red lines
underneath) obtained
according to the IEC norm.
The blue dots represent the
10-min average values

13 To some extent the power output also fluctuates on short time scales, but its high-frequency
dynamics are limited by the inertia of the wind turbine.
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Averaging Eq. (22) yields

P uðtÞð Þ ¼ P uðtÞ
� �

þ 0

þ u0ðtÞ2

2
o2PðuÞ

ou2

� �

u¼uðtÞ

þ u0ðtÞ3

6
o3PðuÞ

ou3

� �

u¼uðtÞ

þ o u0ðtÞ4
� �

;

ð23Þ

because u0ðtÞ ¼ uðtÞ � uðtÞ ¼ 0. This means that the average of the power is not
equal to the power of the average, and must be corrected by the 2nd and 3rd-order
terms. As the IEC power curve directly relates the 10-min averages of wind speed
and of power output, it neglects the higher-order terms in the Taylor expansion.

The 2nd-order term is the product of the variance r2 ¼ u0ðtÞ2 of u(t)14 and the
second-order derivative of the power curve.15 This demonstrates that the IEC
power curve cannot describe in a mathematically rigorous way the nonlinear
relation of power to wind speed when coupled with wind fluctuations (stemming
from turbulence), at least not without higher-order corrections.

As a consequence of this mathematical over-simplification, the result
depends on the turbulence intensity I ¼ r=u, so on the wind condition during
the measurement [4]. It is illustrated in Fig. 12, where the IEC power curve
deviates from the theoretical power curve with increasing turbulence
intensity, as predicted by Eq. (23). As it does not characterize the wind
turbine only, but also the measurement condition, raises the question of its
reproducibility and stability.

3.3 A New Alternative: The Langevin Power Curve

An alternative to the standard IEC power curve is proposed in this Sect. 3.3. As the
IEC norm defines the measurement procedure with relevance (see Sect. 3.2.1), the

14 r2 ¼ ðu� uÞ2 ¼ u0ðtÞ2.
15 Assuming a cubic power curve PðuÞ / u3, PðuÞ has non-zero derivatives up to 3rd-order.
Moreover, the transition point to rated power may have non-zero derivatives of arbitrary order,
see Fig. 12.
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same conditions will be considered for the Langevin analysis. The difference lies
in the different approach to process the measured data.

One additional point on the sampling frequency is however important for the
Langevin analysis. Because the method resolves the dynamics of a wind
turbine in the order of seconds, a minimum sampling frequency in the order
of 1 Hz is necessary for the measurements of wind speed and power output.

3.3.1 A Dynamical Concept

The power characteristic of a wind turbine can be derived from high-frequency
measurements without using temporal averaging. One can regard the power con-
version as a relaxation process which is driven by the turbulent wind fluctuations
[15, 18]. More precisely, the wind turbine is seen as a dynamical system which
permanently tries to adapt its power output to the fluctuating wind. For the
(hypothetical) case of a laminar inflow at constant speed u, the power output would
relax to a fixed value PLðuÞ,16 as illustrated in Fig. 13. Mathematically, these
attractive power values PLðuÞ are called stable fixed points of the power con-
version process.

Fig. 12 IEC power curves
for various turbulence
intensities I ¼ 0:1; 0:2; 0:3
(dashed lines). The full line
represents the theoretical
power curve. This result was
obtained from numerical
model simulations from [4]

16 The subscript L stands for ‘‘Langevin’’ as PLðuÞ will be associated to the formalism of the
Langevin equation.
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3.3.2 The Langevin Equation

The Langevin power curve17 is derived from high-frequency measurements of
wind speed uðtÞ and power output PðtÞ. All necessary corrections and normal-
izations from the IEC norm [10] should be applied on the two time series.

The wind speed measurements are divided into bins ui of 0.5 m/s width, as done
in [10]. This accounts, to some degree, for the non-stationary nature of the wind,
yielding quasi-stationary segments PiðtÞ for those times t with uðtÞ 2 ui. The
following mathematical analysis will be performed on these segments PiðtÞ. From
now on, the subscript i will be omitted and the term PðtÞ will refer to the quasi-
stationary segments PiðtÞ. The power conversion process is then modeled by a
first-order stochastic differential equation called the Langevin equation18

d

dt
PðtÞ ¼ Dð1ÞðPÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dð2ÞðPÞ

q
� CðtÞ: ð24Þ

In this model, the time evolution of the power output is controlled by two
terms.19

Dð1ÞðPÞ represents the deterministic relaxation of the wind turbine, leading
the power output towards the attractive fixed point PLðuÞ of the system. For
such, Dð1ÞðPÞ is commonly called the drift function.

wind speed u
po

w
er

 o
ut

pu
t P

P (u)
L

Fig. 13 Illustration of the
concept of stable fixed point
PLðuÞ. For constant wind
speed, the power output
would relax to a stable value
PLðuÞ. This sketch is inspired
from [1]

17 In former publications on the topic, the Langevin power curve was called dynamical power
curve or Markovian power curve. It is nonetheless the same approach.
18 This equation is the reason for the name of the Langevin power curve.
19 Dð1Þ and Dð2Þ are the first two Kramers-Moyal coefficients.
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The second term
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dð2ÞðPÞ

p
� CðtÞ represents the stochastic (random) part of

the time evolution, and serves as a simplified model for the turbulent wind fluc-
tuations that drive the system out of equilibrium. The function CðtÞ is a Gaussian-
distributed, delta-correlated noise with variance 2 and mean value 0. Dð2ÞðPÞ is
commonly called the diffusion function. A mathematical approach to the Langevin
equation can be found in [17].

3.3.3 The Drift Function and the Langevin Power Curve

The deterministic drift function Dð1ÞðPÞ is of interest as it quantifies the relaxation
of the power output towards the stable fixed points of the system. When the system
is in a stable state, no deterministic drift occurs,20 and Dð1ÞðPÞ ¼ 0. Following Eq.
(25), Dð1ÞðPÞ can be understood as the average time derivative of the power signal
PðtÞ in each region of wind speed ui and power output P.

The drift and diffusion functions can be derived directly from measurement
data as conditional moments [17]

DðnÞðPÞ ¼ lim
s!0

1
n!s
h Pðt þ sÞ � PðtÞð ÞnjPðtÞ ¼ Pi; ð25Þ

where n ¼ 1; 2 respectively for the drift and diffusion functions. The aver-
aging h�i is performed over t, as the condition means that the calculation is
only considered for those times during which PðtÞ ¼ P.

This means that the averaging is done separately for each wind speed bin ui and
also for each level of the power P. One could speak of a state-based averaging on u
and P, in contrast to the temporal averaging performed in the IEC norm. A typical
drift function is displayed in Fig. 14.

The dynamics of the power signal can be directly related to the local sign
and value of Dð1Þ. A positive drift indicates that the power tends to increase
(arrows pointing up in Fig. 14), in regions where the wind turbine does not
produce enough power for the given wind speed. On the contrary, a negative
drift corresponds to a decreasing power (arrows pointing down), in regions
where the wind turbine produces too much power for the given wind speed.

20 To separate stable (attractive) from unstable (repulsive) fixed points, also the slope of Dð1ÞðPÞ
must be considered.
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At the intersection are the points where Dð1Þ ¼ 0, indicating that when at this
value, the power output is in a stable configuration (the average time deriv-
ative is zero). The collection of all the points where the drift function is zero is
defined as the Langevin power curve, and will be further labelled PLðuÞ.

The stable fixed points PLðuÞ of the power conversion process can be extracted
from the measurement data as solutions of

Dð1Þ PLðuÞð Þ ¼ 0: ð26Þ

An illustration is given in Fig. 15.
Following the mathematical framework of Eqs. (24) and (25), an estimation of

uncertainty for PLðuÞ can be performed [7]. One can see that for most wind speeds
the power curve has very little uncertainty. Nevertheless, larger uncertainties occur
in the region of transition to rated power. There the power conversion is close to
stability over a wider range of power values, as a consequence of the changing
control strategy from partial load to full load operation (see Fig. 5). It is a region of
great interest as the controller of the wind turbine is highly solicited for the
transition to rated power.

3.3.4 Advantages of the Langevin Approach

The Langevin equation (24) is a simplifying model for the power conversion
process. The question of its validity for wind turbine power signals was positively
answered in recent developments [11], as the power signal of a wind turbine could
be successfully modelled. Predicting power signals from the Langevin equation is
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0Fig. 14 Drift function

Dð1ÞðPÞ. Each arrow
represents the local value of
Dð1ÞðPÞ in magnitude (length
of the arrow) and direction
(pointing up for positive
values). The stable fixed
points where Dð1ÞðPÞ ¼ 0 are
given by the black dots
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introduced in Appendix 2. Also, the drift function Dð1Þ is well-defined for a large
class of stochastic processes, and is not limited only to the class of the Langevin
processes.

Also, the definition of the drift function does not suffer the systematic errors
caused by temporal averaging. For such, the Langevin power curve characterizes
the wind turbine dynamics only, regardless of the wind condition during the
measurement.21 The results are therefore machine-dependent only, and not site- or
measurement-dependent, as the intensity of turbulence has no influence on the
Langevin power curve.

Additionally, this approach can show complex characteristics of the investi-
gated system, such as regions where the system is close to stability, as mentioned
above, or multiple stable states, see also [1, 9]. For these various reasons, the
Langevin power curve represents a promising tool for power performance moni-
toring, as will be introduced in Sect. 4.

3.4 Power Curve Stability Under Different Wind
Measurement Technologies

Wind measurements are ordinarily performed using a cup anemometer for the
speed and a wind vane for the direction. Yet new techniques appear in wind energy
industry as alternatives, such as LIDAR (LIght Detection And Ranging) ane-
mometry.22 It represents a promising technology for wind measurements as it
makes remote measurements possible. This becomes particularly interesting for
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0Fig. 15 Langevin power

curve (black dots with
corresponding error bars)
and IEC power curve (solid
line)

21 Assuming that the measurement period is sufficiently long to reach statistical convergence.
22 Another alternative is given by ultrasonic anemometers which can estimate at once the wind
speed and direction.
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larger heights, where the efforts for measurement towers reach critical levels. This
holds especially for power curve measurements, considering the growing heights
of recent wind turbines.

LIDAR measurements presented here are performed using a Leosphere
WindCube system. It operates as a pulsed laser Doppler anemometer, see Fig. 16.
An infrared laser beam is inclined by approximately 30� against the vertical
direction and takes beamwise Doppler measurements of the wind velocity. These
measurements are performed in the four principal directions, and a three-dimen-
sional wind vector is then derived from the four most recent measurements. The
device achieves a sampling rate of 0.67 Hz. Because of the pulsed laser operation,
measurements can be obtained in up to ten height levels simultaneously, within a
range between 40 and about 200 m.

Power curve measurements were performed using both LIDAR, cup and ultra-
sonic anemometers. The measurement was deployed in a distance of 2.5 rotor
diameters away from a prototype multi-MW class offshore wind turbine. The
temporal resolution of the power data, the wind speed recorded from the cup and
ultrasonic anemometers was 1 Hz, while the LIDAR achieved 0.67 Hz. Further
details on the measurements can be found in [21]. From these measurement data the
IEC and Langevin power curves of the wind turbine could successfully be derived.
Figure 17 shows the Langevin power curve from LIDAR wind measurement.

The IEC and Langevin power curves are in excellent agreement when
derived from LIDAR, cup and ultrasonic anemometer measurements [21].

For the near future, a substantial increase in the use of wind LIDARs can be
expected. These measurements therefore will also open the possibility of precise

Fig. 16 Operation principle of the Leosphere WindCube. Sketch � Leosphere, Inc
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and uncomplicated derivation of power curves, thanks to the portability of LIDAR
devices.

4 Applications: Power Performance Monitoring

Two methods were introduced to estimate power curves in Sect. 3. Because the
two methods differ by the time scales they investigate,23 the IEC method is more
suited for long-term analysis, while the Langevin method focuses more on short-
time dynamics, bringing deeper insight on the inner mechanical behavior. This
allows for a complementary assessment of the overall performance.

The two methods also differ by their dimension, as explained in Sect. 4.1. This
aspect works constructively with their respective time scales, making the IEC
power curve more suitable for an estimation of annual energy production (AEP),
and making the Langevin power curve more suitable to detect dynamical anom-
alies. These two applications are presented respectively in Sects. 4.2 and 4.3.

4.1 One-Dimensional Versus Two-Dimensional Power
Curves

The two different ways to discretize data brings the most difference between the
two different approaches.

The IEC method discretizes the two-dimensional domain fu;Pg into wind
speed bins of size du ¼ 0:5 m/s. As the domain is discretized only for the wind
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Fig. 17 Langevin power
curve of a multi-MW class
offshore prototype wind
turbine, derived from LIDAR
wind measurement [21]

23 For reminder, the IEC method focuses on time scales of 10 min, while the Langevin approach
investigates the dynamics in the order of few seconds.
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speed, the IEC power curve depends on its unique variable u, resulting in a unique
point every 0:5 m/s. The IEC power curve is hence one-dimensional, it is the line
PIECðuÞ.

However, the Langevin approach discretizes the domain fu; Pg on both wind

speed and power output. The drift function Dð1Þi ðPÞ depends on the two variables ui

and P, making Dð1Þ a two-dimensional estimate. This justifies why several stable
fixed points are possible for a given wind speed. An example is presented in
Fig. 18.

The two-dimensional framework of the Langevin analysis allows to observe
local24 dynamics. An example can be seen in Fig. 18 for u ¼ 13 m/s, as the wind
turbine tends to P ¼ 0:9 � Pr when in partial load operation and to P ¼ Pr when in
full load operation. Limited by its unique dimension, the IEC power curve can
only display the average value in between. Multi-stable behaviors, created for
example by a multiple-gear gearbox, switching generator stages or changing
control strategies cannot be resolved by the IEC power curve.

4.2 Annual Energy Production

The one-dimensional limitation of the IEC power curve becomes an advantage for
long-term energy production, as PIECðuÞ relates unambiguously a unique value of
power for each wind speed. As the AEP estimates the energy produced over a year,
it can be seen as a prediction estimate. A prediction of power production at high-
frequency is also possible using the Langevin approach, as introduced in Appendix
2. This is a more complicated approach that is outside the scope of this section.
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0Fig. 18 Drift function

Dð1Þi ðPÞ (arrows), Langevin
power curve PLðuÞ (dots) and
IEC power curve PIECðuÞ
(line)

24 Local in wind speed and power output.
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The estimation of the AEP extrapolates the power production of a wind turbine
characterized by its power curve in a given location. This Sect. 4.2 does not give
an exact transcription of the AEP procedure from the IEC norm [10], but rather a
comprehensive introduction on how power production can be estimated simply
from a wind speed measurement. For such, the AEP procedure introduced here is
not the official AEP procedure following IEC, but a similar version. In both cases,
the availability of the wind turbine is assumed to be 100 %.

4.2.1 Estimating the Wind Resource

Any location scheduled to host a wind turbine can be categorized in advance by a
characterization of its wind resource. A local measurement of wind speed from a
met mast at hub height25 of the hypothetical wind turbine must be performed,
typically over 1 year.26 From this wind speed measurement uðtÞ, a 10-min (or
hourly) averaging is applied on uðtÞ. The probability density function (PDF) f ðuiÞ
of the 10-min average values ui is established. For clarity, the values ui will be
labelled u. f ðuÞ returns the probability of occurrence of the wind speed u. For long
enough measurements, f ðuÞ is known to fit a Weibull distribution [16]

f ðu; k; kÞ ¼ k

k
u

k

� �k�1
eð�u=kÞk ; ð27Þ

where k and k27 are called respectively the shape and scale factors.28 Visual
examples of such wind speed distributions are given in [6].

4.2.2 Estimating the AEP

A given wind site is characterized for the AEP by its wind speed PDF f ðuÞ, while a
given wind turbine is characterized by its IEC power curve. As PIEC relates
unambiguously a given wind speed u to the corresponding average power output
PIECðuÞ, the power curve serves as a transfer function from wind speed to average
power output. An estimation of the average power output P can be obtained
following

25 Typical hub heights of commercial multi-MW class wind turbines are in the order of 100 m,
justifying the interest for a portable LIDAR sensor, see Sect. 3.4.
26 A measurement of wind speed over 1 year covers the various wind situations resulting from
various seasonal behaviors.
27 One should note here that k is not the tip speed ratio of a wind turbine, but a parameter of the
Weibull distribution.
28 The IEC norm [10] refers to the Rayleigh distribution, which is a special case of the Weibull
distribution for k ¼ 2.
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P ¼
Z1

0

f ðuÞ � PIECðuÞdu; ð28Þ

and an estimation for the energy production over a period T reads

T � P ¼ T

Z1

0

f ðuÞ � PIECðuÞdu: ð29Þ

Over 1 year, T ¼ 8 ,760 h and

AEP ¼ P� 8; 760; ð30Þ

where P is given in Watt and AEP is given in Watt hour.

Thanks to its simple mathematical procedure, the AEP is commonly used to
make rough predictions of energy production, as well as for financial esti-
mations. It can predict how much energy a wind turbine will generate on a
given site before installing it. This allows for an optimal choice of design for
the optimal location. This result however remains a rough estimation, as it
neglects e.g. wake losses generated by other surrounding wind turbines.

4.3 Detecting Dynamical Anomalies

The intention of dynamical monitoring is to detect dynamical anomalies that
appear on operating wind turbines. Monitoring refers to the time evolution of the
power performance here. A good monitoring procedure should be reliable,29 as fast
as available, and possibly also inform on the source of the anomaly. While
monitoring procedures come to be ever more complex, the approach presented
here is based only on a power curve estimation. This approach is not intended to
give a full-featured method, but rather an illustration of the amount of information
given by power curves. More advanced studies on the topic of power curves for
monitoring are being developed, but remain outside the scope of this introduction
as they represent active research topics.

The monitoring procedure simply consists in computing PLðuÞ at an initial time
that will serve as a reference.30 Potential changes in time of PLðuÞ are considered

29 An over-sensitive procedure might indicate non-existing anomalies, while an under-sensitive
procedure would fail to detect a major malfunction.
30 The reference time is chosen when the wind turbine is believed to work with full capacity.
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anomalies, or malfunctions inside the wind turbine that spoil the conversion
dynamics. While this strategy is very simple, the challenge lies in defining the
right threshold for a change in PLðuÞ to be considered an anomaly. This threshold,
along with other parameters such as the necessary measurement time or time
reactivity of the method depend on the wind turbine design and location.

To illustrate the ability of the method, the monitoring procedure was applied on
a numerical simulation. The simulation was applied on measurement data, where
an anomaly was introduced. This artificial anomaly limits the power production to
P � 0:55 � Pr for intermediate wind speeds, as represented by the grey rectangles
in Figs. 19 and 20. More clearly, when in this rectangle, the power signal was
sometimes forced to reduce towards 0:55Pr. From this artificial data, PLðuÞ and
PIECðuÞ were then computed and compared to the original data. This is illustrated
in Figs. 19 and 20.

Fig. 19 Comparison of
PIECðuÞ before the anomaly
(black in background) and
after the anomaly (grey in
front). The artificial anomaly
was applied in the grey
rectangle

Fig. 20 Comparison of
PLðuÞ before the anomaly
(black in background) and
after the anomaly (grey in
front). The artificial anomaly
was applied in the grey
rectangle
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Similar anomalies were observed on several real wind turbines. (Justifying the
reason for this artificial anomaly). For information, the total energy production was
reduced to 96.6 % compared to the original energy production due to the presence
of the anomaly. Figure 20 illustrates the higher reactivity of PLðuÞ. While in
Fig. 19 PIECðuÞ only shows a minor deviation in the region of the anomaly, PLðuÞ
clearly detaches from the typical cubic curve to adjust to the new dynamics. PLðuÞ
can detect changes in the dynamics of the conversion process, unlike PIECðuÞ that
is better suited for the AEP.

The Langevin power curve is more reactive to changes in the dynamics. As
the IEC power curve averages over 10 min intervals, the information about
high-frequency dynamics is lost. Also, the second averaging in wind speed
prevents from seeing multi-stable behaviors.
In addition, the Langevin power curve does not depend on the turbulence
intensity, unlike the IEC power curve, see Sect. 3.2.3. A deviation in the
Langevin power curve indicates a change in the conversion dynamics,
regardless of the wind situation. This makes the Langevin power curve a
promising tool for dynamical monitoring.

5 Conclusion

This chapter was first dedicated to power performance for wind turbines. A general
overview was introduced in Sect. 2, mainly the application of momentum theory to
wind turbines, as developed by Betz. This simplified analysis sets an upper limit of
� 60 % for the power available in the wind, regardless of the design of the wind
power system. Additional losses due to more realistic considerations bring an even
lower availability for the power extraction, up to � 50 % for modern commercial
designs. Estimates of power performance like the power coefficient or the theo-
retical power curve were defined for the case of a laminar wind flow.

Facing complex turbulent and atmospheric effects, wind turbines cannot be
described satisfactorily using a laminar theory. Statistical tools were introduced in
Sect. 3 to integrate these complex effects into the analysis. The international pro-
cedure to estimate a reliable power curve was introduced by the IEC norm 61400-12-
1. It sets good guidelines on how to perform measurements on operating wind
turbines, and provides a uniform standard. It handles the measured signals of wind
speed and power output through an averaging procedure both in time and on the wind
speeds. It results an uncomplicated IEC power curve that accounts somewhat for the
turbulent effects. Unfortunately, the result depends on the measurement condition,
such that the IEC power curve does not characterize the wind turbine performance
only, but also the wind condition. This procedure allows however for a gross esti-
mation of long-time energy estimation like the AEP, as introduced in Sect. 4.2.
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An alternative is proposed that is based on stochastic analysis. Instead of
averaging over time, the power signal is approximated to solve a Langevin
equation. A drift function is introduced, that quantifies the reaction dynamics of a
wind turbine to turbulent wind fluctuations. It results a so-called Langevin power
curve, which represents the stable fixed points of the conversion dynamics. The
Langevin power curve and the drift function give a simplified model of how the
wind turbine actively adapts the power production to the changing wind speed.
Unlike the IEC power curve, the Langevin power curve does not depend on the
measurement condition, and characterizes the wind turbine only. Also its two-
dimensional structure allows for a more flexible result and can resolve multi-stable
dynamics. This makes the Langevin approach a promising application for per-
formance monitoring, as discussed in Sect. 4.3. Modeling of power signals is also
made possible through the Langevin equation, as briefly introduced in Appendix 2.

As the wind energy industry grows rapidly, wind turbine designs might (or
might not) change radically in the next decades. The freedom of change in the
overall design is however limited by the physical aspects of the wind itself. The
three-blade design emerged as it extracts the most power over the range of wind
speeds that occur most often at hub height. Improvements in material engineering
allow for larger wind turbines every year. With taller wind turbines, the impact of
turbulence induced by the surface roughness of the ground is reduced. This also
justifies the recent effort to build offshore wind turbines, that can benefit from
smoother winds. Yet the wind remains in essence turbulent, and the wind resource
is consequently intermittent. This chapter aimed to identify the response of a single
wind turbine to such driving condition. On a larger scale, current challenges
involve a smooth integration of a rapidly increasing amount of intermittent wind
power into electrical networks. While a single wind turbine is insignificant on the
scale of an entire network, a better understanding of single wind turbines, wind
parks and global wind installations remains paramount for a future integration of
wind energy at a global level.
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Appendix 1: Aerodynamics of Rotor Blades

The essential (mechanical) element of a wind turbine is the rotor, that transforms
the power of the wind into a rotational or mechanical power. The ideal require-
ments are:

• the rotation should be steady and smooth;
• dynamical loads should be minimal;
• the regulation should be done without sudden jumps.
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The number of blades, their profile and design should guarantee these features.
Modern wind turbines rotate due to the lift forces FL acting on the airfoils. For an
airfoil the effective area31 can be expressed in terms of the depth t and the
wingspan b (normally equal to the rotor radius R), such that

FD ¼ CDðaÞ
1
2

qc2ðt � bÞ

FL ¼ CLðaÞ
1
2
qc2ðt � bÞ;

ð31Þ

where a is the angle of attack, as displayed in Fig. 21. The lift-drag ratio FL=FD

relates to the quality of the airfoil. The larger the ratio, the better the quality.
In Fig. 21, the velocity vector c gives the wind velocity in the frame of ref-

erence of the airfoil. The wind velocity is u2 in the frame of the ground, but the
rotational motion of the rotor must be considered for the motion of the wind with
respect to the blades. Hence, c is the superposition of the horizontal axial velocity
u2

32 and of the rotational velocity v ¼ xr, such that

c2ðrÞ ¼ 2u1=3ð Þ2þ xrð Þ2: ð32Þ

The rotor feels the effective wind speed c. This is illustrated in Fig. 22.
Instead of integrating the lift and drag forces on the entire airfoil, one can

estimate the local force on each infinitesimal element. Also, the total force is
divided into its rotational component Fr and its axial component Fa. Considering a
cut dr at r in the polar plane of the rotor, the resulting force is

Fr ¼
q
2

c2 � t � dr CL cosðbÞ � CD sinðbÞ½ �

Fa ¼
q
2

c2 � t � dr CL sinðbÞ þ CD cosðbÞ½ �:
ð33Þ

Fig. 21 Cut through an airfoil to illustrate the forces acting on it. The depth t is given by the
distance between the leading and the trailing edge. The wingspan b is the length of the airfoil,
here perpendicular to the illustrated plane

31 This effective area is the one that enters the formula to calculate drag and lift forces.
32 For the Betz optimum, u2 ¼ 2u1=3.
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Also, on can estimate

tanðbÞ ¼ xr

u2
¼ xR

u1

r

R

u1

u2
¼ 3

2
k

r

R
: ð34Þ

The idea is to construct the blades in such a way that for each infinitesimal
radial annulus they extract the infinitesimal (Betz) optimal power out of the wind

dPr;Betz ¼
16
27
� q

2
� u3

1 � ð2prdrÞ: ð35Þ

This power also reads

dP ¼ z� Fr � xr; ð36Þ

where z denotes the number of blades, xr the velocity in rotational direction and
Fr the force in this direction.33 Inserting Eq. (33) and combining Eqs. (35) and
(36), the optimal value of the depth t as a function of r can be determined.
Assuming that CD�CL and a sufficiently large tip speed ratio (for details see [20]),
the profile of the airfoil tðrÞ reads

tðrÞ � 16p
9

R2

zCLrk2

/ z�1 � C�1
L � r�1 � k�2:

ð37Þ

This has an important consequence on the design of rotor blades. The depth
decreases with increasing number of blades, larger lift coefficient, increasing
radius and especially increasing tip speed ratios. This explains why fast rotating
wind turbines tend to have only two or three narrow blades while old western-mill
machines have many, rather broad blades.

Fig. 22 Cut through a
rotating airfoil. The rotational
velocity xr is perpendicular
to the axial velocity vector
u2. b denotes the angle
between the resulting velocity
c and the rotational direction

33 The force in the axial direction does not contribute to the power production of a wind turbine
but to the thrust on it.
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Appendix 2: A Relaxation Model for the Power Output

As introduced in Sect. 3.3.2, the power output of wind turbines is assumed to be
solution of a Langevin equation

d

dt
PðtÞ ¼ Dð1ÞðPÞ þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dð2ÞðPÞ

q
� CðtÞ: ð38Þ

For reminder, the power value P and the functions Dð1Þ and Dð2Þ are conditioned
on the wind speed bins, as done in the main text. The subscript i indicating the
wind speed bin was dropped for simplicity. Dð1Þ represents the deterministic
dynamics of the conversion process, that always push the power output towards the
Langevin power curve PLðuÞ. Additional random fluctuations are superposed as a
simplified model for all the microscopic degrees of freedom acting on the con-
version process.34 A simple but rather realistic ansatz for Dð1Þ would be

Dð1ÞðPÞ ¼ a PtheoðuðtÞÞ � PðtÞð Þ; ð39Þ

where Dð1Þ linearly drives the power output towards the instantaneous value of the
theoretical power curve PtheoðuðtÞÞ, which might read

PtheoðuÞ ¼ Pr
u
ur

� �3
amp; for u� ur;

Pr amp; for uffi ur:

 !
ð40Þ

Assuming Eq. (39) and a constant diffusion function Dð2ÞðPÞ ¼ b,35 the
Langevin equation becomes a relaxation model for the power output

d

dt
PðtÞ ¼ a PtheoðuðtÞÞ � PðtÞð Þ þ

ffiffiffi
b

p
� CðtÞ: ð41Þ

Equation (41) is a phenomenological model for the power signal. This special
case of the Langevin process is mathematically called an Ornstein–Uhlenbeck
process [17].

Equation (41) is a simplified model for the power output, where the wind
turbine design is described through the parameters a and b, as well as the power
curve PtheoðuÞ. The parameter a is related to the reaction time of the model wind
turbine,36 while b quantifies the strength of the stochastic noise. CðtÞ is a

34 The Langevin equation relates directly the incoming wind speed and the power output. Many
other variables are involved in intermediate steps of the conversion, which should be modeled by
a set of mutli-dimensional deterministic differential equations. All these degrees of freedom are
modeled by the one-dimensional stochastic Langevin equation instead.
35 A constant diffusion function yields additive noise. More complex systems such as turbulence-
driven systems display multiplicative noise and a non-constant diffusion function.
36 A realistic model integrates a finite reaction time due to the inertia of the wind turbine to
changing wind speeds.
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Gaussian-distributed white noise with mean value 0 and variance 2, which can be
generated easily from most mathematical softwares. Using a wind speed time
series uðtÞ as an input for the model equation,37 a time series of power output PðtÞ
can be generated at the same sampling frequency. An example is provided in
Fig. 23.

From Fig. 23, it can be seen that the relaxation model manages to estimate the
power output of a wind turbine to a first approximation. Fluctuations and their
statistics are more difficult to reproduce than long-time behavior, which is mostly
driven by the changes in wind speed rather than by the stochastic fluctuations.
More advanced methods are being developed, as introduced in [11], where Dð1Þ

and Dð2Þ are not assumed but estimated from measurement data.
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Part IV
Innovative Wind Energy Generation



Satellite Remote Sensing in Offshore
Wind Energy

Charlotte Bay Hasager, Merete Badger, Poul Astrup
and Ioanna Karagali

Abstract Satellite remote sensing of ocean surface winds are presented with focus
on wind energy applications. The history on operational and research-based
satellite ocean wind mapping is briefly described for passive microwave, scatter-
ometer and synthetic aperture radar (SAR). Currently 6 GW installed capacity is
found in the European Seas. The European Wind Energy Association, EWEA,
expects the cumulative offshore capacity in Europe will reach 150 GW in year
2030. The offshore environment is far less well-known than over land and this
increases the challenge of planning, operation and maintenance offshore. Satellite-
based ocean surface wind data can fill a gap in our understanding of marine winds,
their temporal and spatial variations. The statistics from satellite-based ocean
surface wind maps include wind resources, long-term trend analysis and daily
variations in winds. Some examples using data from passive microwave radiom-
eter, scatterometer and SAR are presented from the North Sea and Baltic Sea.
These seas are home to the majority of offshore wind farms today and many new
offshore wind farm projects are in progress here.
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ASCAT Advanced scatterometer
ASI Italian Space Agency
CFOSat Chinese French Ocean Satellite
CLS Collecte Localisation Satellites
CNES Centre National d’Etudes des Spatiales
CNSA China National Space Administration
COSMO-SkyMed COnstellation of small Satellites for the Mediterranean basin

Observation
CSA Canadian Space Agency
DLR German Aerospace Centre
DMSP Defense Meteorological Satellite Program
DTOC Design Tools for Offshore wind farm Clusters
EERA European Energy Research Alliance
EOLI-SA Earth Observation Link-Stand Alone
ERS European Remote Sensing satellite
ESA European Space Agency
EUMETSAT European Organisation for the Exploitation of Meteorological

Satellites
EWEA European Wind Energy Association
FINO Forschungsplattformen in Nord- und Ostsee
GCOM-W2 Global Change Observation Mission, W: Water cycle
GMF Geophysical Model Function
HH Horizontal receive, horizontal transmit
HJ Huan Jing (Environmental Protection and Disaster Monitor-

ing Constellation)
HY Chinese Ocean Color Satellite
ISRO Indian Space Research Organisation
JAXA Japan Aerospace Exploration Agency
JERS Japanese Earth Remote Sensing Satellite
JHU APL Johns Hopkins University, Applied Physics Laboratory
JPL Jet Propulsion Laboratory
LTAN Local Time Ascending Node
MDA MacDonald Dettwiler and Associates
NAO North Atlantic Oscillation
NASA National Aeronautics and Space Administration
NASDA National Space Agency of Japan
NESDIS National Environmental Satellite, Data and Information

Service
NOGAPS Navy Operational Global Atmospheric Prediction System
NOAA National Oceanic and Atmospheric Administration
NORSEWInD Northern Seas Wind Index Database
NSCAT NASA scatterometer
NSIDC National Snow and Ice Data Center
NSOAS National Satellite Ocean Application Service (in China)
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PALSAR Phased Array L-band Synthetic Aperture Radar
PO.DAAC Physical Oceanography Distributed Active Archive
RSS Remote Sensing Systems
SAR Synthetic Aperture Radar
ScatSat Scatterometer Satellite
SMMR Scanning Multichannel Microwave Radiometer
SSM/I Special Sensor Microwave Imager
SSMIS Special Sensor Microwave Imager Sounder
TanDEM TerraSAR-X add-on for Digital Elevation Measurement
TerraSAR Terra Synthetic Aperture Radar
TMI TRMM Microwave Imager
TRMM Tropical Rainfall Measuring Mission
TSX-NG TerraSAR-X Next Generation
VV Vertical receive, vertical transmit
WRF Weather Research and Forecasting

1 Introduction

Satellite remote sensing has various application fields in offshore wind energy.
Ocean winds have been and are being observed from many different satellites. The
satellite centers archive the collected data. For some satellite sensors their oper-
ational aim is to provide ocean surface wind data. For other satellites it is possible
to retrieve ocean surface winds but it is not provided as part of the planned mission
activity. Thus the task is to access and process the satellite data for offshore wind
energy, including wind resources and long-term trend analysis.

Offshore wind farming is widespread in European Seas. The first offshore wind
farm, Vindeby in the Baltic Sea in Denmark, started operation in year 1992. Since
many large offshore wind farms have been constructed in Denmark, United
Kingdom, the Netherlands, Sweden, among several other countries. According to
EWEA the installed offshore wind power capacity in Europe was 6 GW in mid
year 2013, distributed in 58 wind farms in ten countries. There are nine projects
under construction and nine projects in preparation, once completed the cumula-
tive capacity is 9 GW. Furthermore, offshore wind farms fully consented is
totaling more than 18 GW. More than 100 GW of offshore wind farms are
currently being planned by project developers and utilities. EWEA expects the
installed capacity in the EU-27 countries to reach 150 GW in year 2030.

The planning, operation and maintenance of offshore wind farms is more
challenging than on land. First of all the accessibility are limited to boat or heli-
copter, and weather and waves can disrupt these transports. Another general
challenge is that the marine physical environment is far less well-known than for
land. This is partly due to its relative inaccessible, partly due to costly operation.
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Ocean surface winds are mapped by satellite sensors and these data fill a gap in our
knowledge on offshore wind energy potential and other statistics of relevance for
offshore wind farming.

Operational satellite remote sensing for ocean surface wind observations has
more than 25 year’s continuous history. The Meteorological Program of the United
States Department of Defense that is in charge of the Defense Meteorological
Satellite Program, DMSP, launched the so-called F-8 satellite platform in year
1987. On-board this was the passive microwave radiometer, the Special Sensor
Microwave Imager (SSM/I). The SSM/I instrument is dedicated to observations of
ocean surface wind speed. Later more satellites in the series up to F-18 were
launched and several were and are in operation in parallel, in different orbits.

Before going into further detail on the more than 30 different satellite sensors
that have been or are in space today capable of observing ocean surface winds, a
brief description of geostationary and polar orbiting satellites will be provided.
This is to make clear the major differences in temporal and observational pattern
available from these.

The geostationary satellites are in a rotation cycle identical to the Earth’s
rotation, i.e. the satellite is located at a fixed position above the Equator. Thus the
same area is being mapped every 30 min (or if necessary every minute). From the
geostationary satellites the clouds are mapped frequently enough to allow cloud
tracking and from this provide wind vectors high in the atmosphere. However, no
ocean surface wind sensors are carried on the geostationary platforms.

Satellites in polar orbit are recording along the track. In the ascending node
(northbound) one swath will be recorded and in the subsequent descending node
another swath on the other side of Earth will be recorded (Fig. 1).

Dependent upon the width of the swath and the orbit configuration it will take
from one day to more than one month to complete a map of the entire globe. As
example with a swath of 1,800 km 90 % global coverage can be obtained within
one day. With a swath of 50 km it will take more than one month before the entire
globe is mapped. At the Equator fewer observations are available for each specific
local point than in areas near the poles as the swath has constant width. In general,
in wide swath a lower spatial resolution will be provided than in narrow swath.
There is a trade-off between high temporal and high spatial resolution. Only in

Fig. 1 Polar orbit around
Earth
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cases where several similar instruments are flown on-board different platforms,
such as in the F-series, global wind maps may be obtained with high temporal
resolution, i.e. several times per day. A global wind speed map observed from
descending passes of one of the SSM/I sensors are shown in Fig. 2. Note the gaps
between passes are wider at the Equator than at higher latitudes.

A common feature of ocean surface wind instruments is that they are operated
in sun-synchronous orbit which means that a specific location on Earth is mapped
around the same local hour each time in the ascending and descending node, e.g.
dusk/dawn, morning/evening, or afternoon/night given in Equator crossing time.

It is possible to group satellite-based ocean surface wind mapping into different
categories. There are the mission specific satellites with the aim to map ocean
surface wind. There are the research satellites with multi-purpose aims. Some are
passive instruments observing the electromagnetic microwave radiation emitted
from Earth. Others are active instruments that emit electromagnetic microwave
radiation and observe the backscattered radiation from Earth to the sensor. Ocean
surface wind sensors have all-weather, day and night observing capabilities. All
ocean surface wind maps are valid at 10 m above sea level.

1.1 Ocean Surface Wind Missions: Passive Microwave

In year 1979 the research-based passive microwave mission, Nimbus-7 Scanning
Multichannel Microwave Radiometer (SMMR) started. It lasted from 1979 to 1984
and the available data product is at 60 by 60 km spatial resolution. The continuous
series of ocean surface wind maps starts with SSM/I in year 1987. It is the emitted

Fig. 2 SSM/I global wind speed map showing descending passes. The swath width is 1,400 km.
Grey scale: Dark low minds, bright higher winds. White and shades of gray for ice, no data and
land. Data from Remote Sensing Systems
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microwave radiation from Earth that is observed. The swath is around 1,400 km
and the spatial resolution is 25 by 25 km. The near-real-time data can be viewed at
http://manati.orbit.nesdis.noaa.gov and the SSM/I data archive can be accessed at
http://www.remss.com/. The archive includes data from F-8, F-10, F-11, F-13,
F-14 and F-15. Only the latter is in operation at present. F-16, F-17, and F-18 with
the Special Sensor Microwave Imager Sounder (SSMIS) onboard has 1,700 km
swath and they operate from years 2003, 2006, and 2009, respectively, to present.
Another passive microwave radiometer is the Advanced Microwave Scanning
Radiometer (AMSR-E) onboard the satellite platform Aqua of National Aero-
nautics and Space Administration (NASA). AMSR-E provides ocean wind speed
maps from 2002 to present with a swath of 1,450 km at 25 by 25 km. The Midori-
2 satellite platform launched by the Japan Aerospace Exploration Agency, JAXA,
carried an AMSR instrument from 2002 to 2003 but it was lost, thus the wind
speed time series is only short.

Common to the passive microwave data are that wind speed only and not wind
direction is mapped. Figure 3 provides an overview of the available data from passive
microwave and one scatterometer, QuikSCAT. The figure details the local Equator
crossing time in ascending node [Local Time Ascending Node (LTAN)]. It may be
noted that the crossing time changes through time due to variations in orbit height.

In the tropics between 40� North and 40� South the TRMM, Tropical Rainfall
Measuring Mission observes ocean surface winds with the TMI sensor (TRMM
Microwave Imager). It provides wind speed maps from 1997 to present.

Another passive microwave radiometer in space is the fully polarimetric radi-
ometer WindSat. From 2003 to present the Coriolis satellite with the multi-frequency
polarimetric radiometer WindSat on-board has been in operation. It is developed by
the Naval Research Laboratory and operated by the Air Force Research Laboratory
in the USA. The instrument provides wind speed and wind direction from the
microwave radiation emitted from Earth. The spatial resolution is 25 by 25 km and
the data can be viewed through http://manati-test.orbit.nesdis.noaa.gov/datasets/
WindSATData.php Data archiving takes place at Jet Propulsion Laboratory JPL of
NASA at the Physical Oceanography Distributed Active Archive (PO.DAAC). More
than ten years of data are available.

Further description of SSM/I and examples of wind analysis results based on
SSM/I are provided Sect. 2.

1.2 Ocean Surface Wind Missions: Active Microwave

The first ocean surface wind scatterometer in space was on-board the SEASAT
satellite in 1978. It only operated a few months. It was followed by ERS-1 SCAT
in 1991 and ERS-2 SCAT in 1995 both from the European Space Agency (ESA).
ERS stands for European Remote Sensing satellite. ERS-2 was taken out of service
September 2011 after 16 years of operation. In 1996 NASA launched NSCAT
(stands for NASA scatterometer) but unfortunately it stopped in 1997. Thereafter,
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quickly the next mission QuikSCAT with the SeaWinds instrument on-board was
launched by NASA. QuikSCAT has been a very successful mission completing
more than 10 years of well-functioning operation, i.e. seven more years than
scheduled. At the Midori-2 satellite another SeaWinds instrument was placed and
launched by JAXA but the satellite was lost after less than one year in space, in year
2007. The NSCAT, QuikSCAT and Midori-2 missions are co-operations between
NASA and JAXA. The Advanced scatterometer, ASCAT-A, was launched in 2006
and ASCAT-B in 2012 onboard meteorological satellites of EUMETSAT, the
European Organisation for the Exploitation of Meteorological Satellites. The
ascending node is at 21.30. The Indian Space Research Organisation, ISRO,
launched Oceansat-2 in 2009. It is in operation with a scatterometer on-board and it
is planned for five years operation, with Equator crossing times at 00.00 and 12.00.
In China the National Satellite Ocean Application Service (NSOAS) launched the
scatterometer in the HY-2 series in year 2011. HY is the Chinese Ocean Color
Satellite. It has a swath of 1,700 km and orbits with Equator crossing times at 6.00
and 18.00 and map with spatial resolution at 50 by 50 km. The planned lifetime is
three years. The distribution of data is through NSOAS by permission of the China
National Space Administration (CNSA). The number of years in operation and the
Equator crossing times are shown in Fig. 3 for QuikSCAT and Fig. 4 for ERS-1/-2.
All scatterometers are dedicated to ocean surface wind observation.

Further description of QuikSCAT and examples of wind analysis results are
provided in Sect. 3.

Fig. 3 Names of ocean wind mapping satellites indicating the years of operation and the
ascending node, Local Time Ascending Node (LTAN), except F08 and QuikSCAT, these are at
descending node (dotted lines). Courtesy Remote Sensing Systems
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1.3 Multi-purpose Missions: Active Microwave

Satellite Synthetic Aperture Radar (SAR)’s are available on several satellites
currently. These are in space with multi-purpose. Wind maps can be retrieved from
SAR and the wind maps have one clear advantage—higher spatial resolution—
compared to both passive microwave and scatterometer data. At the same time the
temporal resolution is much lower than for passive microwave and scatterometer.
The swath of SAR’s varies greatly from a few kilometers to wideswath (also called
ScanSAR) up to 400–500 km. The number of available SAR scenes can be
checked for each location for several SARs through the EOLI-SA archive at ESA
http://earth.esa.int/EOLi/EOLi.html the Earth Observation Link-Stand Alone
archive. SAR systems typically are switched on and off during each orbit, as to
map only areas where specific users have a need for data. The data downlink,
on-board data storage, and ground station network limit recording. Therefore the
distribution of archived SAR scenes is uneven across the globe.

The SEASAT satellite launched in 1978 carried a SAR but as mentioned earlier
this satellite was soon lost. The European Space Agency launched ERS-1 in year
1991 and besides the aforementioned scatterometer it also carried an imaging SAR
and an altimeter. Four years later ERS-2 was launched with similar instruments
and it operated for 16 years even though it was only designed for three years
nominal lifetime. Figure 4 graphs the years of operation of SAR’s in space, and
their approximate (nominal) Equator crossing times.

The series ERS-1/-2 with identical sensors on-board provide the longest SAR
time series, around 20 years. Both have been in operation many more years than

Fig. 4 Names of SAR satellites indicating the years of operation and the nominal Local Time
Ascending Node (LTAN)
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designed for. Also RADARSAT-1 launched by the Canadian Space Agency (CSA)
has been in operation very long, 18 years, and now this data series is continued by
RADARSAT-2 launched in year 2007 and belonging to MacDonald Dettwiler and
Associates (MDA). In year 2002 ESA launched the Envisat satellite which carries
a total of 12 different sensors, one of these the Advanced SAR, ASAR. The ASAR
data series is 10 years long, i.e. double of the five year design for operation.

Common to the SARs on-board ERS-1/-2, Envisat and RADARSAT-1/-2 are
that they operate in C-band. Other SAR’s operate in L-band such as the Japanese
Earth Remote Sensing Satellite, JERS-1 from year 1992 to 1998 launched by the
National Space Agency of Japan, NASDA (now JAXA), SEASAT from year 1978,
and ALOS PALSAR, the Advanced Land Observing Satellite (ALOS) with the
Phased Array L-band SAR (PALSAR) on-board launched by JAXA in 2006.

Several satellites carry X-band sensors. These are the Italian satellite constellation
of four satellites launched between year 2006 and 2010 for dual use, i.e. both civilian
and non-civilian. The COnstellation of small Satellites for the Mediterranean basin
Observation, COSMO-SkyMed, is funded by the Italian Ministry of Research and
Ministry of Defense and conducted by the Italian Space Agency (ASI). The German
TerraSAR-X1 launched in year 2007 by the German Aerospace Centre (DLR) also
carry an X-band SAR as well as TanDEM-X launched in year 2010.

Currently ten SAR’s are in operation. It is possible to extract wind speed from
all types of SAR, however, the experience on C-band wind mapping is by far the
longest. Some SARs have only one polarization, e.g. ERS-1/-2 with vertical
receive, vertical transmit (VV) polarization. RADARSAT-1 on the other hand has
horizontal receive, horizontal (HH) polarization. The newer SAR’s have polari-
metric capabilities, yet there are preferred recordings dependent upon e.g. latitude.
HH is often used to map sea ice in the Arctic and Antarctica. VV is often used
elsewhere for various purposes.

Altimeters provide another active microwave method for ocean surface wind
mapping. Altimeters are in space with the purpose of observing the sea surface
height and gravity. However, it is also possible to obtain ocean surface wind data
from satellite altimeters. It is wind speed only, not wind direction. Furthermore,
the sampling is rather sparse in space. There has not been much focus on using
altimeter-based winds for wind energy purposes.

Further description of ERS and Envisat and examples of wind analysis results
are provided in Sect. 3.

2 SSM/I

2.1 Introduction

The Special Sensor Microwave Imager (SSM/I) instrument has since July 1987 been
carried on-board a number of polar orbiting satellites in the Defense Meteorological
Satellite Program with up to four satellites/instruments operating simultaneously and
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with three operating simultaneously for eight consecutive years, 2000–2007. Three
SSM/I instruments are still in operation F-15, F-16 and F-17. The SSM/I passive
microwave sensor operates in seven channels, four frequency bands and observes
the passive emitted radiation, i.e. the radiometric brightness temperature. An algo-
rithm [1, 2] is used to calculate wind speed from the brightness temperature.
Technical information about the SSM/I instrument can be found at National Snow
and Ice Data Center [3].

SSM/I data are produced by Remote Sensing Systems and sponsored by the
NASA Earth Science MEaSUREs DISCOVER Project. Data are freely available at
Remote Sensing Systems (www.remss.com) from the satellites called F-8, F-10,
F-11, F-13, F-14, F-15 and F-17. They are in a 0.25� 9 0.25� resolution raster
format covering the world, i.e. in fields of 1,440 9 720 pixels. In the highest
timely resolution, one file per day, each file includes a set of two times five fields,
first five for the ascending paths (satellite moving north), next five for the
descending paths (satellite moving south). The fields hold data for ‘‘Time of
measurement (minutes of day UTC)’’, ‘‘10 m wind speed (m/s)’’, ‘‘columnar water
vapor (mm)’’, ‘‘cloud liquid water (mm)’’, and ‘‘precipitation rate (mm/h)’’. All
pixel values are given as single byte unsigned data, 0 to 255, so scaling is used to
get the best resolution of the interval of interest:

Time (minutes of day, UTC) = pixel value 9 6
Wind speed (m/s) = pixel value 9 0.2
Columnar water vapor (mm) = pixel value 9 0.3
Cloud liquid water (mm) = pixel value 9 0.01
Precipitation rate (mm/h) = pixel value 9 0.1

Pixel values 0–250 represent valid measurements, 251–255 is used to flag wind
speed not derived, ice, no data recorded, recorded data not valid, and land.

The SSM/I instrument measures the so called brightness temperature at dif-
ferent wavelengths and polarizations and all four kinds of data are extracted from
these measurements with an algorithm developed by Wentz and Spencer [2] as an
extension of a no rain algorithm developed by Wentz [1]. The wind speed accuracy
(rms) is given as 0.9 m/s. Figure 2 shows a global wind speed map from SSM/I
from the descending passes.

2.2 Test of SSM/I Wind Speed Data

The algorithm of Wentz and Spencer is tested against and also based on long series
of wind speed measurements at offshore buoys. In order to test the data against
independent offshore wind speed measurements the SSM/I data has within the
EU-NORSEWInD project [4] been compared to the German measurements at the
FINO-1 offshore platform at 54�0005200N, 06�3501600E [5], close to the Alpha
Ventus offshore wind turbine park in the North Sea. FINO stands for For-
schungsplattformen in Nord- und Ostsee. These data cover with some down time
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the period 1st April 2004 to the present (pt. to 28th February 2010) and includes
among many other parameters the wind speeds at eight heights between 33 and
100 m above sea.

The SSM/I data are given at 10 m above sea level but by applying Charnocks
formula for sea surface roughness [6] and assuming a logarithmic wind profile, the
10 m satellite winds can be transformed to other heights.

Figure 5 shows comparisons for the 33 m wind and the 100 m wind. In both
cases are the FINO data given both as the 10 min average closest to the time of the
SSM/I measurement and as the 1 h average centered at that time. The trend is fine
for wind speeds below around 18 m/s at 33 m, and below 20 m/s at 100 m, above
these limits the SSM/I increasingly over-predicts the wind speed. There is con-
siderable spread, however, also below the mentioned limits. For the 100 m data the
average deviation SSM/I minus FINO-1 hourly averages is 0.34 m/s and the
standard deviation is 3.0 m/s, appreciable more than the postulated 0.9 m/s. For
the 10 min results at 100 m the average deviation is 0.35 m/s and the standard
deviation is 3.1 m/s. For the 33 m results hourly and 10 min average deviations
are 0.78 and 0.77 m/s, and the standard deviations 2.6 and 2.7 m/s, respectively.
The FINO-1 site is at the edge of the SSM/I coverage area with only around 20 %
of the satellite passages providing a validated wind speed. This may explain part of
the discrepancies. Another uncertainty factor is the validity of the logarithmic
profile at higher levels. The spread is higher for the 100 m than for the 30 m
comparison results.

Another statistical measure is the Weibull distribution [7], as shown in Fig. 6.
In correspondence with Fig. 5 the SSM/I data has a larger amount of high wind
speeds than what is measured at FINO-1. The analyzed period is here 2004–2009.
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2.3 Long-Term Investigation

The long time series makes it possible to investigate the long-term (20 year) trend
in wind resources. Combining the time series from the six mentioned satellites so
that the data from a higher numbered satellite takes precedence over those from a
lower numbered, an almost 23 year list of two daily measurements is created.
Figure 7 shows plots for the monthly wind speed averages in the period July 1987
to March 2010 for a point in the North Sea: 0�E, 59�N, and for one in the Baltic
Sea: 18.75�E, 56�N. For the same points Fig. 8 shows the wind speed distributed
in intervals of 5 m/s. There does not seem to be any trend in wind speed over these
years, neither positive, nor negative.

2.4 Discussion

The SSM/I series of satellite data delivers the longest obtainable almost unbroken
time sequence of consistent worldwide offshore wind speed data. The rms-error is
given as 0.9 m/s but at the edge of the domain, i.e. relative close to the coast,
where the majority of satellite passes do not result in measurement data, the rms-
error is larger, and for the tested site the SSM/I data over-predicts the anemometer
data at high wind speeds. The increase in number of severe storms, as predicted by
some climate change investigators, is not seen in the SSM/I data so far.
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3 QuikSCAT

3.1 Introduction

The QuikBird satellite was launched in June 1999 carrying on-board an active
microwave scatterometer, SeaWinds, which was referred to as QuikSCAT. It was a
sun synchronous, polar orbiting platform, with an 1,800 km wide swath. Until
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November 2009, QuikSCAT recorded information about the global wind speed
and direction near the ocean surface. Due to the long period of operation, it
provided a valuable data set of wind vector information over the ocean. Data were
available in near real time for monitoring of storms as well as data assimilation
from Numerical Weather Prediction Models.

A scatterometer’s principle of function is based on measuring the incoming
radiation that has been backscattered from the sea surface. This backscattered
radiation describes the state of the scattering surface as observed from a specific
geometry, described by the azimuth and the incidence angle. For the determination
of a finite set of wind vector solutions, at least two observations at different
geometries are required. The existence of small scale waves on the water surface,
that are assumed to be in equilibrium with the wind, applies a modification to the
backscattered radiation. Based on this assumption, empirical algorithms—known
as Geophysical Model Functions (GMF)—have been developed in order to relate
the amount of backscattered radiation that reaches to the instrument with the near-
surface wind vector.

The direction of the wind applies a modulation to the observed backscattered
radiation and because of this, a correction is required. Thus, the wind vector is
determined by combining several observations of the backscattered radiation from
multiple viewing angles. The wind retrieval process consists of (1) wind inversion,
where the GMF is inverted in order to obtain multiple maximum likelihood esti-
mates of wind speed and direction. (2) An ambiguity removal algorithm that
selects one of these estimates at each wind vector cell.

Using a geophysical model function, F, the radar backscatter r0 is linked to the
wind vector with an expression of the form

r0 ¼ FðU; a; h; f ; pÞ

where U is the neutral stability wind vector at 10 m above the sea surface, a the
azimuth angle, f the frequency, p the polarization and h the incidence angle of
the observation. Modeled backscatter values are generated corresponding to the
measurements. A maximum-likelihood estimator is used as the objective function,
of which the multiple extrema are the wind ambiguities produced during the wind
inversion process. The model function performs best for wind speeds in the range
of 5–12 m/s, thus errors are larger for wind speeds outside of this range.

The ambiguity removal algorithm uses a modified median filter technique in
order to select a unique wind vector out of the set of ambiguities produced during
the retrieval process. Based on simulated data there are usually between two and
six ambiguities for every Wind Vector Cell. The purpose of the algorithm is to
choose the solution closest to the true wind [8].

An important issue is that equivalent neutral wind may differ from the actual
wind due to variations in the atmospheric stability. Deviations from the well
described logarithmic profile of wind speed versus height may occur, depending on
the stratification of air near the water surface. Unstable atmospheric conditions, i.e.
water temperature higher than atmospheric temperature, may lead to overestimated
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QuikSCAT wind speeds. To the contrary, stable atmospheric conditions, dominant
when the atmospheric temperature is higher than the water temperature, may lead
to underestimated QuikSCAT wind speeds [9].

Since its launch, QuikSCAT has provided valuable measurements for many
studies that varied from validation of the data to tropical storm monitoring. Ebuchi
et al. [10] evaluated the wind vectors observed by QuikSCAT using offshore buoy
data and results indicated that the rms difference for the wind speed was about
1 m/s. For the wind direction, the rms difference was about 20� when measure-
ments higher than 3 m/s were used. Bourassa et al. [11] validated the wind vectors
from QuikSCAT against observations from different research vessels, for rain free
conditions. The ambiguity selection was found to be near perfect for surface wind
speed higher than 8 m/s. Tang et al. [12] concluded that the accuracy of high
resolution wind vectors is satisfactory in open seas while higher errors have been
observed near-shore, both from the standard and the high resolution products. As
presented in Boutin et al. [13], QuikSCAT operational products are accurate to
5 % or better when compared with buoy data from the South Ocean and North
Atlantic.

The use of satellite data in coastal areas is a challenge due to the contamination
of land. Despite that, QuikSCAT products have been used in comparison with
near-shore data. Pickett et al. [14] compared QuikSCAT products with near-shore
buoy wind data in order to evaluate the performance of the remotely sensed wind
vectors in coastal areas. They found that satellite-buoy wind speed differences near
shore were 30 % larger than those offshore. Identification of coastal winds, such as
the sea breeze is of high value. The sea breeze is a phenomenon that has a diurnal
cycle since it occurs because of differential heating of the land and sea masses
during the day. While the air above the land becomes lighter and rises, denser air
from the ocean flows in to fill the gap. There have been attempts to evaluate the sea
breeze over the world ocean using the QuikSCAT swath winds [15]. An extensive
list of relevant literature can be found in the review paper from Liu [16].

Radar backscatter is influenced by rain mainly due to backscatter of the signal
from the rain, attenuation of the signal passing through the rain and modification of
the surface due to the impact of raindrops. Large swell, rapidly changing winds
and surface contaminants will also affect the water surface. Despite these known
issues, QuikSCAT has been consistently providing wind vector information for the
global ocean. It has been proven a most useful tool for tropical and extra-tropical
storm monitoring [17], as a validation set against numerical weather prediction
model outputs [18] as well as for data assimilation. It has operated far longer than
originally planned, since the original mission design was three years and the
instrument lifetime was five years. As of November 23, 2009 the antenna rotation
rate dropped to zero due to increased friction caused by the bearings. This affected
only the real time scanning equipment, while the long-term data collection system
remains intact and operational.
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3.2 Data

QuikSCAT was in operational polar orbit of 101 min duration, at an altitude of
803 km and travelling with a speed of approximately 7 km/s. The local Equator
crossing, achieved during the ascending (morning) node, was at 06:00 ± 30 min.
The scatterometer, operating in the Ku-band at a frequency of 13.4 GHz, was an
active radar. It used a rotating dish antenna that radiated microwave pulses towards
broad regions of the planet’s surface in order to measure the power that is scattered
back to the instrument. Data were collected over the ocean, land and ice in an
1,800 km wide swath, covering 90 % of the Earth’s surface every day. Each
geographic location, or Wind Vector Cell, has a resolution of 25 km while each
radar backscatter observation corresponds to a surface of approximately
25 9 37 km [19]. Measurements included wind speed in the range of 3–20 m/s
with an accuracy of 2 m/s and wind direction, with an accuracy of 20�.

There were two basic systems, the space borne observatory system (radar) and
the ground based data processing one. The ground based system produced wind
measurements within three days of receiving raw data from the satellite. Data are
then distributed to NOAA-Suitland for operational uses and to JPL for science
processing. The data used for the results included in this chapter are produced by
Remote Sensing Systems—RSS—and are sponsored by the NASA Ocean Vector
Winds Science Team. They are publicly available in www.remss.com. More
information can be found in the JPL home page (http://winds.jpl.nasa.gov/
missions/quikscat/index.cfm).

3.3 Results

The extended available data set provided by QuikSCAT can be used to derive
statistic results regarding the general climatology of an area, in the present case the
North Sea and the Baltic Sea. As relatively shallow seas, they provide ground for
several offshore wind parks, constituted by hundreds of wind turbines. The fol-
lowing maps provide some relevant information about the areas which may be
trusted as future sites.

The availability of QuikSCAT data for the areas of interest, as presented in
Fig. 9, may be used to evaluate the statistical sufficiency of results and the validity
of conclusions. Note that due to the impact of rain in the radar backscatter and thus
the wind retrieval process, it is most suitable to exclude cells that are flagged with
the presence of rain from analyses. The area of the North Sea shows a sufficient
coverage for the very high quality pixels, i.e. no presence of rain. To the contrary,
the Baltic Sea has a good coverage in the center, away from the coastal areas while
inland waters, like the Danish straits, are not covered at all.

The long term data set provided for QuikSCAT is able to provide statistically
relevant indications about the trends of wind speed in different areas. Mean
morning wind speeds for the entire period of available data are presented in
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Fig. 10, while the afternoon ones are shown in Fig. 11. With two passes per day
above the North sea and the Baltic, QuikSCAT does not properly resolve the
diurnal variability of the wind field. Despite that, a diurnal signal can be identified
in Fig. 12 where the morning minus afternoon wind speed difference for the entire
period of available data is shown.

Figure 13 shows the percentage of days, during the entire QuikSCAT recording
period when the wind speed is larger than 10 m/s. Cases of rain have been
excluded and pixels with very low data availability, i.e. less than 280 observations,
have been removed. To the contrary, Fig. 14 shows the percentage of days when
the wind speeds are lower than 3 m/s. Below this threshold QuikSCAT mea-
surements are not to be trusted due to the specifications of the algorithm used
during the wind retrieval process.

3.4 Discussion

Some important issues should be always kept in mind while relying on the results
provided by QuikSCAT. Scatterometer winds are representative of neutral con-
ditions hence the stability of the atmosphere may result in different real situations

Fig. 9 Percentage of passes with no rain for every pixel of the domain, from August 1999 until
October 2009 from QuikSCAT. White indicates areas with no data coverage due to the coarse
resolution
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than what the measurements imply. The wind vector cell resolution does not allow
retrieval of detailed information in coastal areas, approximately 30 km from land.
Despite this general feature, there are some coastal areas including the west coast
of Denmark, south coast of Norway, Latvia and some parts of Sweden and Ireland
for which QuikSCAT provides measurements very close to the land. Moreover, the
maximum coverage of two passes per day does not properly resolve the diurnal
cycle. In addition, rain alters the ocean surface, attenuates and scatters the radar
signal and its overall impact is higher wind speed estimates. Therefore, rain flags
are included in the gridded product which should aid for the filtering of data. Radar
backscatter over ice has different properties compared to the one over the sea
surface, thus no wind retrieval is obtained over ice covered areas. This is the
reason for the data availability pattern seen in the Baltic Sea. The ice mask used to
filter the data is obtained from SSM/I, which is a passive microwave instrument.
Due to the nature of the microwave signal, no information is obtained close to land
and thus, the ice mask is only available for the central part of the Baltic Sea. The
coastal areas are masked out when the ice mask is active and this gives rise to
the specific pattern of data availability seen in Fig. 9. This feature is inherent in the
QuikSCAT product from RSS, but products from other distribution centres will be
different.

Fig. 10 Mean morning wind speeds, from August 1999 until October 2009 from QuikSCAT.
Cells with presence of rain are not included in the processing. White areas indicate no or very few
(less than 280 observations) data availability
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As far as data availability is concerned, the largest part of the particular domain
of interest is covered approximately 90 % of the time with data of trusted quality.
That means that no rain is present and that the QuikSCAT measurement should be
trusted. To the contrary, the Baltic Sea is only sufficiently covered in the center,
away from complex coastal morphologies, while there is a buffer zone of 30–50 %
coverage. Inland waters are almost never covered. The maximum percentage is a
theoretical value and would correspond to a full data set, with two successful
passes per day with no rain contaminated cells at all. The full data set from 10
years and three months would give 7.490 data points.

As mentioned before, the platform has two nodes, i.e. ascending during the
morning and descending during the afternoon. The local time for the Danish
waters is approximately around 06 and 18 h. Morning wind speeds represent post
night time conditions, with maximums reaching between 10 and 11 m/s in the
Atlantic. This area is complex for scatterometer wind retrievals and care has to be
taken when evaluating the results. The warm surface current separating from the
Gulf Stream, travels North–East towards Norway. High sea surface temperatures
and currents moving in the direction of the wind speed may complicate the radar
backscattered signal and give rise to overestimated winds. The North Sea has an
average between 7.5 and 9 m/s while the Baltic exhibits somewhat lower speeds,

Fig. 11 Mean afternoon wind speeds, from August 1999 until October 2009 from QuikSCAT.
Cells with presence of rain are not included in the processing. White areas indicate no or very few
(less than 280 observations) data availability
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in the range of 6.5 and 7.5 m/s. Protected areas show lower wind speed and the lee
effects of big land masses can be observed, especially in the east coast of England.
The afternoon passes, averaged through the entire period, show slightly lower
wind speeds for the Atlantic, Baltic and some areas of the North Sea. What is
rather striking is the amplified lee effect located in the east coast of England. This
can also be an artifact of the equivalent neutral wind definition. In the case that
stable conditions persist in the area due to the advection of warm air from the land
over the cooler sea surface in the afternoon, the equivalent neutral wind will be
underestimating the true wind and this can explain this pattern seen amplified in
the afternoon mean wind speed.

Even though diurnal variability is not properly resolved, the average difference
of morning minus afternoon wind speeds shows some persistent patterns. Large
areas in the Baltic exhibit higher afternoon winds but the maximum difference
does not exceed 0.5 m/s. The waters between Denmark and Sweden, only
observed from May to November show higher morning winds. The North Sea and
the North Atlantic have on average higher morning winds that reach a maximum
of 0.6 m/s. Higher differences are observed for some grid cells but are spurious
due to the low data availability in those grid cells.

Fig. 12 Mean wind speed difference, between morning and afternoon passes, for the period
between August 1999 until October 2009 from QuikSCAT. White areas indicate no or very few
(less than 280 observations) data availability
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Since offshore wind energy is a key concept for some of the shallow areas
represented in the results above, it could only make sense to use the long term data
provided by QuikSCAT in order to evaluate the potential of wind availability.
Wind speeds higher than 10 m/s are consistently observed 45 % of the time in the
Atlantic. In the North Sea, this threshold is exceeded between 25 and 35 % of the
time, depending on the area. Coastal areas and inland waters are less susceptible to
high winds, but still the Irish Sea and the Wadden Sea show winds higher than
10 m/s as often as 20 % of the time. This may be an artefact of the rain flagging
scheme, as the most accurate rain flag is not active in areas close to the land. Rain-
contaminated observations, typically associated with higher winds, may be
included in the analysis thus giving rise to higher mean wind estimates. Very low
wind speeds (less than 3 m/s) are most oftenly observed in the Baltic where the
percentage of time reaches a maximum of 15 %. In the most part of the coastal
areas surrounding the Wadden Sea, winds lower than 3 m/s are almost never
observed. Very low percentages of low winds are also recorded in the Atlantic, the
English Channel and offshore from Belgium and the Netherlands.

The examples presented above demonstrate how the long temporal and large
spatial coverage of QuikSCAT can be implemented, in order to evaluate various
offshore wind characteristics. Results should be treated with care as the

Fig. 13 Percentage of no-rain days, when wind speed is higher than 10 m/s. Period: August 1999
until October 2009 from QuikSCAT. Areas with less than 280 observations are excluded. White
areas indicate 0 %
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instantaneous spatial series observed from the scatterometer cannot substitute the
temporal series obtained from in situ observations. In addition, areas where various
phenomena interact will complicate the retrieval of winds. Extended examples of
the use of QuikSCAT for offshore wind resource assessment can be found in [20].

4 SAR

Synthetic aperture radar (SAR) imagery is used for a wide range of applications
including land cover mapping, snow cover and sea ice monitoring, ship and oil
spill detection, and wave measurements. No SAR mission has been designed
specifically for wind observation but imagery from SAR has proven to be very
suitable for detailed mapping of wind fields over the ocean. In contrast to the
readily available wind products from passive microwave and scatterometer
observations, the processing of raw SAR data to wind fields lies in the hands of
individual data users. The spatial coverage of SAR data is variable over the globe
and the frequency of observation is low compared to passive microwave sensors
and scatterometers. The major advantage of SAR wind fields is the high spatial

Fig. 14 Percentage of no-rain days, when wind speeds are lower than 3 m/s. Period: August
1999 until October 2009 from QuikSCAT. Areas with less than 280 observations are excluded.
White areas indicate 0 %
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resolution (\1 km), which can reveal wind phenomena at the mesoscale. This
resolution allows wind mapping in the coastal zone where offshore wind turbines
are typically located.

SAR sensors transmit pulses in the microwave spectrum and measure the
Doppler shift and time delay of the signal, as it is returned from the Earth surface.
This information is used, through advanced signal processing, for generation of
images showing the radar backscatter coefficient, r0. The amount of radar back-
scatter from an area unit at the surface depends on geophysical properties such as
the surface roughness and moisture content and also on the radar wavelength and
viewing geometry. Radar pulses interact best with elements at the surface, which
are proportional in size to the radar wavelength. For example, radar pulses
transmitted towards a rough sea surface interact with ocean waves of similar
wavelengths. The scattering is then diffuse and known as Bragg scattering [21].
Over a smooth sea surface, specular reflection is the dominant scattering mecha-
nism and no signal is returned to the radar. The sea surface state (i.e. rough or
smooth) is determined mainly by the local wind. Radar backscatter is thus related
closely to the wind speed and the wind direction relative to the radar viewing
geometry.

4.1 Satellite SAR Systems

In year 1991 and 1995, ESA launched two nearly identical SAR systems, ERS-1
and ERS-2, which operated at C-band frequency (*5.3 GHz). ERS-1/2 SAR data
were used, in combination with ERS-1/2 scatterometer wind fields, to develop
semi-empirical geophysical model functions (GMFs) for SAR wind retrievals at
C-band. The swath width of ERS-1/2 was limited to 100 km. The spatial and
temporal coverage was improved significantly with the launch of RADARSAT-1
by CSA in 1995 and Envisat ASAR by ESA in 2002. Both of these sensors are
operated, by default, in ScanSAR mode with 400–500 km swath widths. This
facilitates operational wind mapping. The continuation of C-band SAR missions is
ensured with the launch of RADARSAT-2 in 2007 and the planning of ESA’s new
mission Sentinel-1, which is scheduled for launch in 2014. Additional SAR sensors
operating at L-band (*1.2 GHz) and X-band (*10 GHz) have been launched
over the recent years and improved methods for wind retrievals at these fre-
quencies are currently under development [22, 23].

4.2 SAR Wind Retrieval

GMF’s for SAR wind retrievals are based on the functions developed for scatt-
erometer wind retrievals [24]. Scatterometers observe a given point at the sea
surface from different angles using multiple or rotating antennas. This gives a
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unique relationship between the radar backscatter, wind speed, and direction. In
contrast, SAR sensors have a single antenna. Several wind speed and direction
pairs may thus correspond to a given observation of the radar backscatter. It is
therefore necessary to obtain the wind direction via other techniques before the
wind speed can be retrieved from SAR.

Back in 1978, when the first spaceborne SAR sensor was launched on-board
SEASAT, it became clear that signatures aligned with the wind direction are often
visible in SAR imagery. These signatures are associated with atmospheric
boundary layer rolls. Gerling [25] applied Fast Fourier Transformation to detect
the orientation of the wind streaks. Other techniques have been developed since
then to retrieve wind directions directly from SAR imagery [26–29]. The challenge
is to discriminate between wind-related image streaks and other linear features,
such as ice edges and coastlines, and also to resolve the 180� ambiguity problem
associated with the streak detection.

Wind directions may also be obtained from alternative data sources. For local
studies, site measurements can be used if available. For regional studies, it is
advantageous to use spatial information about the wind direction, obtained from
either atmospheric models or scatterometers. Such global, coarse-resolution data
sets are very suitable for operational wind retrieval but some uncertainty is
introduced through the interpolation in time and space, which is necessary to
match the SAR data.

GMF’s for SAR wind retrieval takes the general form:

r0 ¼ Aðh;UÞ 1 þ Bðh;UÞ cosð/Þ þ Cðh;UÞ cosð2/Þ½ �c

where r0 is the radar backscatter coefficient, U is wind speed at the height 10 m for
a neutrally-stratified atmosphere, h is the local incident angle, and / is the wind
direction with respect to the radar look direction. The coefficients A, B, C, and are
functions of the wind speed and the local incident anglec is an emperical constant .
Some widely used model functions include CMOD-IFR2 [30], CMOD4 [31], and
CMOD5 [32]. The last mentioned performs wind retrievals up to hurricane wind
speeds whereas the valid wind speed range for previous CMOD functions was
limited to approximately 2–24 ms-1.

As the model functions were originally constructed for vertically polarized
C-band SAR data (CVV), some adjustment of r0 is needed when working with
horizontally polarized SAR data (CHH). For example, RADARSAT-1/2 operate in
CHH by default, as these sensors were designed mainly for ice monitoring. Some
researchers have assumed that the backscatter coefficient in CHH is simply equal to
CVV times a function that describes the ratio CHH/CVV; the so-called polarization
ratio. Polarization ratio expressions proposed by Elfouhaily [33], Thompson et al.
[34], and Vachon and Dobson [35] depend only on the radar incident angle.
Mouche et al. [36] proposed a more complete model for the polarization ratio at
C-band based on simultaneous measurements at CHH and CVV from airborne SAR.

Empirical GMF’s rely on the assumption that wind speed increases logarith-
mically with height above the sea surface. This is normally true if the atmospheric
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boundary layer is neutrally stratified. Stable stratification would typically lead to
an underestimation and unstable stratification to an overestimation of the 10 m
wind speed. Deviations from the logarithmic wind profile are particularly strong in
near-shore areas where the atmospheric boundary layer may be influenced by the
land. GMFs can thus be expected to perform better over the open ocean than for
coastal seas. The absolute accuracy on wind speeds retrieved from SAR data has
been tested through comparisons with data from offshore masts [37–39], ocean
buoys [40, 41], scatterometers [42], and atmospheric models [43, 44]. These
studies all report deviations of less than 2 ms-1 between SAR and other wind data.

4.3 Wind Field Retrieval Over the Baltic, North and Irish
Seas SAR Wind Retrieval

The DTU Wind Energy operates a system for operational SAR wind field retrieval.
The system, which is developed by the Johns Hopkins University, Applied Physics
Laboratory, can be used for processing of most satellite SAR data types to wind
fields. Data from Envisat ASAR are obtained continuously from ESA over the
Baltic, North, and Irish Seas and the wind processing is performed within a few
hours from the data acquisition. Wind directions from the US Navy Operational
Global Atmosperic Prediction System (NOGAPS) are used to initiate the wind
speed retrieval. The six hourly model wind vectors are available at a 1� latitude and
longitude grid. They are interpolated in time and space to match the satellite data.

Figure 15 shows two examples of SAR wind fields retrieved in January 2010
over the North Sea and the Baltic, respectively. In the first example, strong
southeasterly winds (15–20 ms-1) are blowing over the North Sea. A gradient of
the wind speed is seen with increasing distance from the coastline of west Denmark.
Sheltering from the land is particularly strong within the first *50 km offshore.
Streaks aligned with the model wind directions are visible and there is a good
agreement between the SAR and model wind speeds. In the second example, two
different wind regimes are seen over the Baltic. Strong winds from the northeast are
seen over the southern part of the basin whereas winds are moderate and from the
northwest in the northern part. For both regimes, sheltering effects are seen
downwind of the islands and coastlines and there is a good agreement between the
SAR and the NOGAPS model wind speeds.

4.4 Mesoscale Wind Phenomena Observed by SAR

The high resolution of SAR wind fields facilitates description of different meso-
scale wind phenomena which typically originate from the interaction of winds with
the local topography. For example, a large number of wind situations over Alaska
observed from RADARSAT-1 are described by Young and Winstead [45].
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Observed mesoscale wind phenomena in this high-relief and high-wind region
include island and mountain wakes, barrier jets, gap flows, and lee waves. Bora
events over the Adriatic and Black Seas observed from Envisat ASAR imagery are
described by Alpers et al. [46]. Likewise, the SAR image archive at DTU Wind
Energy contains many interesting examples of mesoscale wind phenomena of
which two are presented here:

Figure 16 (left) shows a situation where the wind flow is compressed, as it is
forced from easterly directions around the Norwegian coast. As a consequence, the
wind speed increases significantly over a large area towards the north and west.
Figure 16 (right) shows the presence of periodic wave patterns on the lee side of
Scotland with winds blowing directly from the east. The waves are atmospheric
gravity waves, which cause strong variations in the wind speed over scales of
*10 km. This SAR wind field also shows speed-up as well as sheltering effects of
the rugged Scottish terrain.

4.5 Applications of SAR in Offshore Wind Energy

Wind fields from SAR are useful for several applications related to offshore wind
energy. The detailed spatial information provided by SAR systems can be used to
characterize offshore wind fields, as described above, and to validate model

Fig. 15 Wind fields from Envisat ASAR over (left) the North Sea 16 January 2010 at 09:51
UTC, and (right) the Baltic 11 January 2010 at 09:06 UTC. Arrows indicate model wind vectors
from NOGAPS using the same scale
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simulations of winds where no other observations exist. The two-dimensional
satellite observations may also be used to further explain one-dimensional
observations from meteorological masts. In the following, different studies where
SAR wind fields from DTU Wind Energy have been used for an application in
wind energy are described.

Knowledge about the wind speed gradient with distance offshore is very
valuable in wind farm planning as most offshore wind farms are installed within
the first 50 km from the coastline where the gradient can be very strong. SAR wind
fields have been used, in combination with other data sources, to determine the
wind speed gradient from the coastline of western Denmark [47]. Wind speed
gradients found from SAR were approximately twice as large as predicted by
various models. This difference may reflect limitations in either the SAR or model
data in terms of their ability to resolve coastal wind speed gradients.

Periodic wind variations caused by atmospheric gravity waves impact the wind
power production and it is thus important to predict such events as accurately as
possible. Larsén et al. [48] has made a case study of atmospheric gravity waves over
the Danish wind farm site Nysted using spectral information from meteorological
observations and the Weather Research and Forecasting (WRF) Model. A SAR
wind field was used to confirm the wave patterns found from the spectral analysis.

SAR images can also be used to quantify the wake effect of large offshore wind
farms. In the event that multiple wind farms are planned within a given area it is
important to predict the sector-wise power loss caused by wind shadowing from

Fig. 16 Wind fields from Envisat ASAR over (left) parts of the North Sea 25 April 2010 at 21:06
UTC, and (right) the seas around Scotland 11 January 2010 at 10:48 UTC. Arrows indicate model
wind vectors from NOGAPS using the same scale
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one wind farm to the other. A significant reduction of the mean wind speed
downwind of the 80 turbines comprising the Horns Rev I wind farm in Denmark
has been found from a study of satellite and airborne SAR imagery [49, 50]. In
some situations, this wake effect persisted for more than 20 km downwind and
much longer than predicted from wake models.

Thanks to the growing SAR data archives, and a much easier user access to SAR
data over the recent years, it is now possible to obtain a sufficient amount of SAR
scenes for statistical analyses of wind resources. This type of analysis relies on
fitting of a Weibull function to wind data from SAR, analogous to wind resource
assessment from mast observations. A minimum of 70 overlapping SAR scenes are
needed to obtain the mean wind speed or the Weibull scale parameter with ±10 %
accuracy at the 90 % confidence level, whereas thousands of samples are required
for estimation of the power density and the Weibull shape parameter [51]. Wind
resource maps from SAR are valuable in the pre-feasibility stage of wind farm
planning but the level of uncertainty is normally too high to be bankable.

As a consequence of satellite SAR orbit dynamics and the variable coverage
from site to site; wind fields from SAR are not as easily combined for statistical
analyses as the gridded SSM/I and QuikSCAT wind data. Figure 17 (left) shows
some SAR scenes held by DTU Wind Energy over the western part of the North
Sea. The coverage varies from approximately 250–600 overlapping scenes. The
mean wind speed computed from the corresponding wind fields is shown in
Fig. 17 (right). The highest mean wind speed (*10 ms-1) is seen in the northern
part of the map where the topography of the Norwegian coast influences the wind
fields. The remaining parts of the North Sea shows mean wind speeds of 8–9 ms-1

with a gradient towards the coast. This gradient varies for the different coastlines
in the map and is generally strongest for the more exposed coastlines. Compari-
sons of the wind resource estimates from SAR with estimates from coastal and
offshore meteorological masts have shown agreement within 5 % on the mean
wind speed for the North Sea, which is far better than the accuracy of wind
resource maps produced through mesoscale modeling [52].

5 Summary and Discussion

In broad terms, satellite remote sensing in offshore wind energy can be summa-
rized to build upon the long-term data series of global wind speed maps from
passive microwave and global wind vector maps from scatterometer. Furthermore,
the long-term data series of regional wind vector maps from SAR, where the actual
coverage of SAR has to be identified in the archives, gain increasing importance.

Offshore wind energy is on the rise and satellite-based ocean surface wind maps
may support planning, development, maintenance and operation. In regard to
planning it is of importance to understand the long-term trend of ocean winds. This
is shown as examples for two locations, one in the Baltic Sea and the other in the
North Sea, from SSM/I data for a 23 year period. There seems not to be any trend
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in the data divided into different wind speed bins, i.e. the data does not exhibit
more storms or calms in recent years. In a study by Hasager et al. [53] SSM/I
ocean wind data were compared to the Danish wind index, i.e. the produced wind
energy compared to the long-term average wind energy production. As most wind
turbines in Denmark are located on land, the wind index reflects land-based winds
rather than offshore winds. The study indicate that SSM/I data correlate very well
with the wind index, and follow the ups and downs between windy and less wind
years and also follow long-term variations in the North Atlantic Oscillation (NAO)
closely. However, the ocean winds appear to be more steady with a smaller
amplitude between minimum and maximum variation than the Danish wind index.

The morning and afternoon wind speed variations and their difference in the North
and Baltic Seas as mapped from QuikSCAT show differences around ±0.5 m/s
variation, possibly explained by major land effects. Maps of the occurrences of winds
above 10 m/s and below 3 m/s show great spatial variations. The time-series span
10 years, thus the results are assumed to reflect wind statistics reasonably well. The
number of available rain-free data ranges from 30 to 50 % in most of the area
mapped, excluding the very near coastal parts, in particular in the Baltic Sea.

Ocean surface wind maps from SAR were at first retrieved offline in a research-
based environment. Near-real-time SAR-based ocean surface wind mapping was
started by JHU APL in the Alaska SAR Demonstration project in 1999 [54] for

Fig. 17 Maps over the western part of the North Sea showing (left) the spatial coverage of SAR
scenes held by DTU Wind Energy, and (right) the mean wind speed calculated from the
corresponding SAR wind fields at a 1 9 1 km spatial resolution based on Envisat
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NOAA/NESDIS, the National Oceanic and Atmospheric Administration/National
Environmental Satellite Data and Information Service. Currently also Collecte
Localisation Satellites (CLS) in France and DTU Wind Energy in Denmark
provide near-real-time SAR ocean wind mapping. ESA has since 2008 been
supporting ocean wind mapping in near-real-time from SAR through CLS
www.soprano.xx as Level-2 product.

SAR-based wind mapping for wind energy applications is useful, in particular
for wind resource estimation in the near coastal zone. In this zone passive
microwave and scatterometer data are not available. The archive of satellite SAR
images is quickly expanding and in some locations such as the North Sea and
Baltic Sea several hundreds of Envisat ASAR images are recorded. In addition,
SARs on-board ERS-1/-2, RADARSAT-1/-2, and other SAR sensors have
observed these seas. The wind resource maps usually are provided with spatial
resolution around 1 km and at this resolution many fine-scale atmospheric phe-
nomena are resolved. This may be one reason that wind resource estimates based
on SAR may have advantages to mesoscale model results for the offshore.
Atmospheric fine-scale phenomena at either local or regional scale are not nec-
essarily persistent for long but still influence long-term statistics. Thus it is stressed
here that the more SAR observations become available, the better the wind
resource mapping will be. Recent results from the North Sea show that SAR can
compete with mesoscale model wind resource results [52]. In fact, the error as
compared to three meteorological masts with high-quality time-series is smaller
for SAR than the mesoscale model results.

Wind mapping from SAR is a relatively new Earth Observation discipline and
further progress in GMF algorithms, polarization ratio, and calibration of sensors
is expected in the future. In parallel, further analysis of the needs of the offshore
wind farm developers and owners will be undertaken so as to retrieve and calculate
relevant wind statistics for wind energy applications.

All satellite-based ocean surface winds are valid at 10 m above sea level and
assuming neutral static stratification. It is clear that non-neutral situations occur
and therefore the data should be corrected in case the necessary thermal infor-
mation is available, i.e. the sea surface and air temperature. Furthermore, it has
been shown from ground-based lidars that probe high in the atmosphere that the
influence of the boundary layer height is important in some cases, in particular for
stable conditions in the North Sea [55]. The extrapolation of winds from 10 m to
wind turbine hub-height is not trivial. Thus in the EU-NORSEWInD project this
topic will be investigated using ground-based wind lidars.

6 Future

The trend in offshore wind farming is on a steeply rising curve. In the European
Seas the expectation is that the current 6 GW will be supplemented with another
146 GW within the next 20 years. The first 6 GW as well as the 9 GW in
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construction and in preparation and also the 18 GW fully consented offshore wind
parks are and will be located in shallow seas. The Baltic and North Sea are on the
continental shelf. In contrast, deep waters are surrounding most countries world-
wide, thus new types of wind turbine installation such as floating platforms will
open an immense opportunity. In parallel, the need for offshore ocean surface wind
climate statistics will increase.

6.1 Passive Microwave and Scatterometer in Offshore Wind
Energy

In the foreseeable future the four scatterometers in space ASCAT-A and ASCAT-
B, Oceansat-2 and HY-2A will continue operation. ASCAT has a five year design
lifetime, i.e. until 2011 but hopefully it will continue several more years.
Oceansat-2 has a five year design lifetime until 2014. HY-2A has a three year
design lifetime until 2014. The METOP-B (EUMETSAT) with a new ASCAT was
launched in 2012 with a design lifetime of five years.

In Russia the Roshydromet/Roscosmos plan to launch the Meteor-M#3 with
scatterometer payload in year 2014 with a planned lifetime of seven years.

China (NSAOS) and France (CNES, Centre National d’Etudes des Spatiales)
plan to jointly launch a scatterometer in year 2013 on the platform CFOSat, the
Chinese French Ocean Satellite. India has proposed ScatSat for launch in 2014 and
China (NSAOS) has the HY-2B proposed for launch in 2014.

NOAA is proposing a scatterometer flight for JAXA’s GCOM-W2 in 2016.
GCOM is part of the Global Change Observation Mission. W is for Water cycle
(as opposed to GCOM-C Carbon cycle). The payload will include a scatterometer
as SeaWinds and a passive microwave radiometer as AMRS. Thus the AMSR-
series will be continued as well as the QuikSCAT (SeaWinds) mission, the latter
however with a gap in data from year 2009 to 2016. AMSR-E has been in oper-
ation for ten years.f

The F-series with F-15, F-16, F-17 and F-18 currently in operation with ocean
surface wind passive microwave sensors and will be continued by two more sat-
ellites in the F-series, F-19 for launch late in year 2014 and F-20 in year 2020 by
DMSP.

In summary, there will be several scatterometers and passive microwave
radiometers in space in the next decade. For offshore wind energy mapping this is
expected to prove very useful. The high temporal mapping of global ocean surface
winds are secured. Ocean surface winds from the F-series is of particular benefit
for long-term trend analysis for global wind energy applications.
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6.2 SAR in Offshore Wind Energy

The present fleet of Earth Observing satellites capable of observing ocean surface
winds at high spatial resolution will be significantly expanded according to present
plans. There are eight active SAR instruments in space currently for civilian
operation and even though three of these are far beyond their planned lifetime,
there are plans to continue these missions.

For the oldest active SAR in space, the European ERS-2, the plan to continue
until mid-2011 was done, i.e. completing 16 years of observations.

Also RADARSAT-1 in Canada was active after 18 years mission and the SAR
archive is being continued through RADARSAT-2 that is now in space with a
seven year design lifetime, i.e. until year 2014. Furthermore, the RADARSAT
Constellation plan consists of three new satellites with SAR’s on-board to be
launched in year 2018. With RADARSAT-2 and the three next satellites in space
95 % of the world will be visited daily by these three.

Envisat, the European flagship, has operated double of its five year design
lifetime. Envisat had a modification of orbital parameters in October 2010 to be
able to operate with minimum hydrazine. The changes influenced overpass times.
Unfortunately Envisat stopped in April 2012.

The Japanese ALOS PALSAR with design life of three years operated five
years.

The four Italiean CosmoSkyMed SAR’s launched between year 2006 and 2010
all have a five year design lifetime.

The German TerraSAR-X1 launched in year 2007 and TanDEM-X launched in
year 2010 both have five year design lifetime. TanDEM is TerraSAR-X add-on for
Digital Elevation Measurement. The TSX-NG (TerraSAR-X Next Generation) is
scheduled for launch in year 2016 with seven year design lifetime. The continu-
ation of the ERS/Envisat heritage will be the Sentinel series. ERS and Envisat are
research satellites whereas the Sentinel series will be operational, thus continua-
tion is planned. Sentinel-1 is to be launched in year 2014 with SAR payload. The
second Sentinel-1 will be launched a few years later and the Sentinel-1 pair will
operate in tandem and will provide coverage of Europa and Canada in less than
two days. Sentinel-1 has a seven year design lifetime with consumables for 12
years and it will be in orbit in ascending time at 18.00 LTAN. ESA is planning to
produce among other products, level two ocean wind maps from Sentinel-1. This
will be the first SAR-based ocean wind product from a space agency.

In China the Huan Jing (HJ)-1C satellite with SAR payload was launched in
year 2012 with a S-band SAR with HH polarization and 100 km swath. It is part of
the Huan Jing (Environmental Protection and Disaster Monitoring Constellation)
series.

Thus from the above description on future satellite SARs it is evident that
available SAR imagery will increase significantly. Several SARs will be used such
as Envisat, RADARSAT, TerraSAR-X, TanDEM-X and CosmoSkyMed. At the
same time CLS (Collecte Localisation Satellites) in France provide SAR Level-2
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product, i.e. ocean surface wind from SAR http://soprano.cls.fr/ in near real-time
and so does DTU Wind Energy. DTU Wind Energy offer wind resource mapping
based on satellite images since year 2006. Currently the wind maps from DTU
Wind Energy and CLS are being pooled together to increase the number of data
and for improvements on use for wind energy application in the EU-NORSEWInD
project (2008–2012) and for wind farm wake studies in the EU EERA-DTOC
project (2012–2015), the European Energy Research Alliance Design Tools for
Offshore wind farm Clusters.

In summary, the future use of satellite remote sensing in offshore wind energy is
by all means an obvious choice.
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Optimization of AC Electric Power
Systems of Offshore Wind Farms

Marcos Banzo and Andres Ramos

Abstract Onshore wind energy has experienced a rapid growth in recent years due
mainly to the maturity achieved by its technology and the institutional support for
renewable energy. Offshore wind energy also faces a very promising future as an
extensive development of offshore wind farm (OWF) projects is planned in many
regions of the world. The electric power system is a prominent part of an OWF
since its design exceedingly affects the cost structure and operation of the entire
facility. Thus the electric power system of an OWF must be optimized in order to
minimize the life-cycle cost, while maintaining an adequate level of technical
performance. The optimization of the electric power system of an OWF poses a
complex mathematical problem since it requires considering jointly the key aspects
that characterize its design: system component costs, system efficiency and system
reliability. This problem may be addressed satisfactorily by using optimization
models based on classical and metaheuristic optimization approaches.

1 Introduction

Wind energy has been consolidated in 2000s decade as an effective energy source
in the fight against greenhouse gas emissions. The growth of wind energy in many
countries has been stimulated by institutional support for renewable energy.
Practically all the wind power installed in the last years has come from onshore
wind farms. On the contrary, offshore wind energy has made a minor contribution
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to growth. Nevertheless, offshore wind energy faces a promising future in many
countries because of the huge offshore wind resources and the experience gained
from the development of onshore wind energy. The growth perspectives of off-
shore wind energy in coming decades are very promising in many regions of the
world such as Europe, U.S and China [1].

The high capital cost that is generally required to develop an offshore wind farm
(OWF) is one of the key differences between onshore and offshore wind energy.
On average, capital cost for a new OWF is in the range of 2.0–2.2 million €/MW
for a near-shore shallow water facility, while for an onshore wind farm comprised
of medium-sized wind turbines (1.5–2 MW) is in the range of 1.1–1.4 million €/
MW [2]. This cost difference is primarily based on the higher cost required to
supply and build the electric infrastructure and wind turbine foundations in off-
shore wind energy.

The electric power system has a significant influence on the operation and
availability of an OWF. Due to the large investment required in the development
of an OWF, the output energy has to be maximized to shorten the payback period.
Hence the electric power system of OWFs must be optimized in order to have the
lowest life-cycle cost, while maintaining an adequate level of technical perfor-
mance. The main issues that characterize the design of the electric power system of
an OWF have to be taken into account in the optimization problem: system
component costs, system efficiency and system reliability. Likewise, specific
aspects of wind energy such as wind speed conditions or geographical location of
the OWF site must be considered as well. The above requirements set out a
complex mathematical problem that can be tackled through classical and meta-
heuristic optimization approaches.

This chapter is dedicated to the optimization of AC electric power systems of
OWFs. It is noteworthy that all OWFs in operation by end of year 2008 are built
with AC electric power systems. This is because the installation of AC electric
power systems in OWFs located near to the shore at an approximate distance no
longer than the range of 80–100 km is generally more profitable than that of DC
systems [3, 4].

Despite the extensive use of AC electric power systems in OWFs, there exists a
lot of research to implement DC electric power systems in OWFs [5, 6] and to
develop trans-national offshore transmission networks for connecting future OWFs
by means of high voltage DC (HVDC) links [7].

The chapter is organized as follows. Section 2 describes the main components
and the most representative layouts of the AC electric power systems of OWFs. A
review of the most important issues of the reliability and efficiency evaluation of
OWFs is carried out in Sect. 3. The optimization problem of the AC electric power
system of OWFs and some optimization models extracted from available literature
that have been used to face this problem are explained in Sect. 4. The chapter ends
with an application example in which an optimization model is shown.
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2 AC Electric Power Systems of OWFs

2.1 General Configurations

The electric power system of an OWF is responsible to collect the power from the
wind turbines and transmit it in an efficient, reliable and safe way to the point of
common connection (PCC) of the transmission grid located onshore. It is com-
posed by the electric power components (cables, transformers, switchgears, etc.)
that are among the wind turbine generator and the PCC.

The AC electric power system of OWFs may be divided into two parts, the
medium voltage (MV) collection system and the transmission system. The MV
collection system collects the power produced by wind turbines and transmits it to
a central collection point (CCP) through an internal grid of MV submarine cables
connecting the wind turbines to each other. The power collected at the CCP is
transmitted to the PCC through the transmission system in such a way that tech-
nical requirements established by the transmission system operator (TSO) at the
PCC are met. The route of the transmission link consists of a submarine cable
section from the CCP to the shore and an onshore section of cable from the shore
to the PCC.

Two general configurations of the AC electric power system are established
depending on the OWF distance to the shore and the installed power of the OWF
[3]. In large OWFs far from the coast (Fig. 1), the CCP is an offshore substation
located inside the OWF site where voltage level is increased from MV to high
voltage (HV) by one or various step-up transformers. The power generated by the
OWF is transmitted by a HV line from the CCP to the PCC. It must be noted that
more than one offshore substation might be taken into account in this configuration.
In small OWFs near the coast (Fig. 2), the CCP is an area at the OWF where MV
submarine cables gather to follow the same route till the PCC.

i

i

i

l

l

Fig. 1 General configuration with an offshore substation
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2.2 MV Collection System

The current trend in offshore wind energy is to install large wind turbines to
exploit the better wind speed conditions at offshore sites. According to the present
technology [1], the rated power of offshore wind turbines varies from 2.5 to
6 MW. The area covered by current OWF sites is extensive as the sitting of wind
turbines follows the criterion of maximizing the capture of wind resource. The
distance between wind turbines in each row is proportional to the rotor diameter of
wind turbines (around 5–8 diameters) and the distance between rows is set to
reduce wake effects of wind turbines. Besides, future and under development
OWFs will have power ratings of several hundred megawatts, even on the order of
one gigawatt. Thus, the extensive areas of OWF sites and the large power ratings
of OWFs have an important influence on the design of MV collection systems.

As mentioned above, the MV collection system aims to collect the power
generated by wind turbines and transmit it to the CCP. The principal components
of the collection system are the power transformers, MV switchgears and MV
submarine cables. The typical voltage level used in the collection system ranges
from 30 to 36 kV. The maximum voltage level is limited by the available space
inside the wind turbine to accommodate the power transformer and the MV
switchgear.

The low voltage level of the wind turbine generators is transformed to MV by
power transformers. On the other hand, the main functions of MV switchgears are
to protect the power transformer against electrical faults and to provide connec-
tivity to MV submarine cables. They are located inside the wind turbine tower and
consist of several cubicles with the necessary electric equipment (circuit breakers,
protection relays, fuses, etc.) to carry out the required function. MV switchgear
operation may be manual, remote-controlled or automatically-controlled.

A grid of MV submarine cables is used to connect all wind turbines in clusters.
The most common MV submarine cable adopted in OWFs is the three-core copper
cable of either cross-linked polyethylene (XLPE) or ethylene propylene rubber
(EPR) insulation with conductor cross-sections from 95 to 630 mm2.

il

l

l

Fig. 2 General configuration with an area where MV cables gather
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Various grid layouts for the MV collection system are available in the existing
literature[8-10]. Some of these layouts have even been taken as a starting point for
the electric power system design of emerging ocean energy sources [11].
Currently, most OWFs adopt the radial layout despite the variety of available grid
layouts. It is foreseeable that other layouts with a higher level of redundancy than
the radial one will likely have more application in future OWFs with larger power
ratings and more distant from the coast. Some of the main layouts for the MV
collection system of OWFs are explained in (Figs. 3, 4, 5 and 6):

• Radial layout. A MV single feeder is used to connect all wind turbines of the
cluster. The maximum number of wind turbines of the cluster is limited by the
rated power of feeder cable. A circuit-breaker located at the substation protects
the whole MV cable of the cluster. A fault on the MV cable causes that all wind

i

ii

Fig. 3 Radial layout

i i

i i

Fig. 4 Single-sided ring
layout

i

i i

Fig. 5 Double-sided ring
layout
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turbines of the cluster are disconnected by the circuit-breaker of the substation.
The path of the cluster to the substation might be partly restored by discon-
necting the faulted cable from the MV switchgear of the upstream wind turbine.
This is the cheapest layout but it has the disadvantage of its poor reliability.

• Single-sided ring layout. This layout is formed from the radial one by con-
necting and additional MV cable from the last wind turbine of the string (WT5)
to a circuit-breaker of the substation. Thus, each wind turbine has two paths to
the substation. The rated power of this cable has to be sufficient to transmit the
entire power capacity of the cluster in the event of a fault. The availability of the
cluster in this layout is greater than the radial one at the expense of installing an
extra MV cable and circuit-breaker.

• Double-sided ring layout. This layout is obtained by connecting a MV cable
between the ends (WT5 and WT10) of two wind turbine strings. Rated power of
MV cables of both strings must be sized with an extra capacity as power might
be diverted from one string to the other in the event of a fault. The definition of
the maximum number of wind turbines in a string that can be diverted to another
string is an important design variable in this layout [12].

• Double-sided ring layout with circuit breakers. This layout has the same MV
cable connection scheme than the double-sided ring layout with the difference
that a distributed control system is provided. Besides, a circuit-breaker is
installed every two wind turbines. This system enables the automatic detection
and location of faults with a selective isolation of them. Thus, fault analysis
phase takes less time in this layout. Likewise, a greater number of wind turbines
can export power during the fault analysis phase.

2.3 Transmission System

As mentioned previously, depending on the size of the OWF and its distance to the
shore, power transmission in OWFs can be carried out either in MV or HV. This
section is focused on HV transmission systems since MV systems are implicitly
described in the last section.

i

ii

Fig. 6 Double-sided ring
layout with circuit-breakers
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The HV transmission system of an OWF basically consists of one or several
offshore substations connected to the PCC through HV power lines.

The main function of an offshore substation is to increase voltage from MV to
HV in order to reduce power losses in the power transmission. The main electrical
components of an offshore substation are the step-up transformers, the MV
switchgears and HV switchgears. All the electrical components have to be as
compact as possible due to the limited space in the offshore substations.

The number and location of offshore substations to install in large OWFs is one
of the main decisions that must be carefully evaluated in the design phase. By the
end of year 2008 there were five OWFs in operation with a single offshore sub-
station, namely: Horns Rev (160 MW), Nysted (165.6 MW), Lillgrund (110 MW),
Barrow (90 MW) and Princess Amalia (120 MW). Moreover, the installation of
more than one offshore substation is foreseen in some future larger OWFs as, for
example, Krieger’s Flak (640 MW) where two offshore substations are planned
[13]. The installation of several offshore substations in appropriate locations of
large OWFs provides some advantages such as reduction of cable length of the
MV collection system or risk mitigation of the total power loss in the OWF due to
a failure in a main electrical facility. By contrast, a major disadvantage of the
installation of several offshore substations is the higher capital cost required.

Three-core XLPE insulated cables with copper conductor are usually adopted in
HV transmission power from offshore substations to shore. Cables up to a voltage
level of 150 kV have been successfully employed in HV transmission systems of
OWFs, while cables of 245 kV are presently available in the market [14]. The
main drawback of AC submarine cables is the high reactive power produced along
the line because of the inherent large capacitive component of the cable. The
resulting charging current induced in the cable reduces the current capacity
available to transmit active power and increases the active power losses. In long
HV lines, where this phenomenon is more pronounced, reactive power compen-
sation devices need to be installed at ends of the lines, or even along the lines, in
order to mitigate these negative effects. In terms of system reliability, it must be
noted that none of the five OWFs in operation by the end of 2008 with HV lines
had redundant HV cables despite the very negative consequences that a HV cable
failure would cause in the availability of an OWF.

3 Assessment of AC Electric Power Systems of OWFs

3.1 System Efficiency Assessment

Efficiency of a power system is the proportion between output energy and input
energy. The inequality between these terms is caused by energy losses, which in
the AC electric power system of an OWF can be divided into three parts [15]:
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• Fixed energy losses. These losses are independent of the power generated by the
OWF, and therefore independent of wind speed too. Core losses in power
transformers and compensation reactors are primarily responsible for them.

• Variable load losses. These losses vary with OWF power generation since they
are function of the square of current flow. Consequently wind speed distribution
has a crucial influence on them. These losses are caused by ohmic losses in
cables and, to a lesser extent, by ohmic losses in windings of transformers and
compensation reactors.

• Energy not generated due to constraints imposed by system unavailability. This
issue is related to system reliability, which is explained in the next subsection.

Efficiency of the AC electric power system of an OWF is a significant aspect for
the overall project feasibility. In fact, system efficiency assessment plays a more
important role in OWFs than in onshore wind farms because of two main reasons.
The first one is due to the higher wind speed regimes at offshore sites. Depending
on the site, the energy production indicator for an onshore wind farm is normally
around 2,000–2,500 full load hours per year, while for a typical OWF this figure
reaches up to 4,000 full load hours per year [2]. The second reason is related to the
increasing size of future OWFs since greater number of wind turbines and longer
distances between the offshore facilities involve higher variable load losses in the
electric power system.

3.2 System Reliability Assessment

3.2.1 Background of Reliability Aspects in OWFs

This section is focused on the system reliability assessment of the OWF from the
perspective of the wind farm developer, whose main objective is to maximize
energy produced, and thus maximize profits. Reliability assessment of OWFs has
attracted more attention than that of onshore wind farms due to several aspects:

• Failure rates of components may increase because of marine environment.
• Repair times of components are longer and dependent on the season of the year

when repair is carried out.

These issues greatly affect the availability of the electric power system, and
therefore the overall availability of the OWF. For example, the failure of a key
component, like a step-up transformer of the offshore substation or a HV cable of the
transmission line, may involve a huge loss of energy if it occurs in a period of the year
when accessibility to the facility is limited by adverse weather. In spite of this, the
most electric power systems of OWFs in operation are designed with little or no
redundancy. Moreover as reported in [16], components of the electric power system
in operational OWFs have no experienced a large amount of failures. Thus, one
might think that inclusion of redundancies for improving reliability in electric
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power systems would not be justified. However, it is also said in [16] that quanti-
fication of reliability parameters is still uncertain due to the few installations and the
short operational experience. In any case, it is necessary to take system reliability
assessment into account in the design of the electric power system due to the large
power ratings of future OWFs.

Developing a model for system reliability assessment of an OWF requires the
consideration of several factors [17]:

• Wind speed model. A probabilistic wind speed model must be developed to
capture the stochastic nature of wind speed. Other significant aspects related to
wind speed such as wake effects and wind speed spatial correlation can also be
considered in this model.

• Wind turbine technology. The significance of wind turbine technology is pri-
marily given by the reliability parameters that characterize its availability model
and the operating parameters that define its power curve.

• Offshore environment. As mentioned above, offshore environment affects the
reliability parameters of system components.

• Electric power system configuration. Several studies [4, 12, 18] have shown the
influence of different electric power system configurations on the availability of
the OWF. One of the main concerns is to determine the appropriate level of
redundancy of the electric power system.

There are two main techniques for assessing the reliability of a generation
facility, in this case an OWF: analytical and simulation techniques [19]. In the next
two subsections, some methods used in wind generation that are derived from
these techniques are explained.

3.2.2 Analytical Techniques in Wind Power Generation

Analytical techniques evaluate reliability indexes from a mathematical model of
the system. They have been widely employed for adequacy evaluation of gener-
ating systems including wind farms. The most common way to represent these
systems is to define a model for the conventional generation units and a model for
the wind farms. The convolution method is generally used in the conventional
generation model to obtain the capacity outage probability table of the entire
system, which provides the probability of existence at each capacity level.
Unfortunately, the statistical dependence of individual wind turbines on a common
source, the wind, prevents the convolution method from being used in wind power
generation.

This problem is overcome in [20] by merging a wind speed model and a wind
turbine model. Wind speed is a stochastic process that can be represented
approximately as a discrete state space (wind speed values) and continuous
parameter state process (time). Wind speed is modeled by a birth-death Markov
chain with a finite number of states. Some assumptions must be done in order to
model the wind speed using a Markov chain:
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• The wind speed model is statistically stationary, which means that the transition
rates between states are constant throughout the whole process.

• The residence time of states follows an exponential distribution.
• The probability of a transition from a given wind state to another is directly

proportional to the long-term average probability of existence of the new state.
• Transition between wind speeds occurs independently of transitions between

wind turbines states.
• Transitions between non-adjacent states are not allowed, though it is possible to

take them into account [21].

The wind speed model parameters are evaluated from a wind speed record in
which wind speed measurements are usually taken at regular time intervals of
10 min. Data needed from wind speed records are the number of transitions
between adjacent states and the residence time in a state before going to a different
state. Wind speed parameters are sorted by wind speed states in a wind speed
probability table.

The failure and repair process of a wind turbine is modeled as a two-state
Markov chain since the system is stationary and the transition between the two
states occurs in discrete steps. The two possible states of a wind turbine are
operative or failed state. The power generated by the wind turbine in the operative
state for a given wind speed is obtained through the power curve. The probabilities
for the operative ðpÞ and failed ðqÞ states are calculated as follows:

p ¼ l
kþ lð Þ

q ¼ k
kþ lð Þ

ð1Þ

where k is the failure rate of the wind turbine (transition rate from operative to
failed state) and l is the repair rate of the wind turbine (transition rate from failed
to operative state). It must be pointed out that this wind turbine model can be
extended to the components of the electric power system of the wind farm.

The wind speed model is combined with the wind turbine model to obtain the
wind farm model. The wind speed level and the status of wind turbines are known
for each wind farm state. Thus the output power for each wind farm state is
calculated by aggregating the output power of all wind turbines. The probabilities
of the generation states of the wind farm are calculated through the solution of the
stochastic system that is composed by the stochastic transitional probability
matrix. Finally, a wind farm output table sorted by capacity levels is generated to
provide the resulting probability states and the frequency and duration charac-
teristics. The main drawback of this methodology is the complexity to solve the
stochastic system in wind farms with a significant number of wind turbines
because of the large number of states.
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3.2.3 Simulation Techniques in Wind Power Generation

One important limitation of analytical techniques in wind generation applications
is that chronological characteristics of wind speed can not be captured. This
limitation can be overcome through the application of simulation techniques, also
known as Monte Carlo simulation. Simulation techniques calculate reliability
indexes by simulating the actual process and random behavior of the system.
Simulation techniques in wind power generation have been used mainly to create
chronological time series of wind speed and to simulate failure and repair pro-
cesses in system components. The main disadvantage of simulation techniques is
that they usually entail a heavy computational burden.

Auto-regressive and moving average (ARMA) time-series models [22, 23] are
widely used to simulate the hourly wind speeds, and thus the available power of a
wind farm. Another approach to simulate sequential wind speed series through
Monte Carlo simulation is reported in [14]. This approach is based on the wind
model presented in the previous subsection in which residence times of wind speed
are distributed according to an exponential probability function with a constant
hazard rate (transition rate). The current wind speed can reside in one of the wind
speed states defined in a wind speed probability table as explained before. After a
time residing in a wind speed state, the wind speed can move to one of the two
adjacent wind speed states. This selection process is simulated by using the inverse
transform method [19]. The new wind speed state and the residence time are
determined from the smallest value of the transition times to the up and down
adjacent states. These values are calculated by applying the inverse transform
function of the exponential distributions (up and down transition rates) to two
uniform pseudo-random numbers.

A failure and repair process for a component of the electric power system can
be simulated following the same methodology used to generate the wind speed
series in the previous model [19]. For a component modeled as a two-state Markov
process with residence time of states distributed by an exponential density func-
tion, the duration of a state can be obtained by applying the inverse transform
function:

TTF ¼ � ln U1

k

� �

TTR ¼ � ln U2

l

� � ð2Þ

where TTF and TTR are time to failure and time to repair respectively, U1 and U2

are pseudo-random numbers in the interval (0,1], k is the failure rate of the
component and l is the repair rate of the component. The operating-repair cycles
of a component can be simulated by generating alternatively a value of TTF and a
value of TTR.
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4 Optimization of AC Electric Power Systems of OWFs

4.1 Presentation of the Optimization Problem

Electric power system design of onshore wind farms is usually a trivial matter
because its economic weight in the overall wind farm is relatively low and
components and configurations are sufficiently proved and tested. On the contrary,
electric power system design of OWFs has acquired a significant role due to its
greater influence on the technical performance and economic viability of the whole
OWF. The electric power system design of an OWF emerges as a complex
problem with a large variable space and with various relevant issues to consider
such as system efficiency, system reliability, characterization of wind speed at the
site, etc. Thus, mathematical optimization techniques must lead wind farms
developers and electrical engineers to facilitate decision-making by solving this
optimization problem.

The optimization problem of the electric power system of OWFs is presented
here from the perspective of the figure of a wind farm developer in a liberalized
energy market. The objective of the wind farm developer in relation to the electric
power system is mainly focused on minimizing the life-cycle costs of the project
and keeping a certain level of technical performance according to grid codes and
electrical standards. The most important aspects comprising the optimization
problem of the AC electric power system of OWFs are described below in four
parts: objective function, parameters, decision variables and constraints of the
problem.

The objective function is formulated by following the objective of the wind
farm developer of minimizing the total system costs for the lifespan of the project.
The kinds of costs that may be taken into account in the objective function are as
follows:

• Capital costs of system components. These costs are usually included through an
amortization system over the lifespan of the project by taking into account the
initial capital costs and the bank interest rate.

• Operation and maintenance costs of system components. They are usually
included as a fixed cost per year.

• Costs due to energy losses in system components. They are composed of fixed
energy losses and variable load losses as described in Sect. 3.1. Variable load
losses are usually included as quadratic terms since they are proportional to the
square of active power flow.

• Costs associated to energy not generated due to constraints imposed by elec-
trical system unavailability. These costs are the result of the system reliability
assessment as described in Sect. 3.2.

The parameters of the optimization problem are related to the input data. It
should be noted that some parameters may be unknown depending on the progress
stage of the project. The main parameters are listed below:
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• Location of wind turbines. Wind turbines are located inside a predefined zone at
the site by taking into account environmental conditions and following the
criterion of maximizing the energy efficiency of the OWF.

• PCC. The PCC is an onshore facility of the transmission grid. The location and
voltage level of the PCC are established by the TSO.

• Wind speed data. Wind speed data are collected at the site over a long enough
period of time. These data are usually processed in the optimization models to
obtain the power generation of wind turbines.

• Wind turbine data. The decision of which wind turbine model is installed in the
OWF is taken by the wind farm developer. Basic data of the wind turbine such
as rated power and power curve are usually needed in optimization models.

• System component data. Components of the electric power system that might be
considered in the optimization model are MV switchgear, MV and HV cables
and step-up transformers of offshore substations. Component data depend on the
rated voltage of the system. Data required for system components are basically
the technical characteristics, the initial capital costs, the operation and mainte-
nance costs and the reliability data.

The selection of the decision variables determines the size and complexity of
the optimization problem. The decision variable types of the problem are discrete
and continuous. They are presented below:

• General configuration of the electric power system. As described in Sect. 2.1,
two general configurations are possible. This choice determines whether CCPs
are offshore substations or an area at the OWF site where MV cables gather on
their way to the PCC.

• CCPs. The number, location and capacity of offshore substations may be
decision variables in the general configuration case in which CCPs are offshore
substations. Capacity of offshore substations is given by the number and rated
power of step-up transformers, which are decision variables too. On the other
case of general configuration, the location of an area where MV cables gather
may be considered as a decision variable of the problem.

• HV power lines. HV power lines have to be installed in case of installation of
offshore substations. The HV power lines can be divided into two parts, the
submarine route and the onshore route. The rated HV is given by the voltage
level at PCC. Variables of the HV power lines may be the number of lines and
the rated power of the HV cable, which is given by the conductor cross-section
and the HV cable type. It must be noted that the path of power lines are usually
assumed as a straight-line between their starting and end points.

• Rated MV. The rated MV may be a variable but, in most cases, the best choice is
to take the rated MV as the maximum MV voltage available on the electrical
industry for MV system components of OWFs.

• Grid layout of MV collection system. As explained in Sect. 2.2, there are several
layout types to form the MV collection grid. The MV switchgear arrangement,
the number of clusters and the number of wind turbines per cluster may be
considered as variables in addition to the type of layout.
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• MV cables. MV cable type and conductor cross-section may be variables of the
problem.

• Level of redundancy. Besides the inherent levels of redundancy offered by the
different grid layouts of the MV collection system, the installation of redundant
components may also be considered as a variable of the problem. Thus instal-
lation of redundant components may be taken into account not only for com-
ponents of the MV collection system, but also for HV power lines and step-up
transformers of the transmission system.

• Bus voltages. Magnitude and angle phase of system bus voltages in accordance
with load flow equations.

The main constraints of the optimization problem are as follows:

• Connectivity of wind turbines. All wind turbines must be connected with power
cables in order to have a path to send out the power generated to the PCC.

• Location of offshore substations. Location of offshore substations must be done
in areas of the site where there is permission from relevant authorities.

• Maximum apparent power flow. The system components must withstand the
maximum apparent power that can flow through them.

• Range of bus voltages. Magnitude and angle of bus voltages must remain within
the permissible limits.

• Load flow equations. Balance of apparent power flow in all buses (wind tur-
bines, CCPs and PCC) of the system must be observed. It means that the sum of
all apparent power flows in a bus must be equal to zero. The load flow equations
comprise a nonlinear system of equations.

This optimization problem is a mixed integer nonlinear programming (MINLP)
problem because it contains both discrete variables and general nonlinear terms.
The solution of the optimization model provides the optimal configuration of the
electric power system of the OWF under study. This solution must be considered
as a basic engineering design of the system. Therefore, this solution can be taken
as a starting point to develop the detailed engineering of the system. Thus, steady-
state and transient calculations of the power system should be performed for
different operating conditions.

4.2 Solution Methods

According to optimization theory, the optimization problem posed in the previous
subsection can be dealt with two different approaches: classical and metaheuristic
optimization. The classical optimization methods consist of analytical techniques
based on differential calculus. These methods search and ensure a local optimum
in problems with continuous and differentiable functions. This method will be
presented in the application example. By contrast, metaheuristic optimization
methods have specific mechanisms to achieve the global optimum, even though
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this is not ensured. Metaheuristic methods are based on high level strategies to
explore the solution space and search the global optimum. Metaheuristic methods
can be applied to problems with non-differentiable functions. The most relevant
methods used in the optimization of the electric power system of OWFs are
presented below.

An optimization method that is limited to find the optimal location of offshore
substations is applied in [24]. The aim of this method is to minimize the total cable
length of the MV collection system. The optimal location is selected by calculating
the distances from all wind turbines to all possible locations of the offshore sub-
stations that are taken into account in the problem.

Several optimization models [25–27] have been developed from metaheuristic
methods. All of them adopt genetic algorithms (GAs) techniques, which are based
on the Darwinian principle of natural selection of species. GAs operate a popu-
lation of potential solutions (chromosomes) to find the global optimum by using
evolutionary processes inspired in genetic variation and natural selection. The
chromosomes are composed of genes, which represent values for a variable of the
problem. These chromosomes are evaluated through an objective function called
fitness function. The population of chromosomes is evolved through several iter-
ations (generations) by three genetic operators, namely: selection, crossover and
mutation. A termination criterion is defined to stop the development of genera-
tions. At the end of the process, there are generally several well-fitted chromo-
somes in the population.

The optimization model proposed in [27] is explained below since it is the most
complete and detailed among all models based on GAs techniques. This model
considers both the optimization of AC and DC electric power systems from var-
ious predefined system configurations. The wind speed distribution and location of
the OWF are input data of the model. The main variables of the model are the
configuration of the electric power system, the selection of key components and
the voltage levels. The objective is to minimize the levelized production costs of
the system with the required reliability. The capital costs, maintenance costs and
the energy production are incorporated into the levelized production costs. Con-
straints of the model are the variation of voltage magnitude of buses within an
established range, the limitation of the maximum apparent power flow in all
branches, the power curve equation and the load flow equations of the system.

In a model developed by GAs techniques, the chromosomes have to be coded.
The binary string method is used in this model since all variables are discrete or
indexed options. Each variable is represented by several binary bits. To evaluate
the objective function and check the technical feasibility of a population is also
necessary to decode the binary codes of the chromosomes.

The initial population is established by using the diversity check method. The
aim of this method is to ensure the diversity in the initial population of the most
important genes defined by the user. Hence, all values of the key genes of the
chromosomes are represented in the initial population in the same proportion.

The niching method with restricted tournament selection is used in the GA
selection process to select the chromosomes of the current population (mating
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population). The niching methods try to search in many peaks in parallel and
maintain population diversity in order to avoid stagnation in local optimum
solutions.

Crossover and mutation operators are applied to the mating population to
produce a new generation. Crossover operator produces a new chromosome
(offspring) from the combination of two chromosomes (parents) belonging to the
mating population. The uniform crossover operator is employed in this model.
This method combines the parent chromosomes at gene level. Crossover operator
is applied along the process with a probability defined by the user. On the other
hand, the purpose of the mutation operator is to alter randomly the values of genes
in the chromosomes in order to avoid stagnation in local optima. The mutation
operator is applied according to a probability defined by the user, which is con-
tinuously decreased by a small step along the generations.

Various termination criteria such as generation number, fitness convergence,
population convergence, best individual convergence and variation convergence
are checked in each generation to assess the completion of the process.

The main problem of GA techniques applied to the optimization of the electric
power system of OWFs is the premature convergence to local minima [26]. Pre-
mature convergence prevents the search of the global optimum since most part of
the population gets trapped at local optima. The fast loss of diversity in the first
iterations of the process has a great influence on the premature problem.

5 Application Example

5.1 Optimization Model

5.1.1 Introduction

It has been seen in the previous section that most of the optimization models
available in the existing literature have been developed from metaheuristic
methods based on GAs. On the other hand, an application example of an opti-
mization model for the AC electric power system of OWFs based on classical
approach is shown in this section [28] . The main aspects of this optimization
model are described below, but a detailed description thereof is reported in [28].

The aim of this optimization model is to obtain the optimum electric power
system design that minimizes the system costs derived from capital costs, costs of
variable load losses and costs associated to energy not generated due to system
unavailability. Likewise, proper technical performance in steady state (Kirchhoff’s
current law) must be achieved. The model takes the two general configurations of
AC electric power systems into account (Figs. 1 and 2). The main components
of AC electric power systems are considered in the model: MV cables, HV cables
and step-up transformers of the offshore substation.
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5.1.2 Wind Turbine Power Generation Model

Wind speed at the OWF site is supposed spatially uniform, that is, wind speed is
the same for all wind turbines at any moment. Wind speed at the site is assumed to
be distributed according to a Rayleigh probability density function [19]. This
function might be approximated by a discrete function composed of a set of wind
speed scenarios. The wind speed scenarios and their corresponding probabilities
must be evaluated simultaneously if wind speed scenarios are not predefined in
advance.

The wind speed probability density function is discretized in a predefined
number of values in this application example. Each value represents a wind speed
scenario ðeÞ, where the wind speed is assumed constant. The probability of each
scenario is calculated by integrating the Rayleigh function between the interval
bounds of each scenario. The wind power generation is obtained by transforming
the values of the wind speed scenarios using the power curve of the wind turbine.

5.1.3 System Reliability Assessment

The aim of the system reliability analysis is to assess the suitability of installation
of redundant components for system components subject to failure. This decision
is a trade-off between the capital costs needed to have redundant components and
the cost of energy not generated throughout the lifespan of the OWF due to
component failures. The components subject to failure in the model are as follows:

• Step-up transformers of the offshore substation.
• HV power lines of the transmission line.
• MV cables that connect wind turbines to the CCP (CCP is an offshore

substation).
• MV cables that connect wind turbines to the PCC (CCP is an area where MV

cables gather on their way to the PCC).

The failure and repair process of a component subject to failure is modeled with
a two-state Markov chain as explained in Sect. 3.2.2. Thus, the probabilities for the
operative state and failed state of a component subject to failure are obtained
through Eq. (1).

System reliability assessment is carried out through the state space method [19].
This method is based on the study of all system states. A system state ðsÞ is defined
by the availability or unavailability of each system component subject to failure. If
the system states are too numerous to be enumerated, a reduction in the number of
system states might be done whenever the probability of the remaining ones are
small enough to be ignored. It is considered that each system state might have, at
most, one component unavailable (N - 1 criterion). The probability of a system
state is calculated by multiplying the state probability of each component.
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5.1.4 Scenario Tree

Both random variables, wind speed and system states, are implemented in the
optimization model using a tree structure as shown in Fig. 7. This structure is
appropriate to represent both stochastic phenomena since chronological order is
not considered in this model.

The tree is composed by the branches of the wind speed scenarios and the
branches of the system states. The branches of the system states sprout from the
branches of the wind speed scenarios. Hence, the total number of branches of
the tree is the product of wind speed scenarios by the number of system states,
given that both variables are statistically independent.

5.1.5 Model Implementation

Given an OWF composed of a specific number of wind turbines, the location of a
generic wind turbine is defined by its coordinates in a rectangular coordinate
system. It is assumed that the possible locations of the CCP (offshore substation or
area where MV cables gather) inside the OWF site are known. The location of the
PCC is also known. Locations of CCP and PCC are defined by pairs of coordinates
in the same coordinate system than wind turbines. The straight-line distance is
taken for the calculation of cable length between the different locations of the
facilities of the OWF (wind turbines, CCP and PCC).

The wind turbines power generation for each wind speed scenario is an input
data that is derived from the wind speed model. The period duration of each wind
speed scenario is calculated by multiplying the probability of each wind speed
scenario by the lifespan of the OWF.

The rated HV is defined by the PCC voltage level, while the rated MV is
selected by the user. A range of different conductor cross-sections of cable and a
range of step-up transformers specified by their rated powers are defined by the
user. The rated active power and initial capital costs are parameters required for

i
i

Fig. 7 Scenario tree
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the system components. Moreover, data of conductor resistance of cables are also
needed to assess the variable load losses.

Failure and repair rates of system components subject to failure are also
required to calculate the probability of system states through the system reliability
assessment established in Sect. 5.1.3. It can be seen from the tree structure shown
in Fig. 7 that the period duration of each system state can be obtained by multi-
plying the period duration of the corresponding wind speed scenario by the
respective system state probability.

The variables of the model are described as follows:

• Binary variables for the installation or not of cables with different conductor
cross-sections between all facilities of the OWF.

• Integer variables for the installation or not of a specific number of step-up
transformers with different rated power in the offshore substation.

• Binary variables for the installation or not of redundant components for system
components subject to failure.

• Continuous variables for the active power flow through the cables in each wind
speed scenario and system state.

• Continuous variables for the active power not generated by each wind turbine in
each wind speed scenario and system state due to system unavailability.

• Binary variables for the installation or not in the CCP locations of an offshore
substation or an area where MV cables gather.

The objective function consists of minimizing the cost of the power system over
the lifespan of the OWF. The objective function is composed of three parts:

• Capital costs of system components and redundant elements using the French
system of amortization [29].

• Cost of energy not generated by wind turbines in each wind speed scenario and
system state due to unavailability of system components subject to failure.

• Cost of variable load losses in MV and HV cables in each wind speed scenario
and system state. Variable load losses in cables are composed of quadratic terms.

The constraints of the model are explained below:

• Balance of active power flow is required in all wind turbine buses for each wind
speed scenario and system state. A set of linear equations are generated since
bus voltages and reactive power flows are not contemplated in this model.

• In case of installation of offshore substation, balance of active power flow is also
required in the CCP bus for each wind speed scenario and system state.

• Active power flow between any two facilities of the OWF requires the instal-
lation of a cable. The rated power of the cable has to exceed the maximum
active power that can flow through it. A redundant cable can be installed to
substitute a cable subject to failure in system states in which this is unavailable.

• Active power flow between the CCP (CCP is an offshore substation) and PCC
requires the installation of step-up transformers in the offshore substation. The
sum of the rated power of the transformers has to exceed the maximum active
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power that can flow through them. A redundant transformer can be installed to
substitute a principal transformer in system states in which this is unavailable.

• Only one cable with a specific conductor cross-section can be selected at any
connection between two facilities of the OWF.

• One cable can leave, at most, from each wind turbine.
• There is only one location for the CCP.

This problem is a mixed integer quadratic constraint programming (MIQCP)
problem since it contains both discrete variables and quadratic terms. The model is
implemented in GAMS language [30], which is a high-level modeling system for
mathematical programming and optimization.

The size of the optimization problem basically depends on the amount of wind
turbines, wind speed scenarios and system states. For a real OWF with several tens
of wind turbines, the size of the problem might reach up to tens of millions of
decision variables and constraints. Thus, it is necessary to carry out some sim-
plifications in the optimization problem in order to be processed by GAMS lan-
guage. An example of such simplifications is described in subsection 5.2.2.

5.2 Case Study

5.2.1 Description of the OWF

Barrow Offshore Wind Farm (BOWF) [31], a real OWF located in the west of
England at the East Irish Sea, is chosen to run the optimization model.

Location of the facilities of BOWF and layout of the electric power system is
shown in Fig. 8. BOWF consists of a total of thirty wind turbines distributed in
four rows, two with seven and two with eight wind turbines. The distance between
wind turbines is around 500 m and between rows is about 750 m. The rated power
of each wind turbine is 3 MW, so the total installed power of BOWF is 90 MW.

The MV collection system consists of four circuits that connect all wind tur-
bines of each row to an offshore substation, which is located in the eastern part of
BOWF (CCP1). Three-core cables of copper with 120 mm2 cross-section connect
the furthest wind turbines from the offshore substation in each MV circuit, whereas
three-core cables of 300 mm2 cross-section are used to connect the closest wind
turbines to the offshore substation. A 120 MVA power transformer steps-up the
voltage level from 33 to 132 kV at the offshore substation. The power generated
by BOWF is exported to the national grid connection point (PCC) through a 27 km
submarine 132 kV power line. The PCC is around 25 km to the east of BOWF.
Redundant components for cable or power transformers are not installed.
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5.2.2 Input Data and Simplifications

Some simplifications are done to decrease the size of the optimization problem
without losing generality in solving the problem:

• Mean wind speed at hub height in BOWF is 9 m/s [31]. The Rayleigh proba-
bility density function is discretized in five wind speed scenarios.

• The cable connections between wind turbines are limited to those pairs which
are at straight-line distance of less than 700 m. This limitation is equivalent to
establishing that each wind turbine can only be connected to the adjacent wind
turbines of its row.

• Two possible locations of the CCP are considered, both for the offshore sub-
station and for the area where MV cables gather. One CCP is located at the
present location of the offshore substation (CCP1), while the other is located in a
central point of the BOWF (CCP2).

• As many as nine wind turbines can be connected to the two possible CCP
locations. The closest nine wind turbines to the CCP locations are selected.

• Two different conductor cross-sections are taken into account for MV and HV
cables. Three-core cables of copper with 120 and 300 mm2 cross-sections are
chosen for MV cables, whereas 400 and 630 mm2 cross-sections are adopted for
HV cables. Data of rated power, values of conductor resistance and initial
capital costs of cables are taken from [32–34], respectively.

ii l

Fig. 8 Actual layout of the electric power system of BOWF
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• Two step-up transformers with different rated power are considered for the
offshore substation. The rated power of the transformers is set to 60 and
120 MVA. Data cost of step-up transformers are extrapolated from [35].

• Each system state might have at most one component unavailable. Failure and
repair rates of cables and transformers are taken from [36].

As a result of these simplifications, the optimization problem is composed of
approximately 84,300 constraints, 83,200 continuous variables and 264 discrete
variables.

5.2.3 Results

The optimal solution from the model is shown in Fig. 9. According to the optimal
solution, redundancies are not required. The result is consistent with the actual
layout of the electric power system of BOWF. There are some discrepancies
between both layouts regarding the connections of the closest wind turbines to the
offshore substation and the number of step-up transformers installed in the offshore
substation.

The cost of the actual power system layout of BOWF calculated through the
model is €34.9 million (a three-core cable of 400 mm2 is considered for the HV
line), while the cost of the optimal solution obtained from the model is €34.6
million. This means that by assuming the input data and hypotheses of the model,
the optimal solution is more economical than the actual layout of BOWF.

Fig. 9 Optimal solution for the electric power system of BOWF
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6 Conclusion

The current trend of offshore wind energy is the development of large-size OWFs
with power ratings of the order of several hundreds of megawatts. Thus, the design
of the electric power system is a critical issue in the overall feasibility of an OWF
project. Hence, the electric power system of OWFs needs to be optimized to
minimize the life-cycle costs and at the same time maintaining a certain level of
technical performance. The optimization of the electric power system of an OWF
sets up a MINLP problem, which requires to consider jointly the key factors that
determine the electric power system design (investment costs of components,
system efficiency and system reliability), as well as inherent aspects of wind
energy, such as the stochasticity of wind speed or the geographic location of wind
turbines.

Most of the optimization models available in the existing literature that face
the optimization problem of the electric power system of OWFs have been
conducted from metaheuristic methods based on GAs. Utilization of appropriate
GAs techniques is required in these models to ensure the diversity of the population
at early stages of the process to avoid the problem of premature convergence.

An application example of an optimization model based on the classical
approach of optimization has been explained in this chapter. This model poses a
MIQCP problem that provides the optimal configuration of the electric power
system, taking into account the three key factors that characterize its design and
the main requirements of these facilities. This application example has shown that
models based on the classical are also suitable to address satisfactorily the problem
of optimizing the AC electric power system of OWFs.
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Low-Power Wind Energy Conversion
Systems: Generation Configurations
and Control Objectives

Iulian Munteanu, Antoneta Iuliana Bratcu and Emil Ceangă

Abstract This chapter focuses on the formulation and solving of the main control
problems specific to low-power wind energy conversion systems (WECS)
depending on their use either for grid-connected or for stand-alone application
systems. This chapter approaches three classes of problems—namely, the low-
power WECS specificity, operation of low-power WECS within grid-connected
applications and use of low-power WECS as parts of stand-alone multi-source
systems supplying isolated loads—with special focus on the associated control
problems. A comprehensive synthesis of main results from the literature is aimed
at, also giving the opportunity of presenting some results obtained by the authors.

Abbreviations and notations

WECS Wind energy conversion system
LSS/HSS Low-speed/high-speed shaft
MPPT Maximum power point tracking
ORC Optimal regimes characteristic
PMSG Permanent-magnet synchronous generator
SCIG Squirrel-cage induction generator
DFIG Doubly-fed induction generator
v Instantaneous wind speed
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Xl=Xh Low-speed/high-speed shaft rotational speed
k Tip speed ratio of a wind turbine
b Blades’ pitch angle of a wind turbine
Cp=CC Power coefficient/torque coefficient of a wind turbine
Cwt=CG Wind turbine/electrical generator torque
Pwt (mechanical) power of a wind turbine
xa,b,c Phase components of a three-phase variable x
xd,q d and q components of a three-phase variable x, obtained by Park

transform

1 Introduction: Basic Concepts

The last years have witnessed an exponential growth of large-power wind turbines.
However, the low-power wind energy conversion systems (WECS) have not lost
their importance, being nowadays of great interest in islanded generation, mi-
crogrids, distributed energy production, etc. The field specialists agree on defining
these systems as the ones having power ratings below 100 kW [11]. Because of the
erratic availability of the primary resource, the wind, the most encountered off-grid
applications are related to battery charging or other kind of energy storage. Also,
these WECS often operates in conjunction with other types of generation systems,
such as photovoltaic or Diesel generators, being combined in so-called hybrid
power generation systems. Research on control of low-power WECS is justified
from at least two viewpoints, namely:

(a) in the case of grid-connected applications, this type of WECS implements the
concept of integrated production and use of electrical energy. In such systems
the energy is produced directly in the low-voltage user grid and the consumer/
producer-grid transfer becomes bidirectional in order to ensure the power flow
balance to the load irrespective of the wind conditions;

(b) in the case of supplying isolated (local) grids, the low-power WECS must be
accompanied by back-up energy sources able to cover the wind deficit when
this is the case. In this case a stand-alone multi-source system is obtained,
which can eventually contain other renewable energy sources, as well as
classical sources and energy storage devices (kinetic, electrochemical, etc.).

Unlike the high-power WECS, the low-power WECS are characterized by prior
use of permanent-magnet synchronous generators coupled directly with the wind
turbine shaft. In the case of isolated grid applications based upon such conversion
configuration, a great variety of control structures are used for accomplishing
different control goals, like, for example, ensuring admissible frequency deviation
when no energy storage device is present.
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This chapter is organized as follows. The first section is dedicated to intro-
ducing the basic concepts related to low-power wind turbines operation and
modelling. The second section presents the control principles applied for this kind
of WECS, namely power optimization in partial load and power limitation in full
load, for both grid-connected and autonomous systems. The third and fourth
section are dedicated to specific issues related to the grid-connected WECS and
WECS supplying insulated loads, respectively. Whereas the grid-connected sys-
tems are mainly concerned with the power optimization as control objective, the
stand-alone systems also include different configurations of hybrid systems, with
or without energy storage devices—e.g., wind-battery, wind-battery-Diesel, wind-
Diesel—therefore, the control goals are various. The chapter ends by a concluding
section, the fifth, where open issues are also identified.

1.1 Small Wind Turbines

The prime movers used in such low-power systems employ quite diversified
aerodynamic designs. While the majority still uses the classical 2- and 3-blade
horizontal-axis wind turbines [11], some other rotor types can also be encountered
such as the vertical-axis turbines based on Savonius and Darrieus concepts [12].
However, in the very low-power domain (under 2 kW) are emerging new designs
of wind turbine rotors—see for example the multi-blade-based turbines inspired
from jet engine technology [10].

The main aerodynamic features that differentiate the low-power wind turbines
in relation to the medium- or high-power ones find their origin in some economical
reasons that govern their designs. All the associated mechanisms are simple and
their solid construction is suitable for reliable operation. However, the primary
protection devices, such as the ones ensuring the power and rotational speed
limitations, are still existent.

One must note that in the majority of cases the blades are not pitchable,
therefore their position is fixed in relation to the hub. However, in some of the
cases the blades have variable pitch capability, but their collective pitch control is
achieved by using self-operated (direct-action) controllers. The energy required for
control action is entirely supplied by the mechanical transducer (rotating masses)
which directly (mechanically) actuates the final control element, without ampli-
fying the control signal [11]. This system can be used at both assisting the start-up
and at limiting the captured power from the wind. Anyway, these kinds of rotors,
as well as the vertical-axis ones, rotate in most of their operating regimes at fixed
pitch; therefore they can be modelled and controlled accordingly.

Also, the yaw mechanisms driving the rotor turbine position with respect to the
air flow direction are often reduced to a tail vane. Due to the relatively low rotor
inertia, this system is sufficiently efficacious to keep the turbine headed into the
wind. However, this changes the normal method of yawing the rotor out of wind in
order to reduce the captured power or to park the turbine [31].
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1.2 Electrical Generation Systems

The generator type used in low-power WECS depend not only of the prime mover
but mostly on its mechanical transmission. At low-power ratings, 3-phase per-
manent-magnet synchronous generators (PMSGs) and squirrel-cage induction
generators (SCIGs) are typically used. The SCIG is used in conjunction with a
geared drive train, as the prime mover and the generator rated speeds are definitely
unmatched. PMSG are preferred on insulated/remote applications. If the PMSG
has a sufficiently large number of poles, the WECS may have a gearless (or direct-
drive) transmission.

The interface with the power grid or with the AC insulated load has different
configurations, depending on the electrical generator and on the existence of
energy storage devices. Mainly, there is a generator-side converter and a grid/load-
side converter that interacts via a DC-link. The former converter operates normally
as an AC-DC converter and the latter as a voltage-source inverter (DC-AC—see
Fig. 1). The generator-side converter may have one of two main configurations: a
fully controlled rectifier or a diode rectifier linked to a DC–DC converter.

Figure 1a shows a grid-connected WECS. Its induction generator is driven by
the wind turbine via a gearbox. The power electronics interface is a back-to-back
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Fig. 1 Some basic low-power WECS structures. a Grid-connected SCIG-based. b PMSG-based
WECS feeding a 3-phase insulated load

776 I. Munteanu et al.



converter. The generator-side converter allows both generation and motoring
regimes. Also, the generator torque and the rotor magnetizing flux can be sepa-
rately imposed using a highly-effective (although complex) vector control
structure.

Figure 1b presents a WECS feeding an insulated load. The low-speed PMSG is
directly driven; its power electronics converter is quite simple, allowing only the
generation regime. The electromagnetic torque output by PMSG is not indepen-
dent of the machine flux and presents a quite accentuated ripple due to the diode
rectifier operation. The accumulator battery is connected to the DC-link by means
of a charge controller that supervises the battery operation.

One may note that the configurations presented in Fig. 1 are not the only ones to
be found in the associated literature. One may use a current-source inverter [33] or
may feed a single-phase load. The generator-side converter may contain a buck
converter [37], the circuit feeding the battery may contain a bidirectional DC–DC
converter and so on.

These power electronics structures decouple the generator from the power grid,
allowing the variable-speed operation. They also enable feeding the grid with
sinusoidal currents, and varying the output reactive power. The main issue is that
they enable the generator currents control—and therefore its electromagnetic
torque control—in order to change the turbine rotational speed. Thus, by modi-
fying the turbine operating point one controls its aerodynamic efficiency and
therefore imposes its output power.

Therefore, from a systemic point of view, due to the DC-link intermediary stage
being used, the conversion chain is split into two plants. The first, namely the
prime mover plant, typically contains the prime mover, electrical generator and its
power electronics converter. The other one, namely the grid/load plant, contains
the power grid elements, the grid-side converter and the DC-link. The two plants
are controlled separately by means of the associated converters (see Fig. 1); their
control inputs are updated in order to fulfil distinct control objectives. The DC-link
voltage is a variable common to both of plants and the DC-link may be considered
within one plant or within the other one depending on the particular WECS
structure and operating conditions [1].

1.3 Some WECS Modelling Aspects

The performance of a wind turbine is primarily characterized by the manner in
which its power varies with the wind speed and is expressed by means of non-
dimensional characteristic performance curves [6]. The tip speed ratio of a wind
turbine is a variable expressed as k ¼ R � Xl=v, i.e., the ratio between the
peripheral blade speed and the wind speed, where R is the blade length, Xl is the
rotor speed (the low-speed shaft rotational speed) and v is the wind speed.
The non-dimensional power coefficient, Cp, is an average model that describes the
power extraction efficiency of a wind turbine. The variation of Cp versus k curve
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usually characterizes the aerodynamic performance of a wind turbine and offers
key information for the wind turbine control. The power harvested by a wind
turbine is

Pwt ¼ 0:5 � q � pR2 � v3 � Cp kð Þ; ð1Þ

where q is the air density. The torque coefficient, denoted by CC, characterizes the
rotor output (wind) torque, Cwt, and is expressed by CC kð Þ ¼ Cp kð Þ

�
k.

For a fixed-pitch wind turbine, the wind torque depends on the low-speed shaft
rotational speed, Xl, the wind speed, v, and CC(k):

Cwt ¼ Pwt=Xl ¼ 0:5 � p � q � v2 � R3 � CCðkÞ ð2Þ

CC kð Þ gives the rotor mechanical characteristic allure, Cwt Xlð Þ, for a given wind
velocity. More detailed aerodynamic models can be developed, emphasizing
effects like the rotational sampling, spatial filtering or induction lag [21, 29]. For
low-power wind turbines, these effects, together with the structural dynamics, can
be neglected, and simplified models are preferred [38].

Typical steady-state CC and Cp variations with respect to the tip speed ratio for
2-blade HAWT are given in Fig. 2. Note that the vertical-axis wind turbine
average aerodynamic characteristics are not very different.

Curves belonging to a passive-stall regulated rotor (dotted line) and to a rotor
type that is suitable for active-stall regulation (continuous line) have been here
chosen as an example. The Cp curve is lower than the theoretical Betz limit (0.59)
that assumes perfect blade design [6]. The power conversion efficiency has a well
determined maximum for a specific tip speed ratio, denoted by kopt.

The turbine rotor and the electrical generator are coupled mechanically by
means of the drive train, whose structure depends on each particular WECS
technology. Most of the systems employ speed multipliers as drive trains. The
electrical machine thus experiences an increased rotational speed and a reduced
electromagnetic torque.

The mechanical transmission is dissociated into two parts: the low-speed shaft
(LSS) on which the turbine rotor is coupled and the high-speed shaft (HSS) relied
on by the electrical generator. The coupling between the two shafts can be either
rigid or flexible. Flexible drive trains are used for damping the mechanical efforts
generated by exogenous variations (wind speed or electromagnetic torque). For
low-power WECS the drive train is rigid and comprises in general a single stage.
The speed multiplier affects the WECS’s weight, reliability and overall efficiency.

Electrical generators are systems which output the electromagnetic torque, CG,
as a result of the interaction between stator and rotor fluxes, which depends upon
each particular generator. In WECS the generator experiences a mechanical
interaction with the drive train. Generators are usually modelled in the (d,
q) frame, as required by implementing the vector control [5]. Figure 3a illustrates
the modelling principle for the PMSG case.

The generator modelling captures the evolution of the electromagnetic variables
into a mathematical form. Thus, a set of equations involving voltages, fluxes and
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currents results depending on each particular generator type [23]. In order to
complete the prime mover plant modelling, to this set the HSS motion equation is
added as being written in the form

J
dXh

dt
¼ Cwt � CG; ð3Þ

where the static and viscous frictions have been neglected, J is the equivalent
inertia rendered to the HSS, Cwt is the wind torque referred to the HSS [22], Xh is
the HSS rotational speed and CG is the electromagnetic torque.

The grid/load plant includes the DC-link and the inverter implementing the
interface with either grid or load. The modelling focuses on the accumulation of
energy in the DC-link capacitor and on the (d, q) model of the inverter. Figure 3b
illustrates the modelling principles in the grid case. For the load case the
requirements are different, therefore the control goals and modelling equations are
slightly different too.

2 Control Principles of Low-Power Wind Turbines

2.1 Issues

The control problem is how imposing the operating point of wind turbines in order
to fulfil the specific control goals. Among these, the most important are listed as
follows:

• controlling the captured power for wind speeds larger than the rated (full load);
• maximising the wind harvested power in partial-load zone as long as constraints

on speed and captured power are met;
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• alleviating the variable loads, in order to guarantee a certain level of resilience
of the mechanical parts;

• start and stop of the wind turbine.

In the case of variable-speed fixed-pitch wind turbines—which are of interest in
this chapter—the variable-speed regime is implemented by means of the generator
control. The control structures result from defining one or more of the above goals
stated in relation to the mathematical model of the aerodynamic subsystem [23].
The controller determines the desired global dynamic behaviour such that to
ensure power regulation, energy maximization in partial load and mechanical
loads alleviation.

When the wind velocity exceeds the rated, the turbine is operating in full-load
regime and the captured power—which potentially can vary with the wind speed
cubed—should be limited (controlled) by aerodynamic means. Several techniques
habitually used in order to satisfy this goal are briefed next [6].

Reviewing the blade element theory [6] one must note that the key variable
determining the aerodynamics behaviour is the incidence angle. This one increases
with wind velocity and decreases with increase of rotational speed and pitch angle,
b. Figure 4 presents how the aerodynamic efficiency, CzðiÞ=CxðiÞ, is affected by
the incidence angle evolution [23].

In general, when the turbine experiences high winds, the aerodynamic power
can be reduced by controlling the incidence angle through the tip speed ratio and/
or pitch angle. As the pitch angle is fixed, the aerodynamic power can be adjusted
for constant wind speed by generator control at variable speed (varying the rotor
speed). Remember that the variable-speed WECS have power electronics con-
verter coupled with the electrical generator. This power structure allows the
generator torque control and therefore imposing the turbine rotational speed.

Figure 4 shows that the turbine output power can be decreased to a suitable
level either by increasing (stall effect) or decreasing (feathering) the incidence
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angle. Either of these effects can be used in order to limit the turbine output power
in the full-load regime. Also, an optimal regime can be obtained for a certain value
of the incidence angle if output power maximization is aimed at. For fixed blade
pitch, this value is obtained at an optimal value of tip speed ratio, kopt, and
corresponds to the maximum aerodynamic efficiency, that is, the maximum value
of power coefficient, Cp (see Fig. 2b).

The primary control goal includes two limitation constraints, in order to ensure
turbine safety. One requires the captured power limitation to the maximum value,
PwtðtÞ�Pmax, while the other one concerns the low-speed shaft rotational speed
limitation: XlðtÞ�Xmax. While in partial load the power limitation constraint is
implicitly fulfilled, at high wind speed, in full load, it must be ensured by control
action. In the case of low-power WECS, this is achieved by adjusting the low-
speed shaft rotational speed towards stall regime. The power limitation is fulfilled
by bringing the turbine into a regime where the power coefficient can be controlled
to diminish, as suggested in Fig. 5.

Note that the speed limitation necessity may also appear in partial load, mainly
due to reasons related to noise. The turbine power-wind speed characteristic
showing the turbine operation according to the above-stated principles is depicted
in Fig. 5.

2.2 Partial-Load Operation

Control of variable-speed fixed-pitch wind turbines in the partial-load regime aims
at maximizing the power harvested from wind by modifying the electrical gen-
erator speed. For each wind speed, there is a certain rotational speed at which the
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power curve of a given wind turbine has a maximum (Cp reaches its maximum
value).

The locus of these maxima is known in the literature as the optimal regimes
characteristic, ORC (see Fig. 6 [25]). In the Xl � Cwt plane, the ORC is placed at
the right of the torque maxima locus (Fig. 6b). The maximization of the captured
power is ensured by keeping the static operating point of the turbine around the
ORC. In other words, this means to maintain the tip speed ratio at its optimal
value, kopt (Fig. 2b) and can be achieved by operating the turbine at variable speed,
corresponding to the wind speed [7].

The assumptions adopted in what concerns the known models/parameters, the
measurable variables, the control method used and the version of wind turbine
model play a key role in choosing the optimal control approach. Depending on
how rich the information about the turbine model is, especially about its torque
characteristic, the optimal control of variable-speed fixed-pitch wind turbines can
be implemented by means of one of the following approaches.

2.2.1 Maximum Power Point Tracking

The Maximum Power Point Tracking (MPPT) refers to an entire class of searching
algorithms; in the case of WECS, they are suitable when parameters kopt and
Cp max ¼ Cp kopt

� ffi
are not known. The reference of the rotational speed control

loop is adjusted such that the turbine operates around maximum power for the
current wind speed value. The speed reference must be either increased or
decreased, depending on the current position of the operating point in relation to
the maximum of Pwt Xlð Þ curve. Two main ways of estimating this position exist,
namely:

• the speed reference is modified by a variation DXl and the corresponding change
of active power, DP, is determined in order to estimate the value oPwt=oXl,
whose sign indicates the position of the operating point in relation to the
maximum of characteristic Pwt Xlð Þ [22];

• a probing signal—e.g., a slowly-variable low-amplitude sinusoid—is added to
the current speed reference, which produces a detectable response in the active
power evolution. Further, the position of the operating point in relation to the
maximum is obtained by comparing the phase lag of the probing sinusoid and
that of the sinusoidal component of active power [22].

In this simplified presentation of MPPT techniques, factors like the influence of
wind turbulence and system dynamics that distort the information concerning the
operating point position have been neglected.
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2.2.2 Shaft Rotational Speed Optimal Control Using a Setpoint
from the Wind Speed Information

This solution can be applied if the optimal value of the tip speed ratio, kopt, is
known. The shaft rotational speed is closed-loop controlled such that to ensure the
operation on the ORC:

XloptðtÞ ¼
kopt

R
� vðtÞ: ð4Þ

One drawback of this approach is the necessity of measuring or estimating the
wind speed. An anemometer mounted on the nacelle offers information on the
fixed-point wind speed, which is quite different from the wind speed experienced
by the blade [23].

2.2.3 Active Power Optimal Control Using a Setpoint from the Shaft
Rotational Speed Information

This method is used when both kopt and Cpmax ¼ Cp kopt

� ffi
are known. This

approach supposes an active power control loop being used, whose reference is
determined based upon the following relation:

Pwtopt ¼ Pref ¼
1
2
�
Cp kopt

� ffi

k3
opt

qpR5 � X3
lopt
; ð5Þ

so it is proportional with the rotational speed cubed.
In both methods an ORC tracking control loop is used, whose dynamic per-

formances are influenced by the wind turbulence. In most of cases, classical PI or
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PID control are preferred, but advanced control techniques can also be used in
order to ensure better performance and robustness to modelling uncertainties [23].

The wind turbulence induces deviations of the operating point around ORC.
These excursions contribute in a non-symmetrical manner to the decrease of the
conversion efficiency [4]. Hence, it is appropriate to define the optimal regime as
being not exactly the ORC, but the ORC slightly slipped to the right.

Another optimization strategy is to impose the electromagnetic torque corre-
sponding to the ORC, which is proportional with the rotational speed squared [6].

2.3 Full-Load Operation

As stated before, in full load the turbine operation must ensure a limited value of
captured power. In the case of fixed-pitch wind turbines this is achieved through
appropriate control of the rotational speed. Therefore, the full-load regime should
be detected and the outer control loop should be switched to a regulatory power
control loop that imposes the rotational speed setpoint in order to reduce the output
power to safe levels.

The associated strategy depends on the turbine blade profile. If the blade is
designed to induce an accentuated stall effect in high winds at sufficiently large
rotational speed (i.e., dotted line in Fig. 2b), the output power can be maintained
within safe limits by limiting the turbine rotational speed to the rated value. In this
way, behaviour similar to the stall-regulated wind turbines can be achieved
(curve 1 in Fig. 5). If the turbine blades do not exhibit accentuated stall effect (see
the graph represented with solid line in Fig. 2b), then the turbine can be brought in
deeper stall by further reducing the rotational speed. In this case the power is
strictly limited to the rated (curve 2 in Fig. 5).

3 Grid-Connected Low-Power WECS

Without loss of generality, a direct-driven PMSG generator (Xl � Xh) is consid-
ered where the prime mover is a 3-blade wind turbine. The associated generation
structure is also depicted in Fig. 1a. Figure 7 shows the control loops of this
structure. As the WECS is grid-connected, it behaves as a current generator
synchronized to the grid voltage [5]. The power transfer from the wind to the grid
takes place as follows. The power converted by PMSG yields a DC current
injected into the DC-link which will try to increase the DC-link voltage. The grid-
side converter is operated in order to extract approximately the same current from
the DC-link, therefore re-establishing the power equilibrium [32]. To this end, it
will inject into the grid the alternative currents that are established by the DC-link
voltage controller. In this structure, the generator-side inverter (which controls the
prime mover plant) is free to be operated in MPPT mode, and it will provide
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whichever power available in the wind within safety limits. In short, the generator-
side converter provides servo-control of the turbine rotational speed and the grid-
side inverter achieves DC-link voltage regulatory control.

In Fig. 7, X�h may result from maximum power (see Sect. 2.2) or power limiting
(see Sect. 2.3) requirements. In order to lay out the main insights concerning the
control of such structure, some modelling elements should be given.

For control purposes, the turbine mechanical characteristic for a given wind
speed (see Fig. 6b) is linearized around a typical operating point [23]. The turbine
torque is written in relation to the rotational speed, Xh:

Cwt ¼ C0 þ D � Xh;

where C0 is the zero-speed torque and the negative parameter D is the mechanical
characteristic slope. Both of them depend on the steady-state operating point (and
also on the current wind speed). The drive train transfer function results from the
single-mass model in Eq. 3 [23].

In order to achieve a smoother generator behaviour and flexible drive system,
the PMSG can be vector-controlled. This control structure is designed based upon
the PMSG Park model [5]. Under simplifying assumptions (sinusoidal distribution
of stator winding, electric and magnetic symmetry, negligible iron losses and
unsaturated magnetic circuit, etc.) the (d,q) PMSG model can be written as

vsd ¼ Risd þ Ld isd

�
�LqisqxS

vsq ¼ Risq þ Lq isq

�
þ Ldisd þ Umð ÞxS

(
; ð6Þ

where R is the stator resistance, vsd; vsq are d and q stator voltages, isd; isq are d and
q stator currents, Ld; Lq are d and q inductances, xS ¼ p � Xh is the stator (or else
electric) pulsation, Um is the rotor flux linkage. The electromagnetic torque is
obtained as
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CG ¼ p Umisq þ Ld � Lq

� ffi
isdisq

� �
; ð7Þ

where p is the number of pole pairs. If the rotor has nonsalient magnetic poles,
then Ld ¼ Lq and the electromagnetic torque is expressed as

CG ¼ pUm � isq: ð8Þ

By imposing the PMSG stator voltages, the output current and hence the
machine torque is controlled by separately controlling the Park current compo-
nents, isd and isq. Anti-windup PI controllers are used on each d and q channels; a
decoupling structure is used for suppressing the d–q interaction [15]. The PI
controllers are tuned by the well-known modulus criterion, which ensures settling
time and overshoot of the closed-loop step response being optimally traded-off [2].

For maximum torque sensitivity with the stator current (i.e., maximum effi-
ciency), the armature flux position is imposed at p=2, thus yielding reference
i�sd ¼ 0. The PMSG speed control relies upon employing an outer loop over the
q channel control loop. The speed PI controller employed in the outer loop is
designed by using the symmetrical optimum criterion, thus allowing an optimally-
sized closed-loop ramp response [2]. This controller outputs the electromagnetic
torque reference, hence the i�sq value.

One must note that in real-world applications this structure is more complex, as
it includes the Park transformations (d, q) $ (a, b, c), sinusoidal PWM [5] and a
voltage-source inverter; the rotor absolute position is used for computing these
transformations.

The generator-side converter 3-phase switching function, csa;b;c, is also a
rotating vector having components on the synchronously rotating (d, q) frame: csd

and csq. The lossless inverter average modelling gives vsd ¼ csdVDC=2, vsq ¼
csqVDC

�
2 and iDC ¼ csdisd þ csqisq

� ffi�
2, where iDC is the DC current injected by

the generator-side converter into the DC-link.
According to the above-stated modelling, the simplified plant to be controlled

on the q axis can be depicted as in Fig. 8. Their control structure is then developed
in order to achieve appropriate dynamics.

According to the modelling, classical PI control laws are suitable for such a
task. The prime mover plant structure in Fig. 8 has as perturbation input the wind
speed, whereas the average duty cycle component, bsq, acts as control input. It
outputs the DC-link current, iDC. Provided that the rotational speed has signifi-
cantly slower variations with respect to isq current, the control of this latter variable
may be designed by considering that the back electromotive force, E, is constant.
Note that the DC-link voltage is considered constant, as maintained by the grid-
side inverter. Then, the current controller is tuned in order to compensate the stator
electrical inertia on the q axis (see the second equation of set 6). For sake of
stability, its reference should never overpass the value corresponding to the
maximum aerodynamic torque for the current wind speed.

As the aerodynamic system is time variant (i.e., D varies with wind speed and
operating point position), the speed controller design is a slighter difficult task.
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First, taking into account its speed, the current loop should be considered ideal,
without dynamic. Note that the slope D may take positive or negative values
depending on the operating point position in relation to the maximum turbine
torque point. Therefore, if a PI controller is used, it should be tuned for the worst
case, when D has the largest positive value. The closed-loop system has two poles
and exhibits variable dynamic behaviour that depends on the operating point. By
solving the associated algebra and by imposing complex poles, one can verify that
the system is stable if

Kg � KP þ D [ 0; 8D;

where Kg is the PMSG’s torque coefficient and KP is the PI controller gain, chosen
sufficiently large. Therefore, for the above-mentioned worst case the controller
yields the slowest dynamic.

The rotational speed reference can further be provided by the MPPT or by the
power regulation loops. Anti-windup structure and reference gradient variations
may be required for a ‘‘smooth’’ operation of the controlled structure.

Besides its relative simplicity, this control structure has many advantages. The
machine currents and therefore its load are fully controlled (i.e., overloading risk is
avoided), the turbine rotational over-speed regime can be avoided, the output
power reduction can be rapidly obtained when necessary, etc. To conclude, the
PMSG-inverter device converts the turbine mechanical power into DC electrical
power by injecting the output current iDC into the DC-link. This current will act in
the sense of increasing the DC-link voltage, VDC, by charging its capacitor, C0.
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If the generator-side converter is like the one in Fig. 1b (i.e., composed of an
uncontrolled rectifier and a chopper), then the generator torque is imposed by
controlling the chopper inductor current. This solution yet allows the variable-
speed WECS operation even if the torque ripple is quite significant.

Figure 9 displays the WECS steady-state characteristics obtained by using the
above described control solution on a 1:1 WECS real-time simulator [24]. A
slowly varying ramp of wind velocity, v (between 5 and 20 m/s) is applied as input
signal, as Fig. 9a shows. Its variation speed is slow enough such that to allow the
steady-state regime being reached. The case of a passive-stall regulated 3-blade
horizontal-axis 2-kW-rated wind turbine (having the power coefficient curve like
in Fig. 2a) has been chosen. The steady-state regimes, in terms of output power,
Pwt, power coefficient, Cp, and high-speed shaft rotational speed, Xh, can be seen
in Fig. 9b, c and d, respectively. In partial load the rotational speed reference is
imposed by an MPPT algorithm (i.e., speed increases with the wind). In full load
the outermost power regulation loop reduces the rotational speed reference,
inducing turbine deeper stall as the wind speed increases.

Next, the grid-side converter operation in transferring the DC-link power to the
grid will be described. The associated plant is composed of the DC-link bus, the
inverter and the electrical grid. In order to transfer the available electrical active
power, the 3-phase currents are fed into the mains while controlling the DC-link
voltage at a constant value, VDC. The wind power system must also be able to
supply reactive power to the grid in order to compensate voltage variations in the
point of common coupling.

Note that the (d, q) representation also applies on the AC system. The control
structure is based upon two current control loops for the q and d output current ig
Park components respectively, and an outer voltage control loop, which regulates

[ ]WwtP[ ]m/sv

[ ]rad/shΩ[ ]pC −

[ ]st [ ]st

[ ]st [ ]st

Cut -in Cut -out
Rated

(a) (b)

(c) (d)

Fig. 9 Low-power WECS typical steady-state behaviour [24]
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the DC-link voltage, VDC, at an imposed value [15]. All these loops employ
anti-windup PI controller which are tuned using modulus optimum criterion. The
DC-link voltage controller provides the i�gq reference; i�gd is nonzero if reactive
power is to be supplied to the grid. The inner loops output the grid voltage
references in the (d, q) frame, to be transformed into a 3-phase system and applied
to the inverter. Park transform requires the grid electrical angle being used. To this
end a 3-phase phase-locked loop must be employed [19, 28].

The grid-side converter lossless (d, q) average modelling yields that [23]:

Lg �
digd

dt
¼ Vg � Rg � igd þ Lgx � igq �

VDC

2
� cgd

Lg �
digq

dt
¼ �Rg � igq � Lgx � igd �

VDC

2
� cgq

C0 �
dVDC

dt
¼ 3

2
� igd � cgd þ igq � cgq

� �
� VDC

R0
� iDC

8
>>>>>><

>>>>>>:

; ð9Þ

where Lg, Rg are the output current filter parameters, Vg is the grid voltage
amplitude, x is the grid pulsation, C0 and R0 are the DC-link capacitor and resistor
respectively. cgd and cgq are the (d, q) components of the converter duty cycle.

Note that the first two equations of (9) are weakly coupled (typically, the
coupling term Lgx

�
VDC takes values much smaller than the unity), so the two

current components igd and igq can be individually controlled and the associated
plant is 1

�
ðLgsþ RgÞ. Note also that the currents’ closed-loop dynamics are far

faster than the VDC dynamic. Then, by replacing the duty cycles cgd and cgq in the
third equation of (9) with their steady-state values obtained from the first two
equations, and neglecting the grid filter losses, one obtains:

C0 �
dVDC

dt
¼ 3

2VDC
� Vgigq �

VDC

R0
� iDC: ð10Þ

Further, one can show that the transfer function between the current component
igq and the DC-link voltage squared is a first-order filter [15]:

V2
DC

igq
¼

3Vg

�
2

C0sþ 1=R0
: ð11Þ

Typically, the voltage controller may either be designed as linear (e.g., pro-
portional-integral, PI) by using the V2

DC feedback or by linearization around a
typical operating point. As a conclusion, the grid plant control structure for the
q channel may be synthesized as in Fig. 10.

The plant contains the DC-link, provides the measures VDC and igq to the
controller and interacts with the generator-side inverter via the iDC current. This
latter acts as disturbance. Note that this control structure is not the sole that can be
implemented—e.g., an alternative solution to the current control is the use of the
generalized integrators (resonant controllers) [20].
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The regulatory control of the DC-link voltage has multiple consequences.
Besides the electrical power evacuation into the power grid, it ensures the DC-link
protection from high voltages and provides constant parameters to the plant in
Fig. 8, thus ensuring an appropriate control of the electrical machine currents.

The four oscilloscope screen captures in Fig. 11 contain results—obtained
using real-time simulation—illustrating the dynamic behaviour of a low-power
WECS in the two main operating regimes—partial load and full load—under
various wind conditions.

Thus, Fig. 11a depicts the variable-speed operation in partial load under vari-
able wind velocity with medium turbulence intensity I = 0.15, obtained by using
the von Karman spectrum in the IEC standard [26].

By convention, the active power that is supplied to the grid is negative,
depending heavily on the wind velocity. As the WECS is operated at variable
speed, the rotational speed and AC output current depend also on the wind speed.
Figure 11b contains information about the WECS behaviour when the wind speed
exhibits sequences of gusts having the average around 12 m/s in the full-load
regime. As the power controller acts in the sense of rejecting the wind speed
variations effect on the output power, the captured power variation due to the wind
speed variation is not as important as in the previous case.

Figure 11c and d illustrate the power transfer to the grid, i.e., the grid-side
converter operation. Figure 11c has been obtained under variable wind speed in
partial load. As the active power varies with the wind speed and the DC-link
voltage is maintained almost constant, then iDC varies also with the wind. One can
see the variations of the q-component of the PMSG stator current, proportional
with the electromagnetic torque—these are due to the variable-speed operation.
Figure 11d shows the behaviour of the grid electrical variables at the point of
coupling, vga and iga, when the WECS injects reactive power into the grid.
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4 Low-Power WECS in Stand-Alone Generation
Configurations

4.1 Issues

Because the primary resource is strongly intermittent, WECS operate in stand-
alone configurations when they are used as parts of hybrid energy systems to
supply isolated sites. The hybrid systems are composed of classical energy sour-
ces, such as those based on fossil fuels, energy storage devices and renewable
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Fig. 11 Variable-speed dynamic WECS behaviour. a Ch1 grid output current iga, 5A/V, Ch2
wind speed v, 2 m/s/V, Ch3 rotational speed Xh, 50 rad/s/V, Ch4 output active power P, 200 W/
V. b Ch1 DC current iDC, 5A/V, Ch2 wind speed v, 2 m/s/V, Ch3 rotational speed Xh, 50 rad/s/V,
Ch4 output active power P, 250 W/V. c Ch1 DC current iDC, 5A/V, Ch2 wind speed v, 2 m/s/V,
Ch3 generator q component, isq, 5A/V, Ch4 VDC, 75 V/V. d Ch1 line voltage vga, 25 V/V, Ch2
grid output current iga, 5A/V, Ch3 output reactive power Q 200VAR/V, Ch4 output active power
P, 200 W/V [24]
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energy sources. WECS operating in stand-alone systems are subject to two types of
disturbances:

• load variation in the local grid and
• variation of power provided by WECS due to the stochastic nature of the pri-

mary energy resource, the wind.

Wind speed can be modelled as a nonstationary stochastic process and
described by long-, medium- and short-time spectral models. Short-time models
capture the turbulence fluctuation, which depends of the average wind speed,
surface roughness length and ground height [6]. The 6-decade Van der Hoven
model can be seen in Fig. 12. This model gives information about the scarce
availability of the resource, suggesting that a given WECS cannot guarantee an
imposed level of power by itself. For example, to boost the energy level on
medium term, a chemical accumulator may be used.

The issues in stand-alone WECS design basically result from the stochastic
properties of the wind speed. These are:

• necessity of uninterrupted supply of the load, taking account of the long- and
medium-term wind speed variation. To supplement the power provided by
WECS one can use backup energy sources, such as electrochemical energy
storage devices (accumulator batteries) on medium term or Diesel generators on
long term;

• necessity of ensuring the quality of provided energy: frequency, voltage, har-
monic content, flicker. In general, stand-alone WECS are placed near to the
consumption site, where the turbulence intensity can be high. Turbulence
fluctuation can produce important frequency and voltage variations in the local
grid. A solution to diminish these variations consists in using kinetic energy
storage devices (flywheels, for example).
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Fig. 12 Wind energy fluctuations given by Van der Hoven’s wind speed spectral model
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Depending on their structure, the stand-alone WECS may or may not include
batteries. The latter may contain a Diesel generator and eventually a flywheel.

Performance of stand-alone WECS are reflected by the penetration rate of
renewable energy, which can be defined in relation either to the power extracted
from wind—instantaneous penetration—or to the energy extracted from wind
(average penetration) [3]. Instantaneous penetration is defined as the ratio between
the power harvested from wind and the power required by the load, whereas
average penetration is a ratio of the extracted and required energy quantities on a
given time horizon (hours, days, months or years).

4.2 No-Storage Wind-Diesel Systems

The simplest structure of hybrid system supplying an isolated site contains no
energy storage devices [3, 13, 17, 18, 27, 36]. The elementary structure of such
system includes a Diesel generator and an induction-generator-based WECS [3].
The Diesel generator provides partially or totally the required power when there is
not enough power in the wind. Power limitation is achieved habitually by passive
stall. Such system, in its elementary structure, ensures an average penetration
below 20 %. Increase of the WECS rated power for purposes of improving the
average penetration rate leads to increase of frequency and voltage fluctuations in
the local grid. Requirements regarding the provided energy quality are imposed as
limitations of WECS’s frequency and voltage admissible deviations, as illustrated
in Fig. 13 [9]. Maximally admissible deviations of frequency/voltage in relation to
their respective rated values are as smaller as the voltage/frequency deviations are
larger. Under these regulations, the total time of admissible deviation from normal
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operation must not exceed 10 h per year. This kind of demand limits severely the
WECS power weight within an elementary wind-Diesel generation configuration.

The average penetration rate can be improved by controlling the WECS such as
to optimize the energy conversion in partial load. Figure 14 presents the structure
of a wind-Diesel system employing a doubly-fed induction generator (DFIG),
where the energy optimization control loop is based on tracking the optimal
rotational speed given by Relation (4).

The advantage of the structure in Fig. 14 is that the rotor converter power is
typically 30 % of the generator rated power. WECS’s active and reactive power
control is achieved by means of converters.

Two contradictory demands must be taken into account when designing the
optimal speed controller (OSC), namely maintaining the operating point around
the maximum power one along with meeting the admissible frequency deviations
in the local grid. Interaction between the two subsystems—WECS and Diesel
generator—is illustrated in Fig. 15, where Xs and Xh are the rotational speeds of
the synchronous generator and of the DFIG, respectively.

In Fig. 15 Pl denotes the load active power, Pa and Ta are the DFIG’s active
power and torque respectively. In response to the wind speed turbulence, the
controller OSC produces variations of the DFIG’s torque and power, which
influence the dynamics of the synchronous generator’s rotational speed loop. On
the other hand, variation of the rotational speed Xs determines variation of the
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Fig. 14 Wind-Diesel system equipped with wind energy conversion optimization control law
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DFIG’s electromagnetic torque, which is practically proportional with difference
(Xs - Xh).

In Fig. 16 one can see numerical simulation results regarding the evolution of
the provided power and frequency of a wind-Diesel system for constant load and
variable wind speed having the sequence in Fig. 16a. The Diesel generator power,
PDG, and the wind system power, Pwt, both expressed in per units, can be visu-
alized for two values of the wind power instantaneous penetration rate, namely
90 %—Fig. 16b—and 50 %—Fig. 16d. Figure 16c and e contain the evolution of
the frequency in the two cases respectively.

Based upon the linearized model of the wind-Diesel system, in [8] one designs
the optimal control law of the hybrid system in relation with a performance index
of form:

I ¼
Z 1

0
aDkðtÞ2 þ DTaðtÞ

2
h i

dt; ð15Þ

where DkðtÞ s�i DTaðtÞ are normalized variations of the tip speed ratio and DFIG’s
torque, respectively, and a is a positive coefficient weighting the influences of the
energy efficiency performance and local grid frequency variations, respectively.
An effective solution to compensate the dynamic frequency variations is the use of
a flywheel, which achieves short-term energy storage [16]. The flywheel is
habitually coupled permanently to the synchronous generator’s shaft.

4.3 Hybrid Energy Conversion Systems with AC-Coupled
WECS

As shown previously, WECS cannot ensure the AC parameters regulation by itself
in every wind condition since this resource is intermittent. The presence of backup
devices accomplishing this task is thus mandatory.

Figure 17 presents a stand-alone WECS configuration where all the sources
deliver power through an AC grid. Here, the wind turbine system is equipped with
a minimal control configuration: the wind power is limited by passive stall when
the wind speed exceeds the rated, whereas the squirrel-cage induction generator
(SCIG) is coupled directly to the AC grid.
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Fig. 15 Interaction between
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generator
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The uncontrolled WECS induces the necessity of supplementary hardware
ensuring the AC parameters regulation, as it will be described further.

The hybrid system may include a battery, achieving medium-term energy
storage, as well as other renewable energy sources (such as microhydro or pho-
tovoltaic). If the hybrid system can ensure the power required by the load without
using the Diesel generator, it is considered that the system has high wind pene-
tration [30]. When the Diesel generator is not coupled and the power produced by
the renewable source exceeds the power required by the load, a dump load is
activated which dissipates power by means of the static converter PE2 in Fig. 17.
The synchronous machine SM is in charge with ensuring the voltage and reactive
power control when the Diesel generator is not coupled. An alternative solution is
presented in [35], where static VAR compensators are used in order to compensate

(a)

(b) (d)

(c) (e)

Fig. 16 Wind-Diesel behaviour under different penetration rates: a 90 % (b) and (c), 50 %
(d) and (e)
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the instantaneous reactive power and to diminish the voltage fluctuations in the
case of a high-penetration no-storage wind-Diesel system.

Reducing the frequency variations at high wind speed—therefore, at high wind
turbulence levels—is an important problem. Usually, this problem is solved by
employing a kinetic energy storage device. This latter can be either a fixed-speed
flywheel, coupled to the Diesel generator’s shaft, between the electrical clutch and
the generator, or a variable-speed high-speed flywheel. In the latter case the
flywheel receives and transfers the energy through an electrical machine and an
AC-AC bidirectional converter, as shown in Fig. 17.

Figure 18 describes a stand-alone hybrid configuration with reduced weight of
electromechanical equipment and which allows the WECS advanced control.

The wind turbine uses passive stall to implement the power limitation; alter-
natively this can be achieved by varying the pitch. Here, the SCIG delivers power
to the local grid by means of a back-to-back converter that controls its operation.
The parameters—frequency, voltage, power factor—of the energy supplied by the
WECS are controlled by the load-side converter. In order to manage the energy
consumption, when the renewable energy source is in deficit, one must prioritize
the local loads such that the control of the less-priority load to contribute, if
necessary, at balancing the produced and required power.
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In the case of such hybrid system, an important issue is how to structure the
control system on two hierarchical levels. The controllers of the various subsys-
tems are placed on the low level: speed controller (SC) and voltage controller of
the Diesel generator, as well as the optimal speed controller (OSC) of the WECS.
The upper level (automatic dispatcher) manages the power flux provided by the
various sources, taking account of the necessity of prioritizing the renewable
energy sources.

Let us restate the primary objective of the power generation structure: ensuring
the AC voltage parameters irrespective of the wind regime and the load power
(within the structural limits). From the WECS point of view, two operation modes
can be considered: when the Diesel generator is online and the WECS operates as
an AC synchronized current source and when the WECS is an AC voltage source
and the Diesel generator may be shut down.

The first case assumes WECS operation as in the grid-connected case, in a
controlled AC environment. Note that an AC current source cannot inject current
into the connection node (AC bus in Fig. 18) between an AC voltage source and its
load in any conditions. The AC voltage source (i.e., the Diesel generator) should
react very fast to the variable current injected by the AC current source—which is
the WECS—in order to maintain the desired AC voltage. This means that the
Diesel generator must always deliver current to the AC bus and avoid the voltage
regulator saturation. For ensuring sufficiently fast voltage response of the Diesel
generator with respect of the wind-generated AC current variations injected by the
WECS, one may either use a supplementary energy accumulation in the DC-link
or reduce the DC-voltage regulator bandwidth (see Fig. 7).
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If the WECS operation in AC voltage-source mode is preferred, the two
associated converters change their roles. While the load-side converter is dedicated
to the AC voltage regulation in terms of amplitude and frequency, the generator-
side converter regulates the DC-link voltage [1]. Therefore, the turbine will find
the operating point corresponding to the WECS load and its rotational speed is no
longer controlled. Effective measures must be taken in order to ensure the rota-
tional speed limitation: either active stall or pitch regulation should be employed.

This operating mode is well suited for the WECS full-load regime. In this case
the Diesel generator connection and synchronisation with the AC-bus is classically
done; by means of the frequency-power control system, the Diesel generator
equipped with a PID speed controller plays the role of regulation unit. This means
that it modifies its delivered power such that this one to equal the difference
between the power required by the load and the power provided by the renewable
energy sources. In the case of power provided in excess by the renewable energy
sources, the Diesel generator can be stopped, the battery charge is started and
eventually the dump load is activated. In the contrary case, of insufficient power
provided by the renewable energy sources, the battery energy is used and,
depending of the predicted wind speed, one can decide to enable the Diesel
generator.

The control strategy implemented on the upper control level must ensure
simultaneously a set of antagonistic demands, such as:

• increase of medium penetration rate;
• reduction of start/stop order frequency for the Diesel generator, in order to keep

it reliable;
• uniform charging/discharging cycles of battery, in order to ensure a long service

time of this one.

4.4 Hybrid Energy Conversion Systems with DC-Coupled
WECS

A distinct and widely spread kind of hybrid stand-alone systems is the one in
which the different energy sources are coupled by means of a DC link. In general,
these are low-power systems, where use of battery is mandatory for medium-term
energy storage. When the power extracted from wind is insufficient for long time, a
Diesel-generator unit is coupled to the DC link, equipped with permanent-magnet
synchronous generator and electrical start/stop.

Multiple configurations of hybrid systems with DC link may be achieved,
depending on how the energy sources within are controlled. One of the possibil-
ities is where the wind source and the photovoltaic source deliver power to the
battery by means of a charge controller, like presented in Fig. 19. In this case, the
operating regime of the WECS is established by the charge controller, which
cannot ensure the wind turbine operation on the optimal regimes characteristic
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(ORC). The generator of the Diesel-generator unit delivers power directly to the
local AC grid, also ensuring the battery charging by means of a rectifier.

Typically, the fixed-pitch turbine is coupled directly to the permanent-magnet
multipolar synchronous generator. The charge controller uses electronic switches
in order to control the battery charge process; it activates a dump load when the
battery is fully charged.

For optimal and safe generation system operation, the DC-link voltage should
be regulated at an imposed value.

Figure 20 shows a configuration of hybrid system with DC link that ensures
better energy performance. All the sources deliver power into the DC link by
means of current control loops. The wind turbine is equipped with a power control
system whose setpoint is given by Eq. (5) in order to ensure the operation on the
ORC.

The turbine power controller drives the inner generator current loop. When the
wind power is insufficient on long term, the alternative source (the Diesel-gen-
erator unit) delivers power into the DC link by means of a rectifier and a current
control loop. The DC link supplies the inverter delivering power in the local AC
grid at standard frequency and voltage. The inverter draws current from DC-link
according to the load necessity. In this context, the imbalance between the pro-
duced power and the power required by the load is sensed by the DC-link
capacitor’s voltage. The DC-link voltage control system aims at maintaining the
balance between the provided power and the one required in the DC-link, when the
power required by the local grid and/or the one produced by the renewable energy
sources vary.

The control actions performed by this control system are:

• change of the battery current control loop reference; this loop contains a 2-
quadrant DC-DC converter. The change refers to both the sign of variation—i.e.,
regime selection as charging/discharging—and also the value of the current
injected/extracted into from the battery;
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• the start/stop control of the alternative source (Diesel-generator unit) and
establishing the reference of the current control loop of this source, in the case
of long-term deficit of the wind energy source;

• control of the dump load converter when the energy production is in excess.

5 Conclusion

In the last decades the priority has been given to high-power WECS, because the
energy market target was to increase the wind power penetration rate, according to
actual trends in developing energy systems. Investment regarding the low-power
WECS was not as well as important, since their energy weight is reduced.
Low-power WECS have been used mainly in stand-alone configurations. In the last
years, the energy production from distributed and decentralized sources has become
increasingly successful in order to supply local grids by low-power systems, either
grid connected or stand-alone. An extensive variety of generation configurations are
possible: classical grid-connected WECS, stand-alone systems with either AC or DC
common bus, etc. Taking account of their multitude of architectures, these latter
systems exhibit control problems more various than in the case of high-power WECS.

Local
Grid

Load

Wind turbine

=

=

Battery Dump
load

PE

=

~

Thermal
engine

SG

Rectifier

=

~

=

PMSG Chopper 1

=

X

~

=

=
~

Inverter

Voltage 
setpoint

PE

Chopper 2: DC/DC 2-
quadrant converter

VC
CDC

CC

VAC f

DC link AC bus

h
K 3

Filter

PC

Legend:
PMSG – PM multipolar synchronous generator
SG – PM synchronous generator
PE – Power electronics converter
CC – Current controller
VC – Voltage controller
PC – Power controller
MPPT – Maximum power point tracker

P

0/1

~ =

iDC

Ibat

P∗

DCV ∗

S
U
P
E
R
V
I
S
O
R

batI∗

DCV

Fig. 20 Stand-alone hybrid system with sources coupled through a DC link

Low-Power Wind Energy Conversion Systems 801



As regards the stand-alone hybrid systems containing WECS, the main problem
is to simultaneously ensure the maximum wind power extraction, increase of the
battery service time (uniform charging/discharging cycles) and reduction of the
coupling/decoupling frequency of the alternative source (usually, Diesel genera-
tor). Therefore, the upper-level (supervision) controls that may be capable of
optimally managing various scenarios for different power generation structures,
possibly in relation to the smart grids, is a fertile field of exploration.
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Small Wind Driven Devices
for Environment Friendly Power
Generation and Consumption

N. A. Ahmed

Abstract The present chapter is written to highlight how the utilization of wind
can be maximized for clean, pollution and hazard free power production and
reduce consumption of electricity of households. The materials presented are built
around the author’s experiences while working on environmental friendly wind
driven devices at the University of New South Wales in Australia. The chapter
broadly considers two themes. The first theme deals with the methodologies
associated with the design of rotors for small horizontal axis wind turbines to
operate in low to high gust wind conditions for direct electricity generation. These
are discussed in Sect. 2 of this chapter. The second theme considers wind driven
devices whose operation can minimize the electricity usage of a household. The
device discussed is rotating wind turbines that are used in building ventilation and
can reduce the electricity bill of a household significantly with minimum carbon
footprint. These are presented in Sect. 3 of this chapter. In Sect. 4, the author
outlines his vision of future possibilities and foresees incorporation of flow control
technologies to enhance the performance of future wind turbines and roof top
ventilators. Finally in Sect. 5, overall conclusions are made about harnessing wind
power for a sustainable future and living.

Symbols

A Rotor disk area (= pr2)
A0 Wake cross sectional area
B Number of rotor blades
CP Power co-efficient
CT Thrust co-efficient
CP0 Power coefficient based on wake area
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CT0 Thrust coefficient based on wake area
c Local blade chord length
cd Local form drag coefficient
cl Local lift coefficient
d Local form drag
l Local lift drag
F Tip loss factor
f Sheet spacing parameter
G(x) Dimensionless circulation function
P Power
R Blade radius (radius of rotor disk)
Re Reynolds number
RO Wake radius
r Local blade radius
S Slipstream distortion
T Thrust
V Free stream velocity
vi Induced velocity of the vortex sheet
W Velocity relative to the blade section
w Displacement velocity
w Dimensionless displacement velocity (¼ w

V)
v Dimensionless radius (¼ r

R)
a Angle of attack of blade section
b Blade angle (¼ u� a)
CðxÞ Circulation at radial station, x
e
v Axial loss factor

k Free stream advance ratio (¼ V
xR)

ko Wake advance ratio
r Solidity
/ Relative wind angle
v Mass coefficient
x Angular velocity of the rotor

1 Introduction

The Gulf of Mexico oil spill disaster of 2010, the Exxon Valdez disaster of 1989 or
the Chernobyl Disaster in the former USSR in 1986 are wake-up calls for
developing clean, hazard free and renewable energy sources. The havoc such oil
spills or radiation wreak on the environment will pale in comparison to the havoc
that continued dependence on fossil fuel or nuclear power can wreak on the
world’s economy and security and even mankind’s existence.
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The existence of wind turbine as a provider of useful natural source of power
for the last thousand years is well documented [1–4]. The windmill, which once
flourished along with the water wheel as one of the two prime movers based on the
kinetic energy of natural sources, reached its peak in the 18th century. Its use then
began to decline, as primary movers based on thermal energy from the combustion
of fuel took precedence. In recent times, however, with increasing cost of thermal
energy and a greater emphasis on sustainable environment, the wind energy is
experiencing a revival. And the new millennium has commenced with the
knowledge that wind represents a rapidly increasingly economically viable solu-
tion to a major problem of our time—the provision of electricity without pollution.

It is estimated that with the doubling of wind power plant capacity, which is
currently happening every two and a half years, comes a 15 % drop in wind’s cost,
that is 6 % a year [5]. Wind power plants today contribute less than 1 % to
electricity production in the world. This figure is slightly higher in the USA which
is encouraging since the USA, based on the estimates published by the Department
of Energy, USA [6], is by far the largest consumer of electricity in the world.

As shown in the Fig. 1, the total wind power capacity has risen dramatically [7]
in the last decade. The rise in fossil fuel prices and uncertainty over resources
combined with improved wind power technology and reduced costs have allowed
this expansion. The number of wind farms currently in production or in planning
indicates that the growth rate of the wind industry will continue to rise signifi-
cantly for the foreseeable future.

Currently there is approximately 190 GW of installed wind power worldwide.
China is now the largest wind power market in the world with a total installed
capacity of 42 GW followed by North America [7]. Europe has approximately
85 GW of installed wind power capacity the biggest contributor being Germany
[8]. One of the fastest growing markets in wind power is offshore turbines. This is
due to the abundance of suitable sites and much better wind quality with less
turbulence and higher speeds at lower altitude.

Australia currently has approximately 2 GW of installed wind power capacity
providing 2 % of the nation’s electricity needs [9]. Data on power produced by

Fig. 1 Global wind power capacity (Source Global Wing Energy Council, Annual market update
2010)
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small wind power systems is limited as there is no requirement for households to
report figures. The power generated by small systems would be negligible com-
pared to utility size wind farms.

1.1 Wind Turbine Classification

Wind turbines are most often advertised according to their rated power output.
This is the most important distinguishing factor between turbine models as it
determines the appropriate uses of the turbine. The physical size of turbines is not
always directly related to the power output as expected wind speeds vary between
sites.

Despite manufactures selling turbines according to power output the interna-
tional standards, applying to wind turbines, ‘IEC 61400-Design Requirements for
Wind Turbines’ defines a small turbine as one with less than 200 m2 swept area.
This equates to approximately 16 m rotor diameter for horizontal axis turbines.

Turbines used in urban environments are often much smaller than this with a
typical blade diameter of less than 2 m and an output of around 500 W. Smaller
turbines of approximately 1 m rotor diameter are often used on small sailing
yachts to generate a small amount of power without having to turn on engines.
Larger turbines can be used on large properties where they can be mounted away
from residence. Turbines up to 20 kW with approximately 10 m rotor diameter,
are often used for power generation in remote areas.

Current utility size wind energy sites that supply power to the grid are using
turbines in the 1–3 MW range and have a rotor diameter of 60–80 m. The largest
turbines currently in used are 7.5 MW with a rotor diameter of 130 m. Large
turbines are most commonly setup in groups called wind farms with output
capacities often similar to small coal or nuclear power stations.

1.2 Typical Design Practices

A large proportion of horizontal axis turbines in use have a 3 blade upwind design
with a generator in the nacelle behind the blades. Utility size turbines often use a
gearbox to increase the rotational velocity between the rotor and the AC generator.
This allows the use of smaller and cheaper generators running at higher speeds.
Some manufactures such as ENERCON are moving towards using large low speed
generators to remove the need for a gearbox. This reduces complexity but the
generators must have hundreds of poles to produce the correct frequency, which
greatly increases cost. Large turbines often use blade pitch or tip furling to control
the speed of the turbine. This is critical to having a large maximum power band
and preventing ‘over speed’ during high wind conditions.
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Smaller commercially available turbines usually use DC generators as they
often provide power to low voltage DC loads. To save weight and cost small
turbines often use fixed blade design which gives them limited maximum power
band and reduces efficiency but also reduces product and maintenance costs.

1.3 Current Issues

As wind speeds are very unpredictable the use of wind power can be very difficult
to integrate into a continuous supply system or grid. If much of a grid’s power is
sourced by wind energy it can be very difficult to maintain a base load supply and
that often leads to wasted energy due to oversupply. The output of offshore tur-
bines is somewhat more predictable and design concepts to float wind turbines on
balloons to take advantage of the fast wind currents higher up in the atmosphere
could also be able to supply a base load within a grid. Developing more effective
ways of integrating wind power into an energy grid is currently an area of
development.

With standalone systems the unpredictable nature of the supply can also lead to
additional problems. Large expensive batteries have to be used to provide power
during extended periods of low wind. Turbines are, therefore, rarely used as the
sole source of power in standalone systems. Improving energy storage would allow
turbines to be used far more efficiently and cost effectively in off grid systems.

A major issue with smaller wind turbines is the lack of clean wind especially in
urban environments. Surrounding buildings produce very turbulent and slow wind
near ground level. Building turbines on tall masts can alleviate this problem but it
adds significant costs and is often not welcomed by neighbours. Improving blade
design in horizontal axis turbines is crucial to improving performance in poor wind
conditions.

Also environmental impacts of the turbines are a big concern especially when
they are located near populated areas. Some studies indicate that there are links
between low frequency vibrations of large turbines and adverse health effects.
Smaller turbines produce little low frequency vibration but are often located far
closer to residential areas or even mounted on buildings. For these reasons
understanding vibrations created by turbines and transmitted to surrounding
structures is essential.

The power available from the wind has a cubic relationship with the speed of
the air. Therefore it is advantageous to build turbines in high wind areas. High
wind speeds though put much more stress on every component in the turbine
including the electrical systems. Reliability in high speed and turbulent wind is an
area of current development in turbine design. This allows turbines to be setup in
areas that can yield high energy output while still maintaining a reasonable
lifespan.

However, it is a fact that wind power plants are not yet as cost-effective and
reliable as conventional means of electricity production.
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The full exploitation of a wind turbine as a source of clean, non-polluting and
renewable energy depends not only on huge multi-Mega Watt wind parks but also
on small wind turbine that can generate power to meet the demand of electricity
need of average households.

The present chapter deals only with small wind driven devices for power
generation and power extraction, i.e., on devices that can be used to produce
electricity directly and on ones that use wind directly for its operation. The
materials presented are based on the author’s experience on working on these
devices over the past decade at the University of New South Wales in Australia.
More specifically, the work relates to horizontal axis wind turbines and wind
driven rotating ventilators.

2 Small Wind Turbines for Power Generation

The current state-of-the art technology and public perceptions of wind power can
be aptly described in a humorous way using the following cartoon that appeared in
Sunday Telegraph of Australia recently [10].

Small horizontal axis wind turbines for power generation considered here are
the ones that can produce power between 1 and 10 kW. The applications sought
are primarily for domestic electricity generation in residential buildings or boats or
yachts. Although the ideas have been around for a long time, it appears that, it is
only recently that the issue is taken up seriously by various governments around
the world.

In Australia, householders in the state of New South Wales will be allowed to
build wind turbines on the roofs of suburban homes to generate green electricity
under a sweeping overhaul of New South of Wales planning laws. Silmalis [11]
reported that the state is proposing to allow windmills with a generating capacity
of 10 kW or less to be erected in residential areas, adding to solar panels as an
option for domestic power generation.

A height limit of 3 m above the roof line will be imposed and turbines will have
to be at least 25 m from neighbouring properties. As with solar panels, home
owners will be able to sell surplus power they generate to the electricity grid,
protecting them from skyrocketing power prices. Under the plan, families
intending to install a wind turbine would lodge a 10-day complying development
application with the local council. Strict noise and location controls would ensure
neighbourhoods were not turned into turbine jungles. ‘‘Making it easier for
property owners to install wind and solar systems would turn suburbs and rural
areas into renewable energy harvesting areas with no, or minimal environmental
and local amenity impacts’’, said NSW Planning minister Tony Kelly. The
amendments to the law went on public exhibition on 18 April, 2010.

Under the plan wind turbines would be restricted to 10 kW in residential zones
and 60 kW in rural and industrial areas. The solar energy feed-in system, intro-
duced in January, 2010, allows households to earn 60c for each kilowatt hour of
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electricity produced. The government estimates that individual households could
earn an average of $1,500 by selling surplus energy to the feed-in system.

In the USA, small scale residential wind turbines are allowed in parts of New
York. For example, a five storey affordable housing apartment building in the
South Bronx, in New York, has deployed 10 kW wind turbines to supplement the
facility’s conventional power usage in the building’s hall ways, elevators and other
common areas, the paper states.

Full exploitation of wind turbine technology will be possible when wind
turbines will have the capacity to run without shut-down irrespective of wind
conditions which in turn may depend on the optimum design of turbine blades that
can operate efficiently under moderate to extreme variations in wind conditions.
To be more effective, it may also mean identifying low wind areas and high wind
areas and design optimum rotors accordingly to suit the different wind conditions.

The following section is presented to provide a simple methodology for pos-
sible optimum rotor design, or the use of the light loaded or highly loaded theories,
both of them based on vortex theory. The vortex sheet inherent in the formulation
itself is considered to be an infinite number of vortex filaments each of infini-
tesimal strength extending to the boundary of the flow. The lightly loaded theory
can be applied to low free stream velocities and small wind gusts and operate with
advance ratios of k, of less than half. The point of note is that a rotor designed for
light wind load applications will not be efficient in heavy wind areas.

2.1 The Lightly Loaded and Highly Loaded Theories
for HAWT Rotor Design

2.1.1 Basic Consideration

The vortex theory applicable to aircraft propellers has generally been used to
model the behaviour of horizontal-axis wind turbines (HAWT). The theory
developed by Glauert [12], Betz and Prandtl [13] and Goldstein [14] has been
adopted by Larrabee [15] in the design of manpowered aircraft propellers and wind
mill rotors. Larrabee used what may be called the light loading theory, where an
assumption is made that the change in the cross sectional area of the stream tube of
the rotor is negligible implying thereby that the blades are widely spaced and
suffer no distortion. This assumption cannot be considered appropriate for heavily
loaded horizontal axis wind turbine, because the retardation of the flow through the
rotor causes the vortex sheet spacing and stream tube cross section to change
continuously downstream (Fig. 2).

The works [16–18] at the University of New South Wales combine the com-
putational simplicity of the Betz and Prandtl relations [13] with the vortex theory
of heavily loaded airscrews of Theodorsen [19] to yield a simple method of
maximizing the power co-efficient, and consequently predicting the ideal blade
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geometry of optimum HAWT rotors at their design advance ratio (wind speed/tip
speed).

What follows next are based on the salient features of this approach.

2.1.2 Load Distribution Along the Blade

Betz and Prandtl [13] theorem of the ‘rigid screw’ predicts the circulation distri-
bution along a (airscrew) rotor blade for minimum induced energy loss. The
condition is analogous to the minimum induced drag (elliptic lift distribution) on a
finite wing. The theorem states that the ideal circulation distribution is achieved
when the helical vortex sheets, shed by the advancing blades, are displaced
rearward by a radially constant displacement velocity, w (Fig. 2). The displace-
ment velocity is an ‘apparent’ velocity, since the induced velocity vi of a vortex
element on the vortex sheet is directed normal to the free vortex sheet. Hence the
displacement is given by:

Fig. 2 Vortex sheet geometry
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w ¼ vi

v cos /
¼ w

V
ð1Þ

where / is the angle between the induced velocity on the vortex sheet and a
parallel to the axis of rotation (Fig. 2).

An approximate solution to the potential flow problem appropriate to this
condition was provided by Betz and Prandtl [13]. Their solution offered a simple
set of relationships for predicting the ideal circulation distribution along the blade.
The solution was obtained by assuming the rotor to be lightly loaded and conse-
quently, the shed vortex sheets to be regularly spaced in a constant area wake
(A = A0). For light loading condition, Goldstein [14] showed that the Betz and
Prandtl approximations were sufficiently accurate to predict the ideal circulation
distribution along the (propeller) blade at low advance ratios, k\0:5.

There is considerable distortion of the slipstream caused by the horizontal axis
wind turbine rotor as it extracts energy from the wind. The ratio of the rotor disk to
the area of the wake behind the wake, A/A0 may be used to quantify the wake
expansion. Sanderson and Archer suggests [16] that the HAWT rotor be treated as
heavily loaded if A/A0 B 0.9 or A0/A C 1.1.

Provided that reference is made to the helix surface far behind the rotor,
Theodorsen [19] has demonstrated that the predicted circulation distribution of a
lightly loaded rotor was directly applicable to a heavily loaded rotor. The
dimensionless circulation distribution is often referred to as the ‘Goldstein func-
tion [14] and can be determined by the Betz and Prandtl relationships as expressed
below:

GðxÞ ¼ BCðxÞx
2pV2ð1þ wÞw ¼

Fx2

k2
0 þ x2

ð2Þ

where the tip loss factor F is evaluated by:

F ¼ 2
p

cos�1ðexp�f Þ ð3Þ

and the sheet spacing parameter, f, by:

f ¼ B

2

ffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 þ 1
q

k22

0

ð1� xÞ ð4Þ

The advance ratio k0 is defined for the wake (Fig. 1), as:

k0 ¼
Vð1þ wÞ

xR0
ð5Þ

and is related to the free stream advance ratio by:

k ¼ k0

ð1þ wdÞ
ffiffiffiffiffiffiffiffiffiffiffi
A=A0

p ð6Þ
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For the assumptions of the light-loading theory, A/A0 = 1 and k ¼ k0. How-
ever, in the heavily loaded theory, k0 is adopted instead of k as the independent
variable describing the action of the rotor. Evaluation of k is performed in the final
stages of computation by Eq. (6).

2.1.3 Maximizing the Power Coefficient

The maximization of the power coefficient is expected to be carried out at the
initial steps in the design of an HAWT rotor. By neglecting the form drag, the
power produced by the rotor may be assumed to be dependent on the circulation
distribution and displacement velocity.

Expressing the power in the form

P ¼ CP01=2 qV3A0 ð7Þ

where CP0 is the power co-efficient based on the wake area, consideration of the
momentum changes to the flow behind the rotor shows that CP0 is determined from
Theodorsen [19]:

CP0 ¼ 2vwdð1þ wÞ 1þ e
v

w

� ffi
ð8Þ

The mass co-efficient is the dimensionless momentum resulting from the
induced velocities in the wake between successive vortex sheets and is evaluated
by:

v ¼ 2
Z1

0

GðxÞ xdx ¼ 0ð1Þ ð9Þ

It can be regarded as the mean radially weighted Goldstein function G(x).
The axial loss factor relates the proportion of momentum change in the axial

direction to the momentum changes in the wake. With decreasing advance ratio,
the components of induced velocity, vi in the radial and tangential directions
decrease and, hence, the axial loss factor increases with decreasing advance ratio
(Fig. 3). This parameter is given by Theodorsen [19]:

e
v
¼ 1þ 1

2
dðln vÞ
dðln koÞ

¼ 0ð1Þ ð10Þ

The condition for maximum power,

Pmax ¼ CP0max1=2 q V3A0 ð11Þ

Is achieved when CP0 in Eq (8) is maximized.
If v and e=v, which are functions of the wake advance ratio only are treated as

constants, Eq. (8) becomes a simple cubic of w. Consequently, the optimum
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condition can be derived from Eq. (8) and corresponds to the solution of the
quadratic equation:

3
e
v

� ffi
w2 þ 2 1þ e

v

� ffi
wþ 1 ¼ 0 ð12Þ

The negative root of w is applicable to horizontal axis wind turbine rotor. It is
noted that that the limit as k! 0, of both v and e=v, has a unit value and, hence,
the non-trivial root of Eq. (12) is w ¼ �1=3 at k0 ¼ 0. Henceforth, the subscript
max will be omitted and it will be assumed that the value of CP0 is that obtained by
Eq. (8), subject to the solution of Eq. (12).

2.1.4 Geometric Relationships

The blade geometry in its non-dimensional form, c=R, can be derived in the
following manner. For an assumed value of k0, Eqs. (2)–(4) are used to obtain an
expression for the circulation CðxÞ at a radial station x:

CðxÞ ¼ 2pVð1þ wÞwGðxÞ
Bw

ð13Þ

Also from airfoil theory:

CðxÞ ¼ 1=2WClc ð14Þ

Using from velocity diagram (Fig. 4)

W ¼ V

sin u
ð1þ a cos2 /Þ ð15Þ

where, a is the interference factor, similar to the displacement velocity w and is
negative for a windmill.

Fig. 3 Variation of mass
coefficient and axial factor
with wake advance ratio
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Finally combining Eqs. (13)–(15);

CðxÞ ¼ 1
2

V

sin /
ð1þ a cos2 /ÞClc ð16Þ

is obtained. By introducing the local solidity defined by:

r ¼ Bc

2pr
ð17Þ

From Eqs. (13), (16) and (17):

rCl ¼
2ð1þ wÞwGðxÞ sin /

cð1þ a cos2 /Þw ð18Þ

From Eq. (5),

w

x
¼ w

ð1þ wÞ ðk0R0Þ ð19Þ

Eq. (18) reduces to:

rCl ¼
2wk0GðxÞ sin /

ðvR=R0Þð1þ a cos2 /Þ ð20Þ

From Fig. 3,

Fig. 4 Velocity diagram for radial station, x
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tan / ¼ ð1þ aÞk
v

ð21Þ

and Eq. (5)

k ¼ k0

ð1þ wÞR=R0
ð22Þ

Eq. (20) reduces to:

rCl ¼
2ð1þ wÞwGðxÞ sin2 /

ð1þ aÞð1þ a cos2 /Þ cos /
ð23Þ

Using the following expression given by Theodorsen [19] for interference
factor,

a ¼ 0:5wþ ðe=vÞw2

1þ wð1þ e=vÞ ð24Þ

And the incident angle / along the blade is obtained combining Eqs. (21) and
(22) to give:

tan / ¼ ð1þ aÞk0

ð1þ wÞvR=R0
ð25Þ

This in turn requires the evaluation of the wake expansion parameter A/A0.
Sanderson and Archer [16] proposes a method that neglects form drag and equates
the thrust developed by the circulation distribution in the wake to that at the rotor.
Adopting the convention that the displacement velocity is negative for HAWT
rotors, Eq. (23) is rewritten as:

rCl ¼
�2ð1þ wÞwGðxÞ sin2 /
ð1þ aÞð1þ a cos2 /Þ cos /

ð26Þ

Combining with Eq. (17), the expression of the dimensionless chord is finally
obtained as:

c

R
¼ �4pð1þ wÞwGðxÞ sin2 /

Clð1þ aÞð1þ a cos2 /Þ cos /
ð27Þ

2.1.5 Determination of SlipStream Expansion, A/A0

Neglecting form drag, the thrust developed at the rotor is expressed as (see Fig. 4):

T ¼ 1
2

BR

Z1

0

W2Cl cos / dx ð28Þ
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Using Eqs. (14), (15), (25) and (28):

T ¼ 2qV2A
wð1þ wÞ
ð1þ aÞ

Z1

0

ð1þ a cos2 /ÞGðxÞ dx ð29Þ

Using the thrust co-efficient, CT0, based on wake area:

T ¼ CT01=2 q V2A0 ð30Þ

and following the same principle s as the power coefficient CP0 (see Ref. [5],
p. 28):

CT0 ¼ 2vw 1þ w
1
2
þ e

v

� ffi� �
ð31Þ

Combining Eqs. (29)–(31), the slipstream expansion expression is obtained:

A

A0
¼ ð1þ aÞv 1þ w

1
2
þ e

v

� ffi� �,
2ð1þ wÞ

Z1

0

ð1þ a cos2 /ÞGðxÞxdx

2

4

3

5 ð32Þ

Using the slipstream distortion parameter, S as:

S ¼ 2
v

Z1

0

cos2 /GðxÞ dx ð33Þ

Eq. (32) is expressed as:

A

A0
¼ ð1þ aÞ 1þ w

1
2
þ e

v

� ffi� ��
ð1þ wÞð1þ aSÞ½ � ð34Þ

The evaluation of the slipstream expansion requires the simultaneous solution
of Eqs. (25), (33) and (34). These equations are found to converge rapidly, from an
initial assumption of light loading A/A0 = 1, using a simple convergence criterion
on A/A0. For a given A/A0, the incident angle /, along the blade can be found and
the integration in Eq. (34) performed, thus providing a new value of the slip stream
expansion of A/A0 by Eq. (33).

2.1.6 Estimation of Profile Drag

Using Fig. 4, the contribution to the thrust caused by the profile drag can be
accounted for by rewriting Eq. (28):
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T ¼ 1
2
qBR

Z1

0

W2cðCl cos /þ Cd sin /Þdx ð35Þ

Substituting Cl, CðxÞ and W from Eqs. (13)–(15),

T ¼ 1
2

qBR

Z1

0

Vð1þ wÞw
Bx

GðxÞ V

sin /
ð1þ a cos2 /Þ cos /þ sin /

l=d

� ffi
dx ð36Þ

Using Eqs. (5) and (21):

CT ¼
2T

qV2pR2

¼ �4k
Z1

0

ð1þ wÞwGðxÞ V

sin /
ð1þ a cos2 /Þ 1

tan /
þ 1

l=d

� ffi
dx

ð37Þ

Note the change of sign was made to comply with the negative convention of
the displacement velocity.

Similarly, the corrected expression for power produced for form drag becomes:

P ¼ 1
2
qR2

Z1

0

W2cðCl cos /� Cd sin /Þxxdx ð38Þ

In a manner similar CT,

Cp ¼ �4
Z1

0

ð1þ wÞwð1þ a cos2 /Þ 1� 1
l=d tan /

� ffi
GðxÞxdx ð39Þ

The equivalent results from light loading theory assuming a ¼ w
2 are:

CT ¼ �4k
Z1

0

1þ w

2
cos2 /

� ffi
w

1
tan /

þ 1
l=d

� ffi
GðxÞdx ð40Þ

and

Cp ¼ �4
Z1

0

1þ w

2
cos2 /

� ffi
w 1� 1

l=d tan /

� ffi
GðxÞxdx ð41Þ
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Using the methodology described above, Sanderson and Archer [16] obtained
the optimum rotor blade angle distribution and its plan form for a two rotor blade
horizontal axis wind turbine for light loading and heavy loading as shown in
Figs. 5 and 6 respectively.

2.2 Experimental Validation

For validation of the theories expounded earlier and to adapt a horizontal axis wind
turbine for high gust wind environment, it was decided to continue with the initial
work that began in the early 1980s at the University of New South Wales to
produce an optimized horizontal axis wind turbine for use at the Australian

Fig. 5 Theoretical optimum rotor, for light loading and heavy loading blade angle distribution

Fig. 6 Theoretical shapes of optimum rotor for light loading and heavy loading blade planform
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Mawson Station in the Antarctica. Meteorological conditions at the Mawson
Antarctic base are characterized by strong morning winds blowing from the south
east away from the high polar plateau, a high average speed of above 14 m/s, a
small period of calm (5 %) per year, and hurricane strength storms with gusts
exceeding 50 m/s [20]. Another impetus to this work is the scarcity of water
supply at Mawson and a natural solution to this problem was to use wind energy as
a heat source to melt snow. During these initial studies, however, it was realized
that lightly loaded theory advanced by workers such as Glauert [12], Betz and
Prandtl [13], Goldstein [14] or Larrabee [15] often used for propeller type wind-
mill rotors, was not suitable to produce an optimum rotor design for a horizontal
axis wind turbine in such circumstances.

The unusual nature of Mawson wind frequency distribution also favours a rotor
design with rated speed to mean wind speed ratio approaching unity instead of the
ratio of approximately 2 for the more usual Weibull distribution [20] and conse-
quently the analysis of Sanderson and Archer [16] could be explored.

Work was, therefore, initiated to reinforce with test results the effectiveness of
the highly loaded theory for the design of a Horizontal Axis Wind Turbine for
optimum power production over a wide range of advance ratios. Initial tests [17] on
two small rotors of 0.3 and 0.6 m diameters revealed problems with low Re or scale
effect, high g-loading, strength, stiffness and vibration. Although the theory [16]
accurately predicts the blade chord and constant Re radially, laminar separation
took place at subcritical Re with consequent loss in performance. Furthermore, the
changing effect of higher Re on l/d produced rapid changes in performance. To
overcome these problems, two further 3-bladed rotors of 1.2 m blade diameter were
designed and a direct means of measuring torque and speed of the rotor shaft was
devised. The maximum efficiency obtained in these tests was, however, only 85 %
of the theoretical value. The test facility has been modified to obtain more accurate
results and further tests have been carried out. The maximum efficiency thus
obtained was corrected for the mechanical power loss associated with the trans-
mission system of the test rig and close agreement with theory was obtained.

2.2.1 Design and Manufacture of Rotor

The basis of rotor design is briefly explained here. The theoretical analysis [16],
suggests that the peak performance, for example, of a two bladed rotor as
expressed by the power co-efficient, Cp, is approximately 0.4 and occurs at low
advance ratios, k, of approximately 0.14. In the high average winds of Mawson,
this implies a tip speed ratio, TSR, of 7.4 and a high tip speed of approximately
100 m/s. If a 1.2 m diameter rotor were designed to generate 1 kW in an average
speed of 14 m/s, it would have to rotate at approximately 1,600 r.p.m. with a
centrifugal g-loading of approximately 17,000. In the extreme condition, that is, at
gust speeds of 50 m/s, the rotor would have to rotate at approximately 6,000 r.p.m
with a centrifugal g-loading of approximately 200,000 and supersonic tip speed. If
no furling or braking is to be provided then it would be necessary to adopt a higher
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design advance ratio or lower tip speed ratio. With this consideration, rotor design
was carried out for a lower Cp than the peak optimum value of 0.4.

Because of damage to the rotors used in the study reported above, a new test
rotor was produced. It was a 3-bladed, 1.2 m in diameter with a 0.4 m diameter
hub, Clark Y blade section and designed for an advance ratio of 0.333. The rotor
was made of wood (Queensland Maple) and manufactured using a numerically
controlled machine as outlined in Ref. [17].

2.2.2 Modifications to Turbine Test Rig and Wind Tunnel Testing

Several modifications were also carried out to the turbine test rig. These included a
3:1 gearing system between the rotor and alternator to obtain peak performance
results at a higher free stream speed of 10 m/s.

Also, to improve the measurement error margin, a new turbine stand was
designed to ensure that the rotor was positioned centrally in the wind tunnel test
cross section. A dual shaft arrangement as opposed to single shaft to minimize
errors arising from misalignment during assembly and disassembly of the rig and a
more accurate shaft speed tachometer were also incorporated. The total error in Cp,
therefore, improved to within ±0.0025 or approximately ±1 % at a Cp of 0.25.

To absorb the power produced by the rotor, a DC electric motor was used. By
loading the Horizontal Axis Wind Turbine test rig via an alternator, the corre-
sponding amount of power required by the motor to achieve a predetermined speed
could be measured. By comparing the value of the power produced by the alter-
nator, the power loss was determined for a range of alternator loads and motor
speed which is shown in Fig. 7. On this graph, the calibration equation which was
used to correct the wind tunnel testing data is also given.

Testing was carried out using the largest available test section, 3.05 9 3.05 m
(10 9 10 ft), of the large subsonic wind tunnel of the Aerodynamic laboratory [21]
of the University of New South Wales. A schematic of the modified Horizontal
Axis Wind Turbine test rig is given in Fig. 8.

2.2.3 Results and Discussion

Rotor performance curves obtained using the old and the new arrangements are
given in Fig. 9 for comparison with highly loaded theory. For ease of viewing, the
correction due to mechanical power loss is applied to the results of the new
arrangement for the free stream velocity of 10 m/s only. In interpreting the results
of this graph, it should be realized that the theory under consideration provides a
curve which is essentially a locus of peak performance of different rotors. Thus the
results for Cp can only be compared with theory at the design point. There is also a
shortfall depending on the Re and the findings of the earlier work on smaller rotors
are instructive in this respect [17]. It was confirmed that the theory is expected to
give an over-estimation of performance peaks for small rotors operating in the
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subcritical Re regime where airfoils undergo non linear changes and that the
accuracy of prediction can be expected to improve for larger rotors operating
above the critical Re range.

Results with the old rig produced a peak test value nearer to 85 % of the
theoretical design value with improvements as Re increased. Results obtained
using the new test rig also shows a similar trend. The peak performance at 10 m/s
was found to be around 90 % of the theoretical prediction. The power loss cor-
rection added approximately a further 3 % to the uncorrected value. It should be
pointed out that further improvements to the test rig, such as streamlining, need to
be carried out to obtain the performance curve for much higher free stream
velocities to replicate the 14 m/s of Mawson Base.

Based on the results presented in this study, it can be concluded that the
Sanderson and Archer optimum loss theory offers a rational basis for the design of
propeller wind turbines for peak performance. The main attraction of the theory is
its simplicity and the ease with which design curves can be set up. The design
process can become rapid since required calculations can be carried out using only
hand held calculators.

3 Small Roof Top Wind Driven Ventilators to Reduce
Household Power Consumption

A distinction is made in this section between wind-driven devices that do not
produce electricity but use wind energy directly, thereby saving electricity usage.
The device considered here is wind-driven rotating roof top ventilator.

Proper ventilation in building requires that there be a movement or circulation
of air within a space and that the temperature and humidity be maintained within a

Fig. 7 Power loss in the
system as a function of
alternator shaft speed
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Fig. 9 Comparison of predicted power co-efficient with experiment for a 3-blade rotor

Fig. 8 Schematic of the horizontal axis wind turbine test set up
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range that allows adequate evaporation of perspiration from the skin. It was for-
merly believed that the discomfort, headache, and lethargy were caused entirely by
the increase in the amount of carbon dioxide and the decrease in the oxygen
content of the air. There is now evidence to show [21] that the deleterious effects
may also result largely from interference with the heat-regulating mechanism of
the body. Lack of air currents and the increase in relative humidity and temper-
ature, especially noticeable in crowded or poorly ventilated places, prevent normal
evaporation of perspiration and loss of heat from the surface of the skin.

Also, despite the wide distribution of air pollutant sources, the concentration of
indoor pollutants may be the dominant risk factor in relation to personal exposure,
as most people spend an average of 87 and 6 % of their time within enclosed
rooms and vehicles, respectively [22]. Indoor exposure may pose more harmful
health effects, as the indoor concentrations of many pollutants are often higher
than those typically encountered outside [23]. Under requirements to maintain a
safe working environment, many dwellings and factories now need adequate fresh
air exchange to remove gaseous, process emissions and/or heat build up. The high
priority placed on indoor air quality from health considerations has prompted New
York in the USA to pass legislation effective from December, 2008 to require
landlords to notify tenants and building occupants of indoor air test results [24].

Modern day building’s air conditioning system is typically responsible for
around 50 % of the base building energy consumption [25]. The other 50 % typ-
ically includes other services such as common area lighting, domestic hot water,
lifts, etc. As such, any reduction in air consumption or efficient use of energy
utilisation will offer significant savings in total building energy consumption and
carbon emissions. Under these circumstances, wind driven rotating ventilators,
which use wind as a natural energy source are cheap to manufacture, install and
maintain, and has, therefore, found widespread use in most parts of the world.

The rotating wind driven ventilator is environmental friendly, and costs nothing
to operate. It can be installed either on the roof of a dwelling or moving vehicle or
side-mounted on their windows. It is simple in structure, light in weight and cheap
to install. This type of ventilator is generally manufactured from corrosion resis-
tant aluminium. Some common forms of roof top wind driven ventilators are
shown in Fig. 10. A series of cylindrical ventilators operating on the Red Centre
building of the University of New South Wales can also be seen in Fig. 11.

The simplicity of the rotating wind driven ventilator belies the fact, that the
actual mechanism associated with its operation is very complex. A rotating roof
top ventilator can be likened in part to a vertical axis wind turbine in its rotor
configuration and in the sense that it also uses wind energy directly for its rotation.
However, in terms of operational details, it behaves more like a centrifugal
compressor. There is, however, a major difference. A centrifugal compressor
accepts air in an axial direction and expels the same air in a radial direction.
A rotating ventilator, in contrast, works with air from two sources: it accepts from
the free stream of the atmosphere in the axial direction, but expels air from a
different source, namely the contaminated air from inside a building into the
atmosphere.
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Fig. 10 Some common forms of roof top wind driven ventilator (Image www.edmonds.com.au)

Fig. 11 Cylindrical centrifugal ventilator at the University of New South Wales
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Most wind riven rotating ventilators have evolved through a process of trial and
error in the past as long as they met the regulatory requirements of being able to
withstand wind speeds of 220 km/h without blowing off from a rooftop and not
posing any hazards to the population. Works [26–30] carried out at the University
of New South Wales were probably the first systematic investigations of the
aerodynamic performance of these ventilators. The initial works were mainly
experimental in nature using simple physical models in a wind tunnel. The models
consisted of a stationary cylinder and a spinning cylinder. Such models were
useful in understanding some of the aspects of aerodynamic force acting on a wind
ventilator. The flow visualization experiments were limited in scope but still
provided useful qualitative information about the nature of the flow, particularly,
in relation to force component associated with drag that were later confirmed in
force/torque transducer measurements. The size of the ventilator wake was found
not to increase in size appreciably downstream of the ventilator. The rapid decay
of the ventilator wake also emphasized the importance of flow mixing by the
blades of the rotor.

Recent works have involved the investigation on internal flows within rotating
vanes of these ventilators using computational fluid dynamics [31]. An objective
this study was to explore the effect of inclined roof on the performance of these
ventilators.

First some wind tunnel experiments were performed. The turbine ventilator
used in this investigation is a Hurricane H100 produced by CSR Edmonds
Australia Ltd. It consists of a rotating portion (Rotor) with 8 curved blades and a
stationary portion in the form of a cylindrical base. The dimensions of the various
components of this ventilator are shown in Fig. 12.

The physical experimentation were conducted in a 76 mm diameter open
return, 0.2 % turbulence intensity open test section wind tunnel [1, 32] of the
Aerodynamics Laboratory of the University of New South Wales. The experi-
mental setup is shown in Fig. 13.

The wind tunnel measurements were obtained at three different cut planes of
h = 270, 370, 420 mm, respectively (see Fig. 13) with free stream velocity kept at
10 m/s. The mean value of static pressure at each pressure ports at a measurement
location were obtained from data recorded over a 10 s sampling period.

The velocity vectors and static pressure distributions thus obtained from this
experiment were used to serve as the bench mark data to validate the initial aspects
of the CFD simulation. The schematic diagram of the wind tunnel test set up is
given in Fig. 13 (Fig. 14).

The CFD validation offered further scope to investigate both external and
internal flows around and within a rotating ventilator (Figs. 15, 16). The results
were encouraging as they showed trends that were in good agreement with those
observed by other experimental studies [29, 33–35]. Performance studies
of rooftop ventilator operating with different blade sizes were also conducted.
With increases of 50 and 100 % in the ventilator blade height, the improvements
of between 15 and 25 % in exhaust mass flow rate were achieved, respectively.
The exhaust mass flow rate was found to have a linear relationship with the
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oncoming wind speed and blade heights, similar to those reported in the published
literature [33–35]. The results of such modelling successfully simulated the
complex flow field associated with a rotating ventilator. Thus a promising con-
clusion that can be drawn from this study is that CFD analysis could be used as a
cost effective aid to future design and development of rooftop turbine ventilators
with enhanced performance.

The ventilation research at the University of New South Wales with which the
author is actively involved, have benefitted substantially in the recent past from
two industry collaboration programs funded by the Australian Research Council
that have resulted in novel aerodynamic techniques for highly three-dimensional
flow measurement and analysis [36–39] and used in ventilation studies, a simple
conceptual model [28] for wind driven turbine ventilator design, and a more
efficient bladedesign which has been incorporated in the ‘Hurricane’ ventilator

Fig. 13 Schematic of experimental setup

Fig. 12 Modelling of turbine ventilator
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with nearly 15 % increase in air extraction and is currently commercially manu-
factured and marketed by CSR Edmonds. The works have also provided engi-
neering solutions for enhanced safety and performance of wind driven ventilator in
rain and operation at low speed and produced novel techniques for skin friction
measurement [40] on roof surface, and formed the basis for the concept of a hybrid
ventilator [30, 41] to overcome the dependence of conventional roof top ventila-
tors on the availability of wind. This resulted in the 2008 AIRAH Excellence
award winning hybrid ventilator, the ‘ECPOWER’ in the HVAC-Achiever cate-
gory as a distinguished Australian product, invention or innovation in heating,

Fig. 15 Three dimensional path line of the flow associated with the rotating ventilator at 10 m/s

Fig. 14 Modelling of domain and dimension
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Fig. 16 a–c 3D velocity
vector distribution inside the
ventilator. a Free stream
velocity = 5 m/s. b Free
stream velocity = 10 m/s.
c Free stream
velocity = 15 m/s
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ventilation/air conditioning. The ‘ECOPOWER’ (see Fig. 17) is currently mar-
keted worldwide by CSR Edmonds. Stories about these outcomes have featured in
Australian Research Council report to Australian parliament [42].

4 Future Possibilities: Incorporation of Flow Control
Technologies

The performance of horizontal axis wind turbines and wind driven ventilators can
be substantially improved by incorporating passive or active flow control tech-
nologies. However, with the unit cost of each rotating ventilator presently ranging
from $50–$200, incorporation of such technologies may be more appropriate to
horizontal axis wind turbine purely from present economic realities.

Gyatt and Lissaman [43] carried out a theoretical and field experimental pro-
gram to investigate the use of tip devices on horizontal axis wind turbine rotors.
The objective was to improve performance by the reduction of tip losses. While
power output can always be increased by a simple radial tip extension, such a
modification also results in an increased gale load both because of the extra
projected area and longer moment arm. Tip devices have the potential to increase
power output without such a structural penalty. The types considered were a
change in tip plan form, and a single-element and double-element non planar tip
extension (winglets). Results for each of the three new tip devices, compared with
the original tip, showed a small decrease (of the order of 1 kW) in power output
over the measured range of wind speeds from cut-in at about 4 m/s to over 20 m/s,
well into the stall limiting region. Changes in orientation and angle-of-attack of the

Fig. 17 A computer aided
image of wind-electric
ECOPOWER
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winglets were not made. For aircraft wing tip devices, favorable tip shapes have
been reported and it is likely that the tip devices tested in this program did not
improve rotor performance because they were not optimally adjusted.

Gyatt [44] also tested the effectiveness of vortex generators (VGs) for a small
horizontal axis wind turbine, Arrays of VGs in a counter-rotating arrangement were
tested on the inbound half-span, outboard half-span, and on the entire blade. Field
test data showed that VGs increased power output up to 20 at wind speeds above
10 m/s with only a small (less than 4) performance penalty at lower speeds. The VGs
on the outboard span of the blade were more effective than those on inner sections.
For the case of full span coverage, the energy yearly output increased almost 6 at a
site with a mean wind speed of 16 mph. The VGs did reduce the performance loss
caused by leading edge roughness. An increase in blade pitch angle has an effect on
the power curve similar to the addition of VGs. VGs alleviate the sensitivity of wind
turbine rotors to leading edge roughness caused by bugs and drift.

Some limited work conducted at the University of New South Wales suggests
application of Coanda jet as a circulation control technique may be a useful means
to improve the performance of Horizontal axis wind turbines. Figure 18 shows the
experimental set up conducted at the aerodynamics laboratory of the University of
New South Wales. The results are promising. An important lesson learnt from this
experiment is that there is a need to have an efficient air delivery system. This has
lead to exploring the use of an orbital pump, a concept first proposed by Day [45].
A possible adaptation of the proposed compressor to wind turbine for performance
enhancement is shown in Fig. 18. However, to be effective to small horizontal axis
wind turbine, will entail substantial miniaturization of the compressor. This would
be a major engineering undertaking which will be highly dependent on the size of
the hub of the wind turbine in adapting the air delivery system.

For effective circulation control, the flow must be prevented from completely
breaking away from the surface. Since hardly any work of note exists for

Fig. 18 Experimental set-up for active flow control application on Horizontal Axis Wind Turbine
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application of circulation control on a rotating blade, information available on
fixed wing or blade could be used as guide. From published works it appears, full
span or tip blowing works best on fixed wings or blades. It is assumed that this will
also be true for rotating blades. Moreover, it is likely that shifting the rear stag-
nation point and attenuating or eliminating tip vortices in wind turbines is as valid
as it is for aircraft wings. Thus after all parasitic losses are subtracted rotor effi-
ciency is likely to increase significantly resulting in higher shaft power output
(Fig. 19).

An excellent example of application of small wind turbine alongside solar
panels for power generation can be seen from the picture of the ‘Pink Lady’, the

Fig. 19 A schematic diagram of possible arrangements of miniaturized compressor in the hub of
a wind turbine

Fig. 20 Jessica Watson, the youngest person ever to sail around the world in 210 days
(completed on 16 May, 2010, from http://www.news.com.au/)
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boat that Jessica Watson used for her historic round the world voyage (see
Fig. 20). This may be a pointer for future with combined use of wind and solar
renewable power sources, one complementing the other in the times of no-wind or
no-sun conditions.

5 Conclusions

A primary concern with any wind driven device is the availability of wind, in other
words, the ability to operate these devices at zero and low wind conditions. If
continuous power is to be achieved, adequate means of storing of the electricity
generated efficiently and economically by batteries or other means have to be
ensured. Alternatively, some form of hybrid systems incorporating wind, solar and
other power sources have to be devised to reduce usage of electricity produced by
fossil fuel sources.

As wind power is becoming far more popular the industry is suffering from lack
of regulations on both small and large turbines. Currently manufactures and
installers of small wind turbines in Australia are not required to meet accreditation
standards such as those set for the photovoltaic’s industry. As the industry matures
these standards must be adopted industry wide to avoid potential accidents or
costly errors.

Finally the chapter is ended on a positive message. Greater awareness in people
about environmental issues is forcing governments around the world to formulate
policies towards greener power sources. This will give boost to more directed and
intense research and rapid technological developments and breakthroughs. In the
words of the Nobel Peace-laureate and conservation icon Al Gore, ‘the time will
soon come for 21st century technologies that use fuel that is free forever: the sun,
the wind and the natural heat of the earth.’
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