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General Co-Chairs’ Message
for OnTheMove 2013

The OnTheMove 2013 event, held 9-13 September in Graz, Austria, further con-
solidated the importance of the series of annual conferences that was started in
2002 in Irvine, California. It then moved to Catania, Sicily in 2003, to Cyprus
in 2004 and 2005, Montpellier in 2006, Vilamoura in 2007 and 2009, in 2008
to Monterrey, Mexico, to Heraklion, Crete in 2010 and 2011, and to Rome in
2012. This prime event continues to attract a diverse and relevant selection of
today’s research worldwide on the scientific concepts underlying new computing
paradigms, which, of necessity, must be distributed, heterogeneous, and support-
ing an environment of resources that are autonomous and yet must meaningfully
cooperate. Indeed, as such large, complex, and networked intelligent information
systems become the focus and norm for computing, there continues to be an
acute and even increasing need to address the implied software, system, and en-
terprise issues and discuss them face to face in an integrated forum that covers
methodological, semantic, theoretical, and application issues as well. As we all
realize, email, the Internet, and even video conferences are not by themselves
optimal nor even sufficient for effective and efficient scientific exchange.

The OnTheMove (OTM) Federated Conference series has been created pre-
cisely to cover the scientific exchange needs of the communities that work in
the broad yet closely connected (and moving) fundamental technological spec-
trum of Web-based distributed computing. The OTM program every year covers
data and Web semantics, distributed objects, Web services, databases, informa-
tion systems, enterprise workflow and collaboration, ubiquity, interoperability,
mobility, grid, and high-performance computing.

OnTheMove does not consider itself a so-called multi-conference event but
instead is proud to give meaning to the “federated” aspect in its full title: it
aspires to be a primary scientific meeting place where all aspects of research and
development of internet- and intranet-based systems in organizations and for
e-business are discussed in a scientifically motivated way, in a forum of loosely
interconnected workshops and conferences. This year’s event provided, for the
11th time, an opportunity for researchers and practitioners to understand, dis-
cuss, and publish these developments within the broader context of distributed
and ubiquitous computing. To further promote synergy and coherence, the main
conferences of OTM 2013 were conceived against a background of three inter-
locking global themes:

— Cloud Computing Infrastructures emphasizing Trust, Privacy, and Security

— Technology and Methodology for Data and Knowledge Resources on the
(Semantic) Web

— Deployment of Collaborative and Social Computing for and in an Enterprise
Context.
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Originally the federative structure of OTM was formed by the co-location of three
related, complementary, and successful main conference series: DOA (Distributed
Objects and Applications, held since 1999), covering the relevant infrastructure-
enabling technologies, ODBASE (Ontologies, DataBases, and Applications of
SEmantics, since 2002) covering Web semantics, XML databases, and ontologies,
and of course CooplIS (Cooperative Information Systems, held since 1993), which
studies the application of these technologies in an enterprise context through,
e.g., workflow systems and knowledge management systems. At the 2011 event,
security issues, originally started as topics of the IS workshop in OTM 2006,
became the focus of DOA as secure virtual infrastructures, further broadened to
cover aspects of trust and privacy in so-called Cloud-based systems.

Each of the main conferences specifically seeks high-quality contributions and
encourages researchers to treat their respective topics within a framework that
simultaneously incorporates (a) theory, (b) conceptual design and development,
(¢) methodology and pragmatics, and (d) application in particular case studies
and industrial solutions.

As in previous years we again solicited and selected quality workshop pro-
posals to complement the more “archival” nature of the main conferences with
research results in a number of selected and emergent areas related to the gen-
eral area of Web-based distributed computing. This year this difficult and time-
consuming job of selecting and coordinating the workshops was brought to a
successful end by Yan Tang, and we were very glad to see that six of our earlier
successful workshops (ORM, EI2N, META4eS, ISDE, SOMOCO, and SeDeS)
re-appeared in 2013, in some cases for the fifth or even ninth time, and often
in alliance with other older or newly emerging workshops. Two brand-new in-
dependent workshops could be selected from proposals and hosted: ACM and
SMS. The Industry Track, started in 2011 under the auspicious leadership of
Hervé Panetto and OMG’s Richard Mark Soley, further gained momentum and
visibility.

The OTM registration format (“one workshop buys all”) actively intends to
stimulate workshop audiences to productively mingle with each other and, op-
tionally, with those of the main conferences. In particular EI2N continues to so
create and exploit a visible synergy with CooplS.

We were most happy to see that in 2013 the number of quality submissions
for the OnTheMove Academy (OTMA) again increased. OTMA implements our
unique interactive formula to bring PhD students together, and aims to carry
our “vision for the future” in research in the areas covered by OTM. It is man-
aged by a dedicated team of collaborators led by Peter Spyns and Anja Metzner,
and of course by the OTMA Dean, Erich Neuhold. In the OTM Academy, PhD
research proposals are submitted by students for peer review; selected submis-
sions and their approaches are to be presented by the students in front of a wider
audience at the conference, and are independently and extensively analysed and
discussed in front of this audience by a panel of senior professors. One will readily
appreciate the effort invested in this by the OTMA Faculty...
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As the three main conferences and the associated workshops all share the dis-
tributed aspects of modern computing systems, they experience the application
pull created by the Internet and by the so-called Semantic Web. For DOA-
Trusted Cloud 2013, the primary emphasis remained on the distributed object
infrastructure and its virtual and security aspects. For ODBASE 2013, the fo-
cus continued to be the knowledge bases and methods required for enabling the
use of formal semantics in web-based databases and information systems. For
CooplS 2013, the focus as before was on the interaction of such technologies and
methods with business process issues, such as occur in networked organizations
and enterprises. These subject areas overlap in a scientifically natural fashion
and many submissions in fact also treated an envisaged mutual impact among
them. As with the earlier editions, the organizers wanted to stimulate this cross-
pollination by a program of famous keynote speakers around the chosen themes
and shared by all OTM component events. We were quite proud to announce
this year

— Richard Mark Soley, OMG, USA;

Manfred Hauswirth, DERI, Ireland;

— Herbert Zimmerman, Metasonic, Germany;
— Ainhoa Uriarte, European Commission.

And additionally, an inspiring dinner keynote by justly famous Prof. Dr. Em.
Hermann Maurer, H.C. mult., allowed participants to put everything past, present,
and future into a coherent context.

In spite of a general downturn in submissions observed this year for almost
all conferences in computer science and I'T, we were fortunate to receive a total
of 137 submissions for the three main conferences and 131 submissions in total
for the workshops. Not only may we indeed again claim success in attracting a
representative volume of scientific papers, many from the USA and Asia, but
these numbers of course allowed the Program Committees to compose a high-
quality cross-section of current research in the areas covered by OTM. In fact,
the Program Chairs of the CoopIS and ODBASE conferences decided to accept
only approximately one full paper for each four submitted, not counting posters.
For the workshops and DOA-Trusted Cloud 2013 the acceptance rate varied but
the aim was to stay consistently at about one accepted paper for two to three
submitted, this rate as always subordinated to proper peer assessment of sci-
entific quality. As usual we have separated the proceedings into two volumes
with their own titles, one for the main conferences and one for the workshops
and posters, and we are again most grateful to the Springer LNCS team in Hei-
delberg for their professional support, suggestions, and meticulous collaboration
in producing the files and indexes ready for downloading on the USB sticks.
This year, a number of high-quality international journals will select best papers
from the conferences and workshops to be extended and further submitted for
a few special issues of their journal. This is also a great opportunity for some
researchers to disseminate their results worldwide.

The reviewing process by the respective OTM Program Committees was as
always performed to professional standards: each paper in the main conferences
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was reviewed by at least three referees (four for most ODBASE papers), with
arbitrated email discussions in the case of strongly diverging evaluations. It may
be worth emphasizing once more that it is an explicit OnTheMove policy that
all conference Program Committees and Chairs make their selections completely
autonomously from the OTM organization itself. As in recent years, proceedings
on paper are now only available to be ordered separately.

The General Chairs are once more especially grateful to the many people
directly or indirectly involved in the setup of these federated conferences. Not
everyone realizes the large number of persons that need to be involved, and the
huge amount of work, commitment, and in the uncertain economic and funding
climate of 2013 certainly also financial risk, that is entailed by the organization
of an event like OTM. Apart from the persons in their roles mentioned above, we
wish to thank in particular explicitly our nine main conference PC Co-Chairs:

— CooplS 2013: Johann Eder, Zohra Bellahsene, Rania Y. Khalaf;
— ODBASE 2013: Pieter De Leenheer, Dejing Dou, Haixun Wang;
— DOA-Trusted Cloud 2013: Norbert Ritter, Makoto Takizawa, Volkmar Lotz.

And similarly we thank the 2013 OTMA and Workshops PC (Co-)Chairs (in
order of appearance on the website): Irina Richkova, Ilia Bider, Keith Swenson,
Alexis Aubry, Georg Weichhart, J. Cecil, Kasuhiko Terashima, Alok Mishra, Jiir-
gen Miinch, Deepti Mishra, Ioana Ciuciu, Anna Fensel, Rafael Valencia Garcia,
Mamoun Abu Helu, Stefano Bortoli, Terry Halpin, Herman Balsters, Avi Wasser,
Jan Vanthienen, Dimitris Spiliotopoulos, Thomas Risse, Nina Tahmasebi, Fer-
nando Ferri, Patrizia Grifoni, Arianna D’Ulizia, Maria Chiara Caschera, Irina
Kondratova, Peter Spyns, Anja Metzner, Erich J. Neuhold, Alfred Holl, Maria
Esther Vidal, and Omar Hussain.

All of them, together with their many PC members, performed a superb and
professional job in managing the difficult yet existential process of peer review
and selection of the best papers from the harvest of submissions. We all also
owe a serious debt of gratitude to our supremely competent and experienced
Conference Secretariat and technical support staff in Brussels and Guadalajara,
respectively Jan Demey and Daniel Meersman.

The General Co-Chairs also thankfully acknowledge the academic freedom,
logistic support, and facilities they enjoy from their respective institutions, Vrije
Universiteit Brussel (VUB), Belgium, Université de Lorraine, Nancy, France and
Latrobe University, Melbourne, Australia without which such a project quite
simply would not be feasible. We do hope that the results of this federated
scientific enterprise contribute to your research and your place in the scientific
network... We look forward to seeing you at next year’s event!

July 2013 Robert Meersman
Hervé Panetto

Tharam Dillon

Yan Tang
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Streams, Semantics and the Real World

Manfred Hauswirth

Digital Enterprise Research Institute (DERI),
Galway, Ireland

Short Bio

Manfred Hauswirth is the Vice-Director of the Digital Enterprise Research In-
stitute (DERI), Galway, Ireland and a professor at the National University of
Ireland, Galway (NUIG).

His research current research focus is on linked data streams, semantic sensor
networks, sensor networks middleware, large-scale semantics-enabled distributed
information systems and applications. Manfred has also worked extensively in
peer-to-peer systems, Internet of things, self-organization and self-management,
service-oriented architectures and distributed systems security.

He has published over 160 papers in these domains, he has co-authored a
book on distributed software architectures and several book chapters on data
management and semantics.

Manfred is an associate editor of IEEE Transactions on Services Computing,
has served in over 180 program committees of international scientific confer-
ences and was program co-chair of the Seventh IEEE International Conference
on Peer-to-Peer Computing (IEEE P2P) in 2007, general chair of the Fifth Euro-
pean Semantic Web Conference (ESWC) in 2008, program co-chair of the 12th
International Conference on Web Information System Engineering (WISE) in
2011, and program co-chair of the 10th International Conference on Ontologies,
DataBases, and Applications of Semantics (ODBASE) in 2011.

He is a member of IEEE and ACM and is on the board of WISEN, the Irish
Wireless Sensors Enterprise Led Network, the scientific board of the Corporate
Semantic Web research center at FU Berlin, and the Scientific Advisory Board
of the Center for Sensor Web Technologies (CLARITY) in Dublin, Ireland.

Talk
“Streams, Semantics and the Real World”
Until recently the virtual world of information sources on the World Wide Web

and activities in the real world have always been separated. However, knowledge
accessible on the Web (the virtual world) may influence activities in the real
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world and vice versa, but these influences are usually indirect and not immedi-
ate. We still lack general-purpose means to interconnect and link this information
in a meaningful and simple way. Additionally, information comes in the form of
streams which complicates the data management at all levels - from the Internet
of Things (ToT) up to the backend information systems. The increasingly popular
Linked Data paradigm provides a great model for data integration. However, sup-
porting this approach from resource-constrained sensors on the IoT to (stream)
databases and (stream) reasoning systems, possibly as hosted solutions in the
cloud, opens up many genuine research problems that require well-orchestrated
and synchronized research efforts in and across research communities. In this
talk I will discuss these problems and possible solutions.



Empowering Process Participants - The Way
to a Truly Agile Business Process Management

Herbert Kindermann

Metasonic AG, Germany

Short Bio

Since August 2009, Herbert Kindermann, has been the sole member of the Ex-
ecutive Board and CEO of Metasonic AG and responsible for all operative units,
from marketing to software development. Kindermann focus on the company’s
customer orientation and the internationalization of sales and services around
Metasonic® Suite. Before joining Metasonic in June 2007 as a member of the
board of directors, Herbert held the position of a Member of the Executive Board
at IDS Scheer with responsibility for all international business of the IDS Scheer
AG. Previously, Herbert held various positions at COMSOFT GmbH (project
manager, department manager and building up the SAP consulting business),
IBCS S.A. (founder and CEO, building up business with subsidiaries in Ger-
many, Czech Republic and Slovakia). In the beginning of the year 2000, IBCS
became a member of the IDS Scheer group, taking over business responsibil-
ity for the region of Central and Eastern Europe. In 2003 Herbert Kindermann
became a Member of the Extended Board of IDS Scheer AG.

Talk

“Empowering process participants - the way to a truly agile business process
management”

Business process management (BPM) is widely adapted in large and mid-sized
companies. While the focus is shifting more and more from the modelling of
business processes for documentation reasons towards IT-backed business pro-
cess support for the end-users there are still some open spots to consider to
bring real business process management to the business departments of those
companies. Herbert Kindermann will shed some light on current tool support for
business process participants with respect to BPM, the actual needs of the busi-
ness departments, the gap in between and how current technologies and trends,
like a strong focus on KPIs, semantically enabled user interfaces, big data ana-
lytics, gamification and flexible workflow technology could lead to fundamental
organizational changes and provide more enterprise agility in the future.



Long-Range Forecasting: Important
Yet Almost Impossible

Hermann Maurer

TU Graz, Austria

Short Bio

Professor Dr. Hermann Maurer is Professor Emeritus at Graz University of Tech-
nology. He started his career at the University of Calgary as Assistant and Asso-
ciate Professor, was appointed full professor at Karlsruhe just before he turned
30, and has been now Professor and Dean in Computer Science at Graz Univer-
sity of Technology since 1978, with some interruptions, like guest-professorships
of more than a year at Denver University, University of Auckland, and shorter
visits to Edith Cowan University in Perth, SMU in Dallas, Waterloo, Brasilia and
others. Chair of the Informatics Section of Academia Europaea, “The Academy
of Europe” since April 2009, and receiver of many national and international dis-
tinctions, Professor Maurer is author of over 650 papers and 20 books, founder of
a number of companies, supervised some 60 Ph.D. and over 400 M.Sc. students
and was leader of numerous multi-million Euro projects

Talk
“Long-range forecasting: important yet almost impossible”

In this talk I will first explain why we desperately need long range forecasts;
then I present arguments (far beyond what comes to ones mind immediately)
why such forecasts are in general impossible. Some of the arguments are also
important for our own life and for society in general. I conclude this section,
however, with one dramatic long range prediction. In the rest of the talk I dis-
cuss some important aspects of WWW, smart phones and e-Learning and con-
clude by showing why the main 5 theses of Spitzer’s book “Digital dementia: how
we ruin us and our children” are (fortunately) only partially correct, but why
the impact of this book (in German, no translation exists so far) is potentially
dangerous.



The Model-Driven (R)evolution

Richard Mark Soley
OMG

Short Bio

Dr. Richard Mark Soley is Chairman and Chief Executive Officer of OMG®.

As Chairman and CEO of OMG, Dr. Soley is responsible for the vision and
direction of the world’s largest consortium of its type. Dr. Soley joined the
nascent OMG as Technical Director in 1989, leading the development of OMG’s
world-leading standardization process and the original CORBA® specification.
In 1996, he led the effort to move into vertical market standards (starting with
healthcare, finance, telecommunications and manufacturing) and modeling, lead-
ing first to the Unified Modeling Language TM (UML®) and later the Model
Driven Architecture® (MDA®). He also led the effort to establish the SOA
Consortium in January 2007, leading to the launch of the Business Ecology Ini-
tiative (BEI) in 2009. The Initiative focuses on the management imperative to
make business more responsive, effective, sustainable and secure in a complex,
networked world, through practice areas including Business Design, Business
Process Excellence, Intelligent Business, Sustainable Business and Secure Busi-
ness. In addition, Dr. Soley is the Executive Director of the Cloud Standards
Customer Council, helping end-users transition to cloud computing and direct
requirements and priorities for cloud standards throughout the industry.

Dr. Soley also serves on numerous industrial, technical and academic confer-
ence program committees, and speaks all over the world on issues relevant to
standards, the adoption of new technology and creating successful companies. He
is an active angel investor, and was involved in the creation of both the Eclipse
Foundation and Open Health Tools. Previously, Dr. Soley was a cofounder and
former Chairman/CEO of A.I. Architects, Inc., maker of the 386 Humming-
Board and other PC and workstation hardware and software. Prior to that, he
consulted for various technology companies and venture firms on matters per-
taining to software investment opportunities. Dr. Soley has also consulted for
IBM, Motorola, PictureTel, Texas Instruments, Gold Hill Computer and others.
He began his professional life at Honeywell Computer Systems working on the
Multics operating system.

A native of Baltimore, Maryland, U.S.A., Dr. Soley holds bachelor’s, mas-
ter’s and doctoral degrees in Computer Science and Engineering from the Mas-
sachusetts Institute of Technology.
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Talk
“The Model-Driven (R)evolution”

All sorts of promises of a revolution in software development accompany the
phrase “model-driven” these days. Model Driven Architecture, Model Driven De-
velopment, Model Driven Enterprise — there must be something to these ideas,
but is “model driven” the key to a revolution, or just the newest buzz word? Will
we have to completely change the way we develop systems? Is code dead?

Richard Soley, Chairman of the Object Management Group (stewards of the
Model Driven Architecture Initiative) will dispel some rumors about the model
driven approach, and put it in the context of computing history. While there are
some important implications for how complex systems are built, like most revolu-
tions in software, Model Driven Architecture has straightforward underpinnings
and represents a direct evolution from where we have been.
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CooplS 2013 PC Co-Chairs Message

Cooperative Information Systems (CIS) enable, support, and facilitate coop-
eration between people, organizations, and information systems. CIS provide
enterprises and user communities with flexible, scalable and intelligent services
to work together in large-scale networking environments. The CIS paradigm
integrates several technologies: distributed systems technologies (such as mid-
dleware, cloud computing), coordination technologies (such as business process
management) and integration technologies (such as service oriented computing,
semantic web).

The CooplS conference series has established itself as a major international
forum for exchanging ideas and results on scientific research in all aspects of
cooperative information systems such as computer supported cooperative work
(CSCW), middleware, Internet & Web data management, electronic commerce,
business process management, agent technologies, and software architectures, to
name a few.

As in previous years, CooplS’13 is part of a joint event with other conferences,
in the context of the OTM (”OnTheMove”) federated conferences, covering dif-
ferent aspects of distributed information systems. The call for papers attracted
65 submissions this year. In a thorough evaluation process where each paper
was reviewed by at least 3 reviewers, the program committee selected 15 papers
as full papers and 6 as short papers (acceptance rate 23% for full papers and
32% for short papers) which are contained in these proceedings. In addition, 6
submissions accepted as posters are published in the workshop proceedings of
OTM 2013.

We extend our dear thanks to all who made CooplS 2013 possible: Robert
Meersman and his team for organizing OTM 2013 with experience and dedica-
tion, all the PC members and external reviewers who worked hard to meet the
tight deadline and who provided insightful and constructive reviews for sharing
their time and expertise. And last but not least to all the authors and presenters
who made CooplS again a thriving scientific event.

July 2013 Johann Eder
Zohra Bellahsene
Rania Y. Khalaf

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, p. 1, 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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Abstract. Reducing complexity in Information Systems is an important
topic in both research and industry. One strategy to deal with complexity
is separation of concerns, which results in less complex, easily maintain-
able and more reusable systems. Separation of concerns can be addressed
through the Aspect Oriented paradigm. Although this paradigm has been
well researched in programming, it is still at the preliminary stage in the
area of Business Process Management. While some efforts have been
made to extend business process modelling with aspect oriented capabil-
ity, it has not yet been investigated how aspect oriented business process
models should be executed at runtime. In this paper, we propose a generic
solution to support execution of aspect oriented business process models
based on the principle behind dynamic weaving of aspects. This solution
is formally specified using Coloured Petri Nets. The resulting formal
specification serves as the blueprint to the implementation of a service
module in the framework of a state-of-the-art Business Process Manage-
ment System. Using this developed artefact, a case study is performed in
which two simplified processes from real business in the domain of bank-
ing are modelled and executed in an aspect oriented manner. Through
this case study, we also demonstrate that adoption of aspect oriented
modularization increases the reusability while reducing the complexity
of business process models in practice.

Keywords: Business Process Management, Aspect Oriented, Weaving,
Service Oriented Architecture, Reusability, Coloured Petri Nets.

1 Introduction

Reducing the complexity of models is an important issue in the Business Pro-
cess Management (BPM) area. Business process models tend to become complex
quickly [4], which makes them difficult to communicate, use, maintain and val-
idate [28]. Various approaches have been proposed to reduce the complexity of

* Involvement in this work is supported by an ARC Discovery grant with number
DP120101624.

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, pp. 2-0] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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process models (e.g. [TBI8I32I33]). Some of these approaches have been anal-
ysed and systemised as a collection of patterns [28]. One of the patterns is called
orthogonal modularization, which aims to reduce the complexity of a model by
separating different aspects of a process, such as security and privacy. Tradition-
ally, these aspects are defined in a single process model, hence adding to the
complexity of the model [34]. In contrast, orthogonal modularization advocates
modelling the aspects as separate processes. These processes are related to the
main process, where they represent different pieces of the puzzle. The business
process is described as a result of putting together all pieces of the puzzle. The
mechanism that puts all aspects and the main process model together is called
weaving, while the whole technique is called aspect oriented modularization.

Aspect oriented modularization so far has been realised as extensions to
current business process modelling techniques such as Aspect Oriented Busi-
ness Process Modeling Notation (AO4BPMN) [7II3I14/18]. Existing work on
AO4BPEL [12] proposed an aspect-oriented extension to Business Process Ex-
ecution Language for Web Services (BPEL), and their approach for weaving of
apsects was defined for that specific language only. How to support the enact-
ment of aspect oriented business process models in general is still an open issue.

In this paper, we present a solution to runtime execution of aspect oriented
process models based on the principle behind dynamic weaving of aspects. It
is defined in a generic manner, i.e. independent of any specific business process
modelling technique or Business Process Mangement System (BPMS). The pro-
posed solution, in the form of a so-called Aspect Service, is formally specified
using Coloured Petri Nets (CPNs). We select CPN as it is a widely-used formal
technique for system design and verification, and its application in the domain
of workflow management has been well-established [I]. The CPN specification of
Aspect Service serves as a blueprint for design and implementation of a service
module which extends the capability of a state-of-the-art BPMS with support
to aspect oriented business process enactment. The developed artefact has been
used in a real banking case study to validate our solution. The case study also
demonstrates that by adopting aspect oriented modularization one can reduce
the complexity while increase the reusability of process models in practice.

The remainder of this paper is structured as follows. Section Pl provides a back-
ground of the aspect oriented business process modelling. Section [3 describes an
overview of our solution to support weaving of aspects during process enactment.
Section [ presents the formalization of the solution in CPN. This is followed by
the description of a supporting implementation within an open source BPMS en-
vironment in Section Bl Section [6] describes a case study that is conducted using
the implemented artefact. Section [7 discusses related work, and finally Section 8]
concludes the paper and outlines directions for future work.

2 Background

Process models encompass different activities, which address different concerns
of business processes. Charfi et al. enumerate compliance, auditing, business
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monitoring, accounting, billing, authorization, privacy and separation of duties
as examples of concerns [I3]. It is common that some of these concerns are
scattered across several business processes.

As a real example in Swedish public organizations, it is compulsory to inform
citizens if a decision is made on their applications. Accordingly, an inform activ-
ity is required in all business processes that contain a decide activity. Moreover,
a process may contain several decide activities, implying the need for several
inform activities. If the inform activity is changed, or if the policy regarding the
informing concern is modified, we have to find and update all business processes
containing a decide activity. To be conformed to the law, when designing a
new business process one has to remember to add the inform activity after each
decide activity. Such efforts add costs in designing, updating and monitoring
business processes, and increase the risk of inconsistency in the resulting process
models. Moreover, concerns are tightly coupled with individual business pro-
cesses and could not be reused. As a result, models of business processes become
more complex, less reusable and more costly to design and maintain [30].

The Aspect Oriented Paradigm addresses these problems by separating differ-
ent concerns from the main process. Concerns are captured in terms of aspects
associated with a business process and thus can be handled outside the main pro-
cess. There are various works (e.g [TI3[T4/18]), which provide means for aspect
oriented business process modelling. Aspect Oriented Business Process Modeling
Notation (AO4BPMN) [I3] is one such approach that defines the terminology
and suggests a notation based on BPMN for modelling processes according to
the aspect oriented principle.

Let’s consider an example of a business process involving different concerns.
Fig. @ describes a simplified version of a Transfer Money Process in the bank-
ing domain using BPMNI. First, a customer fills in information. Next, if the
money is transferred to the customer’s own account, the transfer is performed
straight away; otherwise, the transaction needs to be signed beforehand. Finally,
the transaction is archived. The Sign Transaction activity is part of the secu-
rity aspect, and the Archive Information activity is part of the logging aspect.
These aspects describe different concerns related to the Transfer activity.

Fig. 2] depicts the above process using AO4BPMN [13]. The concerns are
removed from the main process and modelled separately through aspects. Hence,
the main process contains only the Fill Information and Transfer activities.
The two additional models annotated with an Aspect label are called aspect
models. They capture the Logging Aspect and Security Aspect, respectively.
An aspect consists of one or more advices, which are specified by individual
process models annotated with an Advice label. An advice captures a specific
part of a concern under a certain condition called pointcut. A pointcut indicates
when and where the advice should be integrated with the main process. The
possible points of integrations are called join points. A join point can be related
to an aspect via a pointcut, and in such case, it is called an advised joint point.
In AO4BPMN, join points are activities. A pointcut condition, on the one hand,

! For simplicity, we omit pools/lanes in this process model.
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is captured in an annotation associated with an advised joint point activity in
the main process, and on the other hand, is specified in a data object as input
to the corresponding advice process model. In Fig. Pl the Transfer activity is
an example of an advised joint point with two pointcuts: one referring to the
advice related to information archiving in the Logging Aspect, the other to the
advice related to transaction signing in the Security Aspect.

Next, a PROCEED activity within an advice model acts as a “placeholder”.
This placeholder is for carrying out the relevant advised joint point activity
during the execution of the advice. As such, the position of a PROCEED activity
determines how the execution of an advice interleaves with the related advised
joint point activity. There are three scenarios: an advice occurring before, after or
around an advised joint point. For example, in Fig.[2] the Archive Information
activity occurs after the Transfer activity, while the Sign Transaction activity
occurs before the Transfer activity. It is possible that an advice does not have a
PROCEED activity. Such advice is called an implicit advice, and is executed before
the related advised joint point activity.

Comparing the process models in Fig.[[land Fig. Blshows that aspect oriented
process modelling increases reusability because an aspect can be related to dif-
ferent activities and even different processes. It also makes the maintenance
of process models easier, since any change to a concern would only affect the
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relevant aspect. Finally, it reduces the complexity of process models that cap-
ture the core processes.

3 Overview of the Solution

In the area of BPM, the existing aspect oriented modularisation approaches,
such as AO4BPMN, only support process modelling. These models should be
weaved in order to be executable. The weaving can be performed at design
time or at runtime, which are called static or dynamic weaving correspondingly.
Static weaving does not resilient to change, since for every change the process
model should be weaved and loaded into BPMS. However, dynamic weaving
is the approach that is flexible and solve such problem. Dynamic weaving of
aspects are investigated in different areas like programming(e.g. [27126]), service
composition [I1] and etc. However, it is still an open issue in BPM area.

In this section, we propose a generic solution in form of a so-called Aspect
Service, which extends current BPMSs with runtime support to aspect oriented
modularization.

According to the principle of weaving, the aspects and their advices are to be
executed together with the main process, and synchronisations are to be made
at the Proceed placeholder as well as at the end of each advice. To explain
such requirements of weaving in more detail, we use an abstract example of an
aspect oriented process model shown in Fig.[Bl There is a main process with four
aspects, which are associated to one of the activities (activity B) in the process,
and each aspect contains a single advice. Based on the fact that aspect Y has
an after advice, aspect Z has a before advice, aspect X has an around advice,
and aspect W has an implicit advice, it can be determined when activity B
should take place together with the four advices. Moreover, activity C, which is
the activity that follows activity B, in the main process, cannot occur until the
executions of all the advices associated with activity B are completed. Hence, the
valid execution sequence of activities in the process in Fig. [l will be A, followed
by D, G and H in parallel, then B, followed by F and F' in parallel, and finally
C'. Using regular expression this can be written as A(D||G||H)B(E||F)C.

At runtime, the enactment of business processes, including executions of activ-
ities in the main process and those in the associated aspects, is managed through
a BPMS. The Aspect Service controls and coordinates the interactions between
(the advices in) the aspects and the main process. We propose a generic approach
to support dynamic weaving of aspects during process enactment. It consists of
the following four steps. Note that for an implicit advice, a pre-processing is re-
quired which adds an (empty) Proceed placeholder to the end of the advice, and
as such an implicit advice is treated as before advice during dynamic weaving.

Launching: before executing an advised joint point, the Aspect Service
shall launch all valid advices associated with that joint point. Each valid
advice is determined by the Aspect Service through evaluation of the cor-
responding pointcut condition. If the pointcut condition holds, the Aspect
Service will initiate one instance for that valid advice.
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Fig. 3. An abstract example of an aspect oriented process model

Pausing: the Aspect Service shall pause the execution of an advice when
reaching the Proceed activity in the advice and at the same time enable the
execution of the corresponding advised joint point in the main process. It is
possible that multiple advices exist for one advised join point, in which case,
the Proceed activities in these advices should be synchronized to ensure a
single execution of the advised joint point.

Resuming: when the execution of the advised join point is completed, the
Aspect Service shall resume the enactment of those advice instances that are
interrupted by the execution of the advised joint point. Note that for each
launched advice (regardless it being a before, after, or around advice), the
control of execution will be returned to the corresponding advice instance
after the enactment of the advised joint point.

Finalizing: the Aspect Service shall complete the executions of all the
launched advice instances before the enactment of the main process can con-
tinue. Only when the executions of all the launched advice instances finish,
the control will be returned to the main process to continue its enactment
(to subsequent activities enabled after the advised joint point). This signals
the end of the weaving of aspects associated with that advised joint point.

Fig. [ illustrates the dynamic weaving of the aspects with the main process
using the example shown in Fig. Bl To reflect runtime nature of weaving, we
use the notation of Yet Another Workflow Language (YAWL). YAWL is based
on Petri nets but extended with advanced control-flow constructs to facilitate
workflow modelling. In the left-hand side of Fig. @] there are four YAWL nets
capturing the main process and the three advice processes, respectively. Between
each advice net and the main net, there are highlighted annotations capturing
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the above four-phased weaving approach. For illustration purpose, the overall
behaviour resulting from the weaving of three aspects with the main process of
the example in Fig.Blis specified as the YAWL net in the right-hand side of Fig. [El
Tasks that belong to the same advice share the same graphical annotation.

Next, we look into specific states and state changes during process enactment
to elaborate the above weaving approach. At runtime, an instance of an activity
is called work item. Russell et al. define a general lifecycle of a work item,
which describes the possible states and relation between these states during the
execution of a work item [29] (See Fig. Bl). In each state, different information is
available concerning different perspectives . For example, the data of the resource
perspective is not available when a work item is in the Created state. Instead,
it is available when the work item is in the Started state.

To separate cross-cutting concerns, we need to have information regarding
different perspectives. The states in which a work item has all information are
Started, Suspended, Completed and Failed states. As it can be seen in Fig.[l a
work item can be alternate between Started state and Suspended state. Hence,
these states are central for the weaving of advice to a main process. Therefore,
the following states changes can be defined for instances of activities in both
main and advices models during the weaving of aspects.

For Launching, the state of an advised join point shall be changed from
started to Suspended. Then, all advices shall be launched. For Pausing, the
Suspended state of the advised join point should be changed to Started, i.e.
ready to be executed. For Resuming, the remainder activities of the main process
should not be executed, and the advised join point state remains in Completed.
The solution is to prevent instances of other activities to be Completed. There-
fore, other instances of all other activities should be changed to Suspended if
they reach to the Started state. For Finalizing, the suspended work items in
previous step should be changed to Started again.

During all these steps, the data should also be synchronised between the
main process and its advices. In case several advices operate on the same data
simultaneously (see for example activities D and G in Fig. ), the last event

o | et
D iy N
R H [ Proceed L»@

O \ ! Start AND-split  AND-join End

condition decorator  decorator condition

Woven Result

Fig. 4. Dynamic weaving of aspects using the example in Fig. [3]
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Fig. 5. Work item Lifecycle [29]
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will overwrite the data that are stored by the work items of the advised joint
point, that has already been completed. In the next section, we describe the
CPN model that shows the operational semantics of the weaving at runtime.

4 Formal Specification

The formalisation of the Aspect Service is specified using hierarchical Coloured
Petri Nets. The solution is a three-level model. The top-level module captures the
behaviour of the initiation of the service (see Fig.[f). The second level captures
the weaving behaviour (see Fig. []). This model contains four modules capturing
the requirements related to weaving described in the previous section. It also
contains a module for communicating with the BPMS and performing actions
for data persistence, which is needed for the weaving. These five modules con-
stitute the third level of the CPN Model. The model defines 57 colour sets and
33 functions. We re-used some of the colour sets, variables and functions from
the Worklet Service CPN model [5]. A preliminary version of the CPN model
from our previous work is reported in [I9]. In that version, the semantic was
not developed based on workitem lifecycle; while, this version is refined to be
compatible with the lifecycle. This compatibility makes the semantic general for
all workflow management systems.

The interaction of the Aspect Service and a BPMS is realized through passing
a number of messages. These messages are named constraints and commands.
Constraints are the messages raised by the BPMS, and Commands are the mes-
sages invoked by the Aspect Service.

We used standard constraints and messages according to the BPMS reference
model defined by the Workflow Management Coalition (WfMC). For concrete
names of messages, we adopted those in the YAWL system which is known
as conforming to the WIMC’s reference model. Hence, the solution is general
and can be adapted to any BPMS. The constraint messages are WorkitemCon-
straint and CaseConstraint. The raising of one of these messages is signified
in the CPN model in Fig. [l as a token arriving in the workitemConstraint
or caseConstraint places correspondingly (the places are highlighted in the
figure). In other words, these places are the starting points of the net.
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As it can be seen in Fig. [0 the service recognizes if the WorkitemConstraint is
related to a normal activity or to a Proceed activity (see the matchPointcut and
isProceedCmd transitions). If it is a normal activity, the matchPointcut inves-
tigates whether a pointcut is defined for the activity or not. If yes, the pointcut
is evaluated to see which advices should be launched using selectPointcut
subnet. If the pointcut is fulfilled, the enableAspect transition is enabled, else
the notFulfilled transition is enabled. The result leads to Launching if the
advised join point is just started (the enableAspect transition produces a to-
ken in AspectInfo place). However, if the advised join point is completed, the
Resuming should be started (the enableAspect transition produces a token in
AdvisedJP place). If it is a Proceed activity, no Pointcut is needed to be checked
(the isProceedCmd transition produces a token in Proceed place). As a result,
the Pausing can be started. The Finalizing can be started if all advices are fin-
ished. This condition is checked using endAdvice transition, which produces a
token in completedAdvice place if a token representing the end of a launched
advice appears in caseConstraint.

The net in Fig. [6] shows how messages received from the BPMS should be
processed to enable weaving. The weaving is described by the weaveAspect
sub-net shown in Fig [l The weaveAspect net contains five subnets such as
Launching, Pausing, Resuming, Finalizing and Core. The first four subnets
fulfils the four weaving requirements, and the last one persists the data which
are required to perform weaving.

The CPN model allowed us to verify the design of the Aspect Service using
state space analysis. This analysis showed that the nets were free of deadlocks.
Moreover, the Strongly Connected Component (SCC) graph of the model has the

[isProceed=false, isValidJP(s,tList)]

N (i, getTreeAspect((s, t, setAspectConstraint(pre)), tList), d)
matchPointcut I >

(c, i, getAspectType((s, t, setAspectConstraint(pre))))

pointcutRetrieved

I

IDXTREEXDATA

selectPointcut
Pointcut

IDXEXLETXDATA

tList

notFulfilled

((s, ¢, t, i, d)fcd, pre, isProceed)

workitemConstraint

(c, id, aType)
TREELIST saveAspectInfo

tlist CASEIDXITEMIDXASPECTTYPE
[isValidCase(s, tList)]

((s, ¢, t, i, d)} cd, pre, isProceed)
endAdvice

[pre=true, |isProceed=true] (c, d

if aType=postAspect
i then 1°(id, d)
isProceedCmd completedadvice else empty
AdvisedP
T

CASEXDATA
[TEMIDXDATA
if aType=preAspect
CASEIDXITEMIDXDATA

then 1° (c, id, xIt, d)
CASEIDXITEMIDXEXLETXDATA

evITEMCONSTRAINT

(c, id, aType) (id, xit, d)

(s, ¢, d, false),

caseConstraint
evCASECONSTRAINT

[xit!=[]1]
\ 4

enableAspect

else empty

weaveAspect

Fig. 6. CPN: Aspect Service
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completedAdvice

CASEXDATA

AspectInfo

CASEIDXITEMIDXEXLETXDATA

Finalizing

AdvisedIP

CASEIDXITEMIDXDATA ITEMIDXDATA

Fig. 7. CPN: weaveAspect

same number of nodes and arcs as the corresponding state space. This indicates
that there is no cycle in the CPN model, which is expected since a weaving
process taken into account within the scope of current work is free of cycles.

Due to space consideration the rest of the CPN model is not described here.
Full details of the model with definition of the colour sets, variables, functions
and analysis are publically available and can be downloaded?.

5 Implementation

Using the formal CPN specification of our proposed solution for dynamic weav-
ing of aspects for process enactment, we implemented two artefacts, a Pointcut
Editor and an Aspect Serviceﬁ, in the framework of the YAWL systenﬂ We
chose YAWL because: 1) it provides support to the full workitem life cycle; 2) it
has formal foundation; and 3) it is open-source and based on Service Oriented
Architecture [2/3].

The Pointcut Editor (see a screenshot of the GUI in Fig. B(a)) enables the
definition of aspects, advices and pointcuts. Each aspect can have several advices,
and each advice can have several pointcuts. These pointcuts consist of the name
of the process and activity for which the advice should be weaved. The pointcut
also includes a condition. The condition is used to define data constraints, which
controls the enactment of an advice (e.g. transfer to non own account). If the
condition is fulfilled, the advice will be weaved. The condition can be written
using XPath language.

2 http://www.aobpm. com

3 The artefacts, with examples and case studies, can be downloaded from
http://www.aobpm.com

* An open source BPMS, see http://www.yawlfoundation.org
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Fig. 8. Implemented artefacts to enable dynamic weaving

Fig. B(b) shows the architecture of the Aspect Service and its relation to the
BPMS. The service is connected to the YAWL Engine through two interfaces, i.e.
B and X. Interface X and B are used to capture case and workitem level events
correspondingly. The service also reads the rules (composed by the Pointcut
Editor) from the Rule Repository. The rules specify which events should be
captured. During implementation, the example in Fig. [l was used for testing,
since it contains all combinations of advice types.

6 Case Study

In this section, we apply the aspect oriented approach to a real case from the fi-
nancial domain{. The case demonstrates how the aspect oriented modularization
can be used to capture cross-cutting concerns in two banking process models and
thus enactment of the two aspect oriented process models using the implemented
artefacts in the previous section.

These processes were modelled in a traditional way first (see Fig. [@). Then,
cross-cutting concerns were separated from them by applying AO4BPMN (see
Fig.[I0). Afterwards, the AO4BPMN model (see Fig.[I0)) was manually converted
to a YAWL model for execution in the YAWL system. The Pointcut Editor was
used to define pointcuts, and the Aspect Service was used to enact processes.

The banking case was selected due to our previous knowledge in that domain.
To choose appropriate processes, i.e. fairly simple yet representative processes, we
conducted an interview with a domain expert from a bank. For the confidentiality
reason, the bank asked to remain anonymous. Two processes were selected, i.e.
the Deal for speculation process and the Change Asset Deal process. Detailed

® Translation of the banking terminology to English is done by the authors.
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information about the processes was derived through a follow-up interview with
the same domain expert.

The goal of the Deal for speculation process is to make a profit; however,
sometimes money is lost. Hence, there is a limit on the amount of money that
a junior and a chief dealer can trade in a deal. If a junior dealer wants to use
a higher amount, an approval from his chief is needed. If the amount exceeds
the limit of the chief dealer, an approval from the general manager (GM) is also
needed. This approval needs to be archived by the 0ffice Employee. If an ap-
proval is obtained or a deal is within one’s limit, a junior dealer opens a position,
makes the deal, and fills in a deal slip. Next, both a chief dealer and the general
manager sign the deal slip, after which the deal slip is archived. After this, two
parallel sets of activities are performed. On one hand, the dealt amount of money
is sent to the external partner of the deal. For this, first an employee of the Swift
department provides a swift draft for sending the money. Then, for security pur-
poses, the dealer, chief dealer and general manager sign the swift draft. Finally,
an employee of the Swift department sends out the swift. In parallel, the dealt
amount of money should be received. This part starts when an employee of the
Swift department receives an MT300 swift message. The employee sends this
message to the general manager to control. The general manager makes an or-
der to the Back office department and to the dealer to control the swift message.
These orders are issued separately, according to the security policy at the bank.
The results from both controls are archived separately. When the deal is made,
a back office employee registers a voucher in the accounting system. The process
ends with archiving the voucher. Fig. [[0 shows the process modeled with the
aspect oriented approach. In this model, the security concern is separated from
the main process and captured in the Security Aspect with a number of advices,
i.e. Confirm, Control and Sign.

The goal of the Change Asset Deal process is to change some asset of the bank
from one currency to another. The process starts by Backoffice Employee who
fills in the position sheet. The General Manager confirms the position sheet, and
Office Employee archives it. Next, the Junior Dealer makes the deal and fills
in dealslip. The rest of the process is the same as Deal for speculation process.

These processes are implemented with limited information from the data per-
spective. This limitation does not affect on validating the artefacts, since the
current approach focuses on the execution of control-flow perspective.

Below we summarise our experiences from carrying out this case study.

— The aspect oriented approach truly enables separation of concerns. Separa-
tion of concerns like security or privacy increases the reusability, since they
are defined once (at organisation level) and applied across the organisation
where needed. It also facilitates the maintenance of a system. If a policy is
changed, the changes are reflected in one model rather than in all business
processes utilising it. In our case, if the control routines at the bank are
increased, the updates are reflected in the corresponding advice(s) instead
of in the processes implementing them.
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— Aspect oriented decomposition decreases the complexity of process models

through decreasing the overall size of models. Hence, communicating models
to business users is expected to be easier [23]. The sizes of process mod-
els are decreased both in deal processes and in overall(considering advice
activities). The deal processes in Fig. contain only half the number of
activities compared to the original (not aspect oriented) model. The overall
size of the set of models is also decreased since the repetitive parts in both
processes are modelled once. The total size of the models applying the as-
pect oriented approach, were more than 25 percent less than the models not
using aspect oriented decomposition. Furthermore, swimlanes which repre-
sents people who are only involved in security aspect are disappeared from
the main processes, i.e. General Manager and Chief Dealer. This also adds
the readability of models. It should be noted that the process models in the
case study are fairly small, so the expected effect of applying aspect oriented
modularization on larger process models will be even more significant.

Aspect oriented modelling documents additional knowledge about the busi-
ness processes. This knowledge specifies the relation between cross-cutting
concerns and activities. For example, in this case study, we can see that the
Security aspect (more precisely the Sign advice) is associated to the Send
Swift activity. This information is not captured in the process modelled with
traditional approaches, where we cannot interpret whether Provide Swift
Draft or Send Swift activity is related to the security aspect.

Guidelines on how to apply aspect oriented decomposition are needed. Some-
times different design choices are possible. For instance, the Archive activ-
ities in advices might also be considered as different aspects, i.e. logging.
Guidelines supporting such design choices would help business process ana-
lysts in applying the aspect oriented approach.

The possibility to define the sequential order of advices associated to the
same activity should be offered. The approach offered by Charfi et al [I3] or
Cappelli et al [7] do not consider the definition of precedence for advices. This
limitation enforces us to dismiss separation of some aspects from the main
process or merge aspects together (like having Archive and Sign activities
in Sign advice in our case). The first solution limits the aspect oriented
modelling to separate all cross-cutting concerns from process models; while,
the second one makes aspects more coupled together, which decreases the
reusability of them for different process models. Hence, the Aspect Service
should support the definition of precedence between advices [18]. This is to
be considered as an extension to our current work.

The advice type should be explicitly defined in pointcut rather implicitly using
a Proceed placeholder. This study shows that the way that AO4BPMN
proposes the definition of advice types can reduce reusability of advices. For
example, a sign advice which is defined as before advice (using the Proceed
placeholder) cannot be used as after advice later. The solution is to define
the advice type in pointcut to increase the reusability of advices for both
scenarios, as what is proposed in [I3] and [18].
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7 Related Work

To support the Aspect Oriented paradigm two components are needed: decom-
position for capturing separation of concerns, and integration i.e. the weaving of
aspects with processes. In the process modelling area, there are some attempts for
process decomposition, e.g. [OIT3ITRI22I24/3T]. Despite these numerous attempts,
we could not find any work which shows how weaving should be performed in
BPM area. The weaving can be performed in design time or run-time, namely
static or dynamic weaving correspondingly. Static weaving suffers from lack of
flexibility, since it needs models to be weaved and uploaded into business process
for every change. In contrast, dynamic weaving covers this lack, and it provides
flexibility to change aspects at runtime [25]. Therefore, in the work presented
here, we elaborate on the Dynamic Weaving for BPM. The weaving is inspired
by the work on weaving in programming e.g. [SITG20/2T].

Moreover, it should be mentioned that there is one implementation of weaving
for service orchestration, namely AO4BPEL [12]. AO4BPEL is an extension to
the Business Process Execution Language (BPEL) to support aspect orienta-
tion. This extension is defined based on soap message lifecycle [10]. This means
that the BPEL4People activity lifecycle is not considered at designing this ex-
tension [6], which makes the approach specific to service decomposition. Such a
limit disables AO4BPEL to address the need of separation of cross-cutting con-
cerns in BPM area. This need is even reflected by Charfi A. where he mentions
“These security concerns will not be shown in BPEL code because BPEL does
not support human participants. There is however, a recent proposal for such an
extension”. To consider the proposal (BPEL4People), the solution (AO4BPEL)
should be changed to comply with BPEL4People activity lifecycle. However, to
the best of our knowledge, no research has been done to address this issue.

Furthermore, AO4BPEL cannot be used to study the needs of separation of
concerns for other business process perspectives since BPEL does not support
all of business process perspectives. Such a need can be exemplified as the sit-
uation where a senior employee in the bank shall confirm all activities of newly
employed clerk at the first week. This separation needs definition of pointcuts to
be specific for resource perspective. Such a separation cannot be investigated by
AO4BPEL since it is not developed based on workitem or BPEL4People activity
lifecycles [17].

8 Conclusions and Future Work

In this paper, we presented a generic solution to address how the weaving of
aspects to business processes can be done. The solution is designed and imple-
mented in form of a service, namely the Aspect Service, which extends a BPMS
to support enactment of aspect oriented business process models. We provided
a formalisation of the Aspect Service using CPNs and verified the soundness
of the design of this service (using state space analysis). The Aspect Service
is implemented in YAWL based on defined semantic. The implemented service
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shows that aspect oriented business process modelling increases the reusability,
reduces the complexity and facilitates the maintenance of process models. The
artefact is also inspected through implementing two processes of a case study
from banking domain. The implementation not only shows the relevancy of the
artefact to solve the separation of cross-cutting concerns, but it also reveals lim-
itations of current aspect oriented modeling techniques. Therefore, a direction
for future work is defined based on real application of aspect orientated business
process modeling and enactment.

The solution is currently limited to weaving advices in which the Proceed
placeholder is enabled only once. This means Proceed cannot be included in
loops. Moreover, if several Proceed placeholders are defined within the same
advice, care must be taken that only one of them is enabled during the execution
of the advice (e.g. as a result of an XOR split). The impact of these limitations,
i.e. how frequent such scenarios occur in real life, needs to be studied further.

Other directions for future work include: (i) a comparison of Aspect Orienta-
tion in the programming and BPM areas. Such comparison would fortify Aspect
Oriented BPM, as the Aspect Orientation is more mature in the programming
area; (ii) a definition of a pointcut language which captures other business pro-
cess perspectives such as the resource perspective; (iii) an investigation on how
the resource patterns [29], e.g., separation of duties and retain familiar, should
be captured in orthogonal modularization; (iv) an extension to the semantic and
implementation of Aspect Service to support weaving of ordered aspects in BPM
area; (v) an investigation on the possibility to define nested aspects, i.e. an as-
pect that is related to other aspects; and (vi) extending the implementation of
Aspect Service to support other WfMSs as well.
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Abstract. Cloud environments are being increasingly used for deploy-
ing and executing business processes and particularly Service-based
Business Processes (SBPs). One of the expected features of Cloud envi-
ronments is elasticity at different levels. It is obvious that provisioning
of elastic platforms is not sufficient to provide elasticity of the deployed
business process. Therefore, SBPs should be provided with elasticity so
that they would be able to adapt to the workload changes while ensur-
ing the desired functional and non-functional properties. In this paper,
we propose a formal model for stateful SBPs elasticity that features a
duplication/consolidation mechanisms and a generic controller to define
and evaluate elasticity strategies.

Keywords: Cloud computing, stateful service-based business processes,
elasticity, evaluation of elasticity strategies.

1 Introduction

Based on the pay-as-you-go business principle, the Cloud computing is a new
model for provisioning of dynamically scalable and often virtualized IT services.
Several types of services are delivered at different levels: infrastructure, platform,
software, etc. These services use cloud components (such as databases, contain-
ers, VMs etc.) which themselves use cloud resources (such as CPU, memory,
network).

Among other properties cloud environments provide elasticity. The principle
of elasticity is to ensure the provisioning of necessary and sufficient resources
such that a cloud service continues running smoothly even as the number or
quantity of its use scales up or down, thereby avoiding under-utilization and
over-utilization of resources [10].

Provisioning of resources can be made using vertical or horizontal elastic-
ity [I7]. Vertical elasticity increases or decreases the resources of a specific cloud
service while the horizontal elasticity replicates or removes instances of cloud
services [15]. Our work is mainly concerned with providing horizontal elasticity
for Services-based Business Processes (SBPs). This paper does not discuss all the
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aspects that are relevant to elasticity. For example, we do not deal with ensuring
vertical elasticity of cloud services and infrastructure services. While we believe
that these issues are important, the provisioning of horizontal elasticity of SBPs
discussed here is complex enough in itself to deserve separate treatment.

Cloud environments are increasingly being used for deploying and executing
business processes and particularly SBPs. One of the expected facilities of Cloud
environments is elasticity at the service and process levels.

It is obvious that provisioning of elastic platforms, e.g. based on elasticity of
process engines or service containers [21], is not sufficient to provide elasticity of
the deployed business process. Therefore, SBPs should be provided with elastic-
ity so that they would be able to adapt to the workload changes while ensuring
the desired functional and non-functional properties.

In this paper we address elasticity at the level of SBPs that mainly raises the
following questions.

— What mechanisms should be developed to perform elasticity of SBPs?
— How to define and evaluate elasticity strategies of SBPs?

Among others, there are two main approaches for describing elasticity of SBPs.
For a given SBP model, the first approach consists in producing a model for an
elastic SBP which is the result of the composition of the SBP model with models
of mechanisms for elasticity. This approach dedicates a controller for each SBP
deployed but changes the nature of these latter.

The second approach that we adopt in this paper consists in setting up a
controller that enforces elasticity of deployed SBPs. One can assign a single con-
troller for all deployed processes, a controller for each subset (that corresponds
to an enterprise) or even a controller for each deployed process. Actually, we
have introduced a generic controller for the elasticity of business processes based
on stateless services [I]. In addition, we have formally described the controller
and shown how it is used for the evaluation of elasticity strategies [2]. In this
paper we go further in considering the elasticity of stateful SBPs. In addition,
we provide two approaches for the evaluation of elasticity strategies.

Many strategies that decide on when SBP elasticity is performed can be pro-
posed. They use the load in each business service, in terms of the the number
of current invocations, as a metric to make elasticity decisions. Some of them
are reactive and some others are predictive. In this paper, we propose formal
descriptions and an evaluation framework of reactive strategies.

The rest of this paper is organized as follows. Section [2] presents the state
of the art. In section [B] we propose a deployment model for SBPs. In section [,
which is dedicated to the first question we raised above, we propose a formal
model for elasticity of stateful SBPs. In section Bl which is dedicated to the
second question we raised above, we propose a framework for the definition and
evaluation of elasticity strategies using two evaluation approaches. An example,
for a proof of concept, is also detailed. Section[Glconcludes and suggests directions
for our future work.
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2 Related Work

One of the most relevant issues raised by the Cloud environment is the elas-
ticity at different levels. Elasticity is the ability to determine the amount of re-
sources to be allocated as efficiently as possible according to user requests. Many
approaches based on predictive or reactive strategies have been proposed to
address this issue [9I20]. Reactive strategies [5I13/4] are based on Rule-Condition-
Action mechanisms. While predective strategies [I8I]] are based on predictive-
performance models and load forecasts.

At the Infrastructure level, generally two approaches are used to perform elas-
ticity: Vertical elasticity which consists in adding or removing resources to virtual
machines (VMs) to prevent over-loading and under-loading [6JI8/8]. Horizontal
elasticity on the other hand consists of adding or removing instances of VMs
according to demands variations [T2J38]. These approaches ensure the elasticity
at the infrastructure level, but they are not sufficient to ensure the elasticity of
deployed process. At the platform level, elasticity mechanisms have been pro-
posed to ensure containers elasticity [4I2I]. Nonetheless, provisioning of elastic
platforms is not sufficient to provide elasticity of deployed SBPs since they do
not take into account the nature of the application e.g., SBPs. In fact, each
application has a maximal capacity, beyond this capacity the QoS decreases and
can make the container unresponsive and consequently, crash the application.
Giving to the container more resources will not solve the problem [21].

At the Software level, SBPs mechanisms must be provided to ensure the elas-
ticity of SBPs. In [7], the authors propose an approach to ensure elasticity of
processes in the Cloud by adapting resources and their non-functional proper-
ties with respect to quality and cost criteria. Nevertheless, the authors addressed
elasticity of applications in general rather than processes particularly. In [19],
the authors consider scaling at both the service and application levels in order to
ensure elasticity. They discuss the elasticity at the service level as we did in our
approach. Nevertheless, the proposed approach is not based on a formal model.
In [I5], the authors present FElaaS, a service implemented as a SaaS applica-
tion for managing elasticity in the Cloud. While the idea of pushing elasticity
management to the applications is in line with our approach, the proposed ap-
proach is difficult to use since it requires an effort from the application designer
to provide the necessary information for elasticity enforcement.

In [I] we considered the elasticity of stateless SBPs and provided duplication
and consolidation mechanisms. In [2] we formally proved the correctness of our
elasticity mechanisms. In addition, we have provided a framework to evaluate
strategies based on duplication/consolidation. In this work we go further by
considering the elasticity of stateful SBPs. We also propose two approaches for
the evaluation of elasticity strategies.

At the best of our knowledge, the approaches for elasticity mainly those we cite
above, focus on the IaaS level. As stated before, ensuring elasticity at the IaaS
level is not sufficient to provide users with elasticity of deployed SBPs. Similarly,
ensuring elasticity at the PaaS level is not enough to ensure elasticity of deployed
SBPs. We believe that elasticity should be handled and tuned at different levels
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of Cloud environments. We have already contributed to the elasticity of platforms
at the PaaS level [2I]. The work we present in this paper is novel in the sense
that it (1) tackles the problem of elasticity at the SaaS level (particularly for
stateful SBPs) and (2) is based on a formal model (3) proposes a framework
for defining and evaluating elasticity strategies and (4) proposes two approaches
for the evaluation of elasticity strategies.

3 Model for SBPs Deployment

A SBP is a business process that consists in assembling a set of elementary I'T-
enabled services. These services carry out the business activities of the considered
SBP. Assembling services into a SBP can be ensured using any appropriate
service composition specifications (e.g. BPEL). In Figure [I}(a) we presents an
example of SBP composed by eight services modeled in BPMN.

To model SBPs, several techniques can be used (BPEL, BPMN, Petri nets).
In our work, we are interested in the formal aspect of the model. So, we choose
Petri nets to model SBPs. Generally the modeling of SBPs using Petri nets
represents the SBPs execution model.

3.1 SBPs Execution Model

The SBPs execution model specifies how the processes and their services need
to be executed and in what order. In this model, each service is represented by
a transition. The places represent the states between services.

The execution model of the SBP of Figure [[}(a) gives the Petri net shown in
Figure [[}(b).

The SBPs execution model is suitable to verify behavioral properties. Nev-
ertheless, with this model we can not verify non-functional properties e.g. QoS
properties. Indeed, the execution model does not provide a view of the evolution
of loads on services which is necessary to verify this kind of properties. There-
fore, it would be interesting to have a view of the way services are deployed and
their loads. For that reason, we propose, using a transformation procedure , to
automatically derive a deployment model from the execution model of a SBP.

3.2 SBPs Deployment Model

The obtained SBPs deployment model is also modeled using Petri nets. In this
model, each service is represented by a place. The transitions represent calls
transfers between services according to the behavior specification of the SBP. In
fact, instead of focusing on the execution model of the process and its services,
we focus on the dynamic (evolution) of loads on each basic service participating
in the SBP.

! Due to the lack of space and the heaviness of notations, the transformation rules are
not given in this paper.
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Fig. 1. An example of the transformation of a SBP execution model (b) to a deployment
model (c)

The SBP deployment model of the SBP execution model of Figure[I}(b) gives
the Petri net shown in Figure [I}(c).

The SBPs deployment model represents the way a process and its services are
deployed and the load on each services of the SBP. The advantage of using this
deployment model is to be able to represent information that are inexpressible
on the execution model. This would allow verifying some properties that can-
not be verified in the execution model e.g. QoS, deployment properties. Using
the deployment model we can, for example, monitor the load of a service (the
number of current invocations of a service) which is represented by the marking
of its corresponding place. The marking of places represents load distribution
over services of the process. This facilitates the implementation of load-based
mechanisms e.g. elasticity and load balancing mechanisms.

In the rest of paper we will focus on the elasticity of SBPs. For that reason,
we will use the deployment model to represent SBPs.

4 Formal Model for Stateful SBPs Elasticity

Elasticity of a SBP is the ability to duplicate or consolidate as many instances
of the process or some of its services as needed to handle the dynamics of the
received requests. Indeed, we believe that handling elasticity does not only op-
erate at the process level but it should operate at the level of services too. It
is not necessary to duplicate or consolidate all the services of a considered SBP
while the bottleneck comes from some services of the SBP.
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Services involved in a SBP can be stateless or stateful services. A stateless
service is a service that does not store its state between two service invocations.
Each service invocation is completely independent of previous invocations. On
the other hand, a stateful service is a service designed to store its state between
invocations. Interactions and events occurring during service execution are taken
into account to manage the service invocations. The state of a stateful service is
represented by the user sessions and the data values specific to this service.

Performing elasticity on stateless services can be done using a service du-
plication/consolidation approach without taking into account the state of the
duplicated/consolidated service [I]. However, performing elasticity on stateful
service is more complicated. In fact, in a duplication/consolidation approach it
is necessary to ensure that the state of the stateful service is taken into account
in the elasticity mechanisms at each duplication or consolidation. To solve this
problem, we propose to model stateful SBPs using Colored Petri Nets (CPN).
In our model, the management of user sessions is allowed by the use of colors.
Each user session represents a state of the service, and so, represents a color.
On the other hand, to model the data values specific to a stateful service, we
propose to model each stateful service by a stateless service and a database de-
ployed as a service in which the data values of the service are stored during its
execution. Each stateful service of the SBP will have its specific database service
that models the data values of all user sessions. Note that this database service
can be also duplicated/consolidated as other services that compose the SBP in
order to ensure its elasticity.

4.1 Stateful SBP Modeling

To model stateful SBP we use Colored Petri Nets (CPN). Classical Petri nets
does not allow the modeling of data. CPN have been proposed to extend Petri
nets by modeling data with color. A Petri net is a colored Petri net if its tokens
can be distinguished by colors. Each place has an associated type determining
the kind of data that this place may contain. The marking of a given place is a
multi-set of values of the associated type. Arcs constraints are expressions that
extract or produce multi-sets with respect to the sources of target types.

In order to give a definition of the CPN, we give here, without a loss of
generality, a simple syntax and semantics for expressions.

— Types: Noted by II, we range over by using 7. Types are defined by the set
of values that compose them, = = {wy, ..., v;,...}. Also, types can be defined
by applying set operations on them.

— Variables: Noted by X', we range over by X;, Variables are typed and as
usual we use Type(X) to obtain the type of X.

— Function: Denoted by F, for a function f € F with f : 7 — 7' we use
Type(f) to define its range type.
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Definition 1. (Multi-set) : Let E be a set, a multi-set m on E is an application
from E to N, we write such a multi-set using the formal sum notation i.e m =

S gle; (with ¢; €N and e; € EP. We denote by M(E) the set of multi-sets
0<i<|E|

of E.

We use € to define a color expression which can be a color constant, variable,
or a color function. Given an expression e € £, we use Var(e) to denote the set
of variables which appear in e.

Definition 2. (CPN graph) : A stateful SBP deployment model is a Colored
Petri Net graph (CPN graph) N=(X,P, T ,cd,Pre,Post,=p,=r), where:

— X is a set of non-empty types, also called color sets (represents the set of
user sessions).

— P is a set of labeled places (represents the set of services/activities involved
in a SBP);

— T is a set of labeled transitions (represents the call transfers between services
according to the SBP behavioral specification);

—cd : P — II is a function that associates to each place a color domain.
Intuitively, this means that each token in place p must have a data value
that belongs to cd(p);

— Pre (resp. Post): are forward (resp. backward) matrices, such that Pre :
PxT — M(E) (resp. Post : Px T — M(E), represent the input (resp.
output) arc expressions.

— =pC P x P: an equivalence relation over P. An equivalence relation between
copies of the same place: [pl=, = {p'|(p,p") €=p}.

— =rC T xT: an equivalence relation over T'. An equivalence relation between
copies of the same transition: [t|=, = {¢'|(t,t') €e=r}.

In our model, each service is represented by a place with a session identifier
as an associated type. Each service call is typed with its session identifier. The
transitions represent calls transfers between services according to the behavior
specification of the SBP while respecting the different user sessions.

As stated above, in order to manage the data values of stateful services, we
add a place (database service) for each stateful service of the SBP to model the
data values related to this stateful service. If the SBP contains a certain number
of stateful services, we will have the same number of database services so each
database service manage the data values of its corresponding stateful service. For
each stateful service s € P:

— P =PU{sDB} (sDB: database service of the stateful service s)
— VteT: Pre(sDB,t) = Pre(s,t) A Post(t,sDB) = Post(t, s)

For a place p and a transition ¢ we denote ®*p and p® as the input and output
transitions set of place p, *t and ¢® as the input and output places set of transition
t.

2 For simplicity we keep only the terms with ¢; # 0.
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The ® notation can also be naturally extended to equivalent classes of places
and/or transitions as the union of its application to all the elements of the class

e.g. [p]* = U p'*. We extend the notation [] to a set of places and transitions
P’ €[p]
e.g. for some P’ C P, [P'|=, = {[p]=p|p € P'}. We ignore the =, and =, if it is

clear from the context.

Definition 3. (Well-formed graph) A CPN graph N=(X,P, T,d,Pre,Post,
=p,=r) is well formed iff: Vt € T,Vp € t*, we have Var(Post(p,t)) C Var(Pre
(., 1)) with Var(Pre(.,t)) = |J var(Pre(p’,t)).

p'e*t

In a well-formed CPN graph, we restrict that for each transition, the output
arc expressions must be composed by the variables which are in the input arcs
expressions. To each CPN graph, we associate its terms incidence Matrix C'
(P xT — M(E)) with C = Post — Pre.

In the following, we define the behaviors (the dynamics) of a CPN System.

Definition 4. (CPN Marking) A marking M of a CPN graph is a multiset
vector indexed by P, where ¥p € P,M(p) € M(cd(p)). The marking is also

extended to equivalent classes i.e. M([p]) = ZE ]M(p’). The marking of a CPN
p'€lp

represents a distribution of calls over the set of services that compose the SBP.

Definition 5. (CPN system) A Colored Petri Net system (CPN system) is a
pair S=(N, M) where N is a CPN graph and M is one of its marking. A CPN
system models a particular distribution of calls over the services of a deployed
SBP.

We use u : Var(Pre(.,t)) — X with M > Pre(.,t)* to denote a binding of
the input arcs variables.

Definition 6. Given a CPN system S = (N, M) and a transition t, we use
MIty* to denote that the transition t is fireable in the marking M by the use of
u, and we use the classic notation MIt) if u is not important (e.g. when u is
unique). A class of transitions is fireable in M, M[t)*, iff It' € [t] : M[t')*

Definition 7. Let M be a marking and t a transition, with M[t)" for some w.
The firing of the transition t changes the marking of CPN from M to M' =
M + C(.,t)*. We note the firing as M[t)*M’.

The transition firing represents the evolution of the load distribution after calls
transfer. The way that calls are transferred between services depends on the
behavior specification (workflow operators) of the SBP.

3w must respect the color domain of the places, i.e. , Vp €° t, « € var(Pre(p,t)), we

have u(z) € cd(p).
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4.2 Elasticity Operations
Place Duplication

Definition 8. Let S = (N, M) be a CPN system and let p € P, the duplication
of pin S by a new place p¢ (¢ P), noted as D(S,p,p°), is a new CPN system
S =(N',M') s.t

- =X

- P'=PU{p}

— T =TUT"” with T" = {t°|t € (*pUp*) Atc =n(t)} ((t) generates a new
copy of t which is not in T).

—cd : P —= X with c¢d'(p') = cd(p’) for all p’ € P and cd'(p©) = cd(p)

— Pre’ (resp. Post'): P' xT' — M(E) (resp. P x T" — M(E))

— =p/C P’ x P with =p-==p U{(p,p®)}. The place p and its copy are equiv-
alent.

— =p CT' x T with =p==7p U{(t,t°)[t° € T"}. Each transition is equivalent
to its copy.

— M': P'— M(cd(p)) with M'(p') = M(p') if p’ # p® and O otherwise.

The Pre’ (resp. Post') functions are obtained by extending the Pre (resp. Post)
to the new added places and transitions as follow:

Pre(p',t"Yp e PNt €T

Pre(p',t) te TAY € (T'\T)A\ € [tl=,, AP € (P\ {p})
Pre(p,t) teT ANt € (T'"\T)At' € [tl=,, ANp' =p°

0 otherwise.

Pre'(p/,t') =

Post(t',p')p' e PNt €T

Post(t,p') te T At € (T"\T)At' € [t]=,, Ap" € (P \ {p})
Post(t,p) teT At € (T'\T)\t' € [t]=,, Np' =p°

0 otherwise.

Post'(t',p') =

Place Consolidation

Definition 9. Let S = (N, M) be a CPN system and let p,p¢ be two places in
N with (p,p®) €=p Ap # p°, the consolidation of p° in p, noted as C(S,p, p),
is a new CPN system S" = (N', M’} s.t

— N': is the net N after removing the place p° and the transitions (p©)® U® p©
- M'": P" = M(cd(p)) with M'(p) = M(p) + M(p°) and M'(p’) = M(p') if
P #p.

Ezample 1. Figure [2H(a) represents the deployment model (empty marking) of
the stateful SBP of Figure [I}(a). In this SBP, s3 1 is a stateful service and all
others are stateless services. Figure 2} (b) is the resulting system from the duplica-
tion of the service s3 1in (a), D((a), s3 1,3 2). Figure[2(c) is the consolidation
of the service s3 1 in its copy $3 2, C((b),s3 2,53 1).
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(b)

Fig. 2. An example of the elasticity of stateful SBP

4.3 Correctness of Elasticity Operations

In the previous paper [2] we applied the same structural duplication and con-
solidation operations on classical Petri-net. We proved that this two operations
preserve the structural and dynamical properties of the net modulo =7 and =p
relations. This means that the two following properties are still valid for colored
Perti-nets:

Property 1. By any transformation of the net using duplication/consolidation
operators, we do not lose or create SBP invocations i.e., the load in terms
of the number of requests of all the copies of a given service is the same as
the load of the original one without duplications/consolidations.

Property 2. The dynamics in terms of load evolution of the original process is
preserved in the transformed one i.e., for any reachable load distribution in
the original net there is an equivalent (according to property 1) reachable
load distribution in the transformed net.

We can also easily deduce that from properties 1 and 2 that duplication/
consolidation properties preserve the call sessions dynamics.

5 Framework for the Evaluation of Elasticity Strategies

In order to manage the SBPs elasticity, several strategies can be used [1T]9120].
The strategy is responsible of making decisions on the execution of elasticity
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Consaolidation Duplication
35,5 € X ; Ready.C(Z.5,5")
Ael=[#Ars# s

ds € X : Ready D(Z. 5)

Routing
dte X: Ready_R(Z.4) £ Yt)

Fig. 3. High level Petri net (HLPN) of the generic controller

mechanisms i.e., deciding when and how to use these mechanisms. So, it is
necessary to ensure the precision of a strategy before using it to guarantee its
effectiveness. The abundance of possible strategies requires their evaluation and
validation. For this reason, we propose a framework, called generic controller,
for the evaluation of SBPs elasticity strategies. This generic controller allows
the implementation and execution of different elasticity strategies in order to
analyze the behavior and the impact of these strategies on SBPs elasticity. Our
controller has the capability to perform three actions:

— Routing: Is about the way a load of services is routed over the set of their
copies. It determines under which condition we transfer a call. We can think
of routing as a way to define a strategy to control the flow of the load e.g.,
transfer a call iff the resulted marking does not violate the capacity of the
services.

— Duplication: Is about the creation of a new copy of an overloaded service in
order to meet its workload.

— Consolidation: Is about the removing of an unnecessary copy of a service in
order to meet its workload decrease.

If we consider the three actions that can be performed by the elasticity con-
troller, any combination of conditions associated with a decision of routing, du-
plication and consolidation is an elasticity strategy.

5.1 Formal Description of the Generic Controller

To model our generic controller we used high level Petri nets (HLPN). Due to the
lack of space and the heaviness of notations of high level Petri nets, we give here,
an informal definition; a more rigorous one can be found in [I4]. As classic Petri
nets, HLPN is a place-transition bipartite graph. The places are typed, a type
can be any set of values (we denote by type(p) the type of the place p). An arc
connecting a place p and a transition ¢ is labeled by a multiset of expressions of



32 M. Amziani, T. Melliti, and S. Tata

type type(p). Expression of a type type(p) can be any values of type(p), a variable
or any function with domain type(p). The transitions in HLPN can be guarded
by a condition i.e., expression of boolean type. The variables that appear in a
transition condition and the expressions of its output arcs must be restricted
to the variables that appear in the expressions of the input arcs. A marking of
HLPN is any function that associates to each place p a multiset of type(p). As in
classical Petri nets, a HLPN system is composed of a HLPN and a marking. A
transition is fireable, given a marking, iff there is a binding of the variables of its
input arcs that validate the condition. The firing of a transition, given a binding,
removes the instantiated multisets from input places and adds the instantiated
multiset to the output places. Let us mention that the dynamics of an HLPN
system can be obtained by computing the reachability graph exactly as classical
Petri nets.

The structure of the controller is shown in Figure Bl The controller contains
one place (BP) of type CPN system. The marking of this place is modified by
the transitions of the controller after each firing:

— Routing: This transition is fireable if we can bind the variable Z to a CPN
system S = (N, M) where there exists a transition ¢ fireable in S and the
predicate Ready R(S,t) is satisfied. The firing of the Routing transition adds
the CPN system S after the firing of ¢t (Next(Z,t) returns the marking after
the firing of ¢).

— Duplication: This transition is fireable if we can bind the variable Z to a
CPN system S = (N, M) where there exists a place s and the predicate
ready D(Z,s) is satisfied. The firing of the Duplication transition adds a
new system resulted from the duplication of s in S.

— Consolidation: This transition is fireable if we can bind the variable Z to a
CPN system S = (N, M) where there exists two copies of the same service,
s and s, and the predicate ready C(Z,s,s’) is satisfied. The firing of the
Consolidation transition adds a CPN system resulted from the consolidation
of s’ in S.

The elasticity conditions that decide when duplicate/consolidate a service are
implemented in predicates ready D (for duplication) and ready C' (for consol-
idation) while the condition that decides on how the service calls are routed is
implemented in the predicate ready R. The execution of controller actions (Du-
plication/Consolidation and Routing) is performed after checking the guards of
the execution of these actions (ready D, ready C, ready R). In our controller,
the conditions are generic to allow the use of different elasticity strategies. By
instantiating our generic controller, one can analyze and evaluate behaviors and
performances of the implemented strategies.

5.2 How to Evaluate Elasticity Strategies with the Framework

The controller has been designed to offer developers a framework to define and
evaluate elasticity strategies. In this section, we will show how a strategy de-
veloper can instantiate our controller to define elasticity strategies and evaluate
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their behavior and performance. The execution of the instantiated controller
generates the reachability graph of the controller which contains all the possible
evolutions of the SBP with respect to the implemented strategy. As we will see,
many properties can be checked and many indicators can be observed. The only
restriction is to limit the number of calls during the analysis phase. Otherwise
this would generate an infinite reachability graph. Note that there are tools to
analyze unbounded HLPN nets but do not support any property. In this paper,
we propose two kinds of evaluation:

Model Checking Evaluation. Using a HLPN tool, the developer can generate
the reachability graph of the controller which can then be analyzed using any
model-checker and any temporal logic. Some significant examples of properties
are given below:

— QoS violation: Let us assume that we associate for each service a maximal
threshold over which its QoS will decrease drastically. Using temporal logic,
one can check whether it is possible to reach a situation where one or some
services have exceeded their thresholds i.e., transfer a call to a copy of service
that has already reached its maximal capacity.

— Blocked services: Let us suppose a routing strategy that allows only tran-
sition firing iff the next marking does not exceed the thresholds of some
services. We can check if this strategy, coupled with a duplication strat-
egy, would not cause a deadlock in the call transfer i.e., there are fireable
transitions in the SBP whereas the routing condition is no longer satisfied.

— Elasticity loop: Duplication and consolidation are costly activities. Given
an elasticity strategy, one can check if this strategy can provoke a loop of
elasticity i.e., a duplication followed by consolidation of the same service
while there is no (or few) calls arrival which means that the strategy causes
unnecessary duplication of services.

Performance Evaluation. The developer can also define a set of indicators
to evaluate strategies’ performance. For example an indicator that computes
the number of copies of each service, etc. The value of these indicators will be
calculated according to the evolution of the controller i.e., each state of the
reachability graph will contain the values of the indicators. The analysis of these
indicators allows us to evaluate strategies’ performance.

Many parameters can be evaluated, we will focus here on two parameters in
order to answer two questions:

— How does the strategy influence the workload of the SBP according to the
solicitations?

— How efficient is the resources allocation by the strategy to face the variation
of the SBP solicitations?

We measure the workload of the SBP as the average of workloads of its basic
services. To do so, we implemented an indicator which stores, at each step of
the SBP evolution, the average of the number of running instances on each of



34 M. Amziani, T. Melliti, and S. Tata

its basic services which can be obtained by dividing the number of tokens in the
SBP net by the number of places. Concerning resources we consider the number
of deployed services copies. We define two indicators. In the first indicator we
store, at each step of the SBP evolution, the minimum number of each service
copies needed to handle the current number of instances. Note that each copy of
services can handle its maximum threshold instances. The second indicator will
store the real number of the SBP services produced by a strategy.

5.3 Example of an Application of the Framework

We present hereafter an example, for a proof of concept, of strategies definition
and evaluation with the framework. For that, we implemented the controller us-
ing the SNAKES toolkit. SNAKES is a Python library that allows the use of
arbitrary Python objects as tokens and arbitrary Python expressions in transi-
tions guards, etc [16].

Experimental Setup. In order to illustrate the feasibility of our approach,
we propose here to implement two elasticity strategies inspired from the litera-
ture [I35]. We applied such two strategies on the same SBP system .S = (N, M)
where N is the Petri net of an SBP composed by 3 services (s1 1,s2 1,83 1) ex-
ecuted in sequence and a data providing service sDB 1 for managing the state
of the stateful service s2 1. My = (0,0,0,0) is its initial marking. An invocation
(a call) of the SBP is represented by adding a token to a copy of the place s1 1,
the invocation takes end by removing a token from a copy of the place s3 1.

We assume in this example that each service of the SBP is provided by a
maximum and minimum threshold capacities. Above the maximum threshold
the QoS would no longer be guaranteed and under the minimum we have an
over allocation of resources. Here are the thresholds:

— Max t(s1 1) = 5. Max t(s2 1) = 3. Max t(s3 1) = 5. Max t(sDB 1) = 5.

— Min t(s1 1) = 1. Min t(s2 1) = 1. Min t(s3 1) = 1. Min t(sDB 1) = 1.

Note here that these thresholds represent the maximum number of running in-
stances (calls) on each service. These thresholds are used as scaling indicators
by the strategies in order to make their elasticity decisions.

Elasticity Strategies. As we explained previously, the definition of a strat-
egy consists in instantiating the three generic predicates ready R, ready D and
ready C. We use two threshold-based scaling algorithms that use the concept
of maximum and minimum thresholds to make elasticity decisions. Note that
initially these algorithms do not deal directly with the SPB elasticity but use
a reasoning that can be used to manage the SPB elasticity. Here after the
strategies:

Strategy 1. In [13] an algorithm is proposed to scale up or down an application
instance by replication in response to a change in the workload.
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— Ready D(S,s) : M(s) > Maxz t(s) Nfis' € [s] : M(s') < Max t(s') A3t €°
[s] : M[t). It duplicates a copy s of service if all copies of this service have
already reached theirs maximal threshold. In addition, there is a service call
waiting to be transferred to this copy s.

— Ready C(S,s',s): M(s') =0 A M(s) < Min t(s) APt €° [s] : M[t). It con-
solidates a copy s of service if this copy does not contain calls (empty copy)
and there is another copy s of the service that has not reached its minimum
threshold. In addition, there is not service call waiting to be transferred to
this copy s.

— Ready R(S,t) : Vs € P: M'(s) < Max t(s) with M[t)M'. It routes a call
if this call transfer does not cause a violation of the maximum thresholds of
services.

Strategy 2. In [5] a scaling algorithm is proposed to scale up or down the
number of instances according to a threshold in each instance.

— Ready D(S,s) : M(s) > Maxz t(s) APs' € [s] : M(s') < Maz t(s'). It
duplicates a copy s of service if all copies of this service have already reached
theirs maximal threshold.

— Ready C(S,s',s) : M(s') = 0N M(s) < Min t(s). It consolidates a copy
s’ of service if this copy does not contain calls (empty copy) and there is
another copy s of the service that has not reached its minimum threshold.

— Ready R(S,t) : Vs € P : M'(s) < Max t(s) with M[t)M’'. Same routing
strategy that strategy 1.

Strategy 3. To illustrate the elasticity impacts, we define also a third strategy
that implements only a routing strategy.

— Ready R(S,t) : Vs € P : M'(s) < Max t(s) with M[t)M’. Same routing
strategy that strategy 1 and strategy 2.

Evaluation of Strategies. In our experiment, we used a Poisson process (with
mean 2) to define a scenario of calls arrival on the SBP. This scenario was applied
on the three strategies. For each strategy we generate, using the SNAKES tool,
the reachability graph of the instantiated controller. This graph represents all the
possible evolutions of the SBP in terms of routing, duplication and consolidation
actions. Hereafter, we present the results of our experiment:

Analysis of Model Checking Evaluation. The analysis of the reachability
graph generated by the instantiated controller allows us to deduce some behav-
ioral properties of the execution of the SBP controlled. These properties are
summarized in the table below:

Strategy 1 Strategy 2  Strategy 3
Qos violation No No No
Blocked services No No Yes
Elasticity loop No Yes -
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The analysis of this table allows us to deduce some properties:

— All three strategies avoid QoS violations thanks to the routing strategy used
by the three strategies.

— Unlike Strategy 3 that does not implement elasticity mechanisms, Strategies
1 and 2 avoid blocking states by duplicating overloaded services.

— We notice also a difference between the strategies 1 and 2 in the presence of a
loop of elasticity. This difference is explained by the conditions of duplication
used by both strategies. Indeed, the conditions of duplication used in strategy
1 are more difficult to verify than the conditions of the strategy 2. So, the
controller using the strategy 2 will react faster to load increases. This fast
reaction in some cases can cause unnecessary elasticity loops.

Analysis of Performance Evaluation. The average evolution of resources
consumption with strategies 1 and 2 on all possible executions of the SBP (about
6000 possible executions) is shown in Figure[d The analysis of this figure shows
that both strategies provide the elasticity of SBP by adapting its resources con-
sumption according to the variation of resource demands which avoids resources
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oversizing. Also, the resources demand never exceeds the resources consumption.
This guarantees the availability of resources to provide required QoS and avoid
resources over-utilization.

The Figure Bl(a) represents the evolution of average workload of services on
one possible execution of the controller. We notice a difference between the
strategies in the reactivity to the requests variation. We can see that the strat-
egy 2 is more reactive than the strategy 1. Indeed, the strategy 2 causes more
duplication/consolidation than strategy 1. The evolution of resources consump-
tion on one possible execution of the controller is shown in Figure BH(b). We
can see that both strategies adapt the resources consumption according to the
resources demand. Using both strategies allows a better efficiency in resources
consumption, but there is an under-utilization of resources in some periods.

The analysis of these figures shows a difference between the two strategies.
This difference is explained by the conditions of elasticity used in these strate-
gies. Indeed, the conditions of strategy 1 are more difficult to verify than the
conditions of strategy 2 (the condition on the existence of service call waiting
to be transferred). So, the controller using strategy 2 reacts faster. We can see
that the reactivity of strategy 2 does not always mean better efficiency. In fact,
this reactivity can cause unnecessary duplication of services.

6 Conclusion

This paper addresses the problem of elasticity of stateful SBPs deployed in Cloud
environments. Unlike existing work, our approach tackles the elasticity at the
level of SBPs. To perform stateful SBPs elasticity we proposed and formalized
using colored Petri nets two operations: Duplication and consolidation. In ad-
dition, we have proposed a framework to define elasticity strategies and two
approaches to evaluate elasticity strategies. Moreoever, we presented an exam-
ple for the proof of concept. As perspectives of this work, we are working on the
integration of the temporal aspect in our model. We also consider the implemen-
tation of the elasticity operations into CloudServ (a PaaS under development).
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Abstract. Companies increasingly adopt process-aware information
systems (PAISs) to analyze, coordinate, and monitor their business
processes. Although the proper handling of temporal constraints (e.g.,
deadlines, minimum time lags between activities) is crucial for many ap-
plications, contemporary PAISs lack a sophisticated support of the tem-
poral perspective of business processes. In previous work, we introduced
Conditional Simple Temporal Networks with Uncertainty (CSTNU) for
checking controllability of time constraint networks with decision points.
In particular, controllability refers to the ability of executing a time con-
straint network independent of the actual duration of its activities, while
satisfying all temporal constraints. In this paper, we demonstrate how
CSTNUs can be applied to time-aware business processes in order ver-
ify their controllability at design as well as at run time. In particular,
we present an algorithm for ensuring the controllability of time-aware
process instances during run time. Overall, proper run-time support of
time-aware business processes will broaden the use of PAIS significantly.

Keywords: Process-aware Information System, Temporal Perspective,
Temporal Constraints, Process Execution, Controllability.

1 Introduction

To stay competitive in their market, companies strive for improved life cycle
support of their business processes. In this context, sophisticated IT support
for analyzing, modeling, executing, and monitoring business processes becomes
crucial [I7]. Process-aware information systems (PAISs) offer promising perspec-
tives regarding such a process automation. In particular, a PAIS allows defining
a business process in terms of an explicit process schema, based on which process
instances may be created and executed in a controlled and efficient manner [I7].

As it has been shown in [I2], contemporary PAISs lack a more sophisticated
support of the temporal perspective of business processes. However, properly
integrating temporal constraints with the design- and run-time components of
a PAIS is indispensable to be able to support a greater variety of business pro-
cesses [3]. Furthermore, in many application domains (e.g., flight planning, pa-
tient treatment, and automotive engineering), the proper handling of temporal
constraints is crucial for the proper execution and completion of a process [94].

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, pp. 39-56] 2013.
© Springer-Verlag Berlin Heidelberg 2013



40 A. Lanz et al.

i _{Time Lag betw. Activities

/ Duration i |minimum 1h
- _ _ " |maximum 1h :
=D °

R perform leed'Date Element
treatment treatment appointment

__ -~ |Time Lag betw. Activities
“"'% """""" maximum 2 h

. instruct
procedure

Fig. 1. Illustrating process example with temporal constraints

A fundamental concept related to temporal constraints of process schemas is
controllability [6]. Controllability is the ability of executing a process schema for
all allowed durations of activities and satisfying all temporal constraints. In par-
ticular, this ensures that it is possible to execute a process schema without ever
having to restrict the duration of an activity to satisfy one of its temporal con-
straints. Note that this is of paramount importance since activity durations are
usually contingent. Indeed, it is possible to set up a duration range for any activ-
ity, but the PAIS is aware of the effective duration only after activity completion.
Checking controllability is especially important at the presence of alternative ez-
ecution paths (e.g., exclusive choice and loops) as each execution path may lead
to different temporal properties of the remaining process.

Checking controllability of a process schema solely at design time, however,
is not sufficient. In particular, during the execution of corresponding process
instances, temporal constraints need to be continuously updated according to
the actual durations of already completed activities as well as the decisions made
during run time. Further, note that temporal constraints might not be always
known at design time. For example, an appointment with a third party (i.e., the
date of a respective activity) is usually made during run time (e.g., in the context
of a preceding activity) and is specific for each process instance. As example take
the patient treatment process depicted in Fig.[[ld When considering the temporal
perspective of this simplified process, a number of temporal constraints can be
observed. In particular, the date for executing activity perform treatment is set
by preceding activity make appointment and needs to be monitored during run
time. In turn, this affects the scheduling of preceding activities due to the other
temporal constraints defined, e.g., the patient needs to be prepared at most
2 hours before the actual treatment takes place. Hence, activity prepare patient
needs to be scheduled in accordance with the appointment of the treatment.

Obviously, the temporal constraints of this process schema are not very strict,
i.e., the temporal perspective of the schema is not over-constrained. Nevertheless,
when not meeting these constraints, severe consequences might result. For exam-
ple, if the patient is not informed about the treatment at least 1 hour before per-
forming the treatment, the latter must not take place as scheduled for legal reasons
and the process has to be aborted. We denote processes obeying a set of defined
temporal constraints as time-aware, i.e., the execution of a time-aware process is

! Note that we use an extension of BPMN to visualize temporal constraints in processes
(cf. Sect. Bl for details).
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Table 1. Process Time Patterns [12]

Category I: Durations and Time Lags Category II: Restricting Execution
TP1 Time Lags between two Activities Times
TP2 Durations TP4 Fixed Date Elements
TP3 Time Lags between Events TP5 Schedule Restricted Elements
TP6 Time-based Restrictions
TP7 Validity Period

Category III: Variability Category IV: Recurrent Process
TP8 Time-dependent Variability Elements

TP9 Cyclic Elements

TP10 Periodicity

driven by a set of temporal constraints. In particular, for a time-aware process it
is necessary to continuously monitor and update its temporal constraints during
run time and hence to re-check controllability of the respective process instance.
Accordingly, the contribution of this paper is threefold. First, we discuss funda-
mental requirements for modeling time-aware processes. In particular, we provide
a basic set of modeling elements required for specifying time-aware processes, as
well as for executing corresponding instances during run time. Second, we present
a mapping of time-aware process schemas to Conditional Simple Temporal Net-
works with Uncertainty (CSTNU) [5], which allows checking their controllability
at build time. Third, we present a sophisticated algorithm that enables flexible
controllability checking of time-aware processes during run time as well.

Sect. ] considers existing proposals relevant in the context of time-aware pro-
cesses. Sect. Bl provides background information on modeling time-aware pro-
cesses. In Sect. @l we show how to check controllability of time-aware processes
at both design and run time. Sect.H provides a short discussion and evaluation of
the proposed approach. Finally, Sect. [0l concludes with a summary and outlook.

2 Related Work

In literature, there exists considerable work on temporal constraints for business
processes [T0J2/4IT3]. However, these approaches focus on design time issues, i.e.,
issues related to the modeling and verification of time-aware processes. By con-
trast, run-time support for time-aware processes has been neglected by most ap-
proaches so far. The mayor novelty of our work is to explicitly address run-time
issues of time-aware processes and to elicit requirements emerging in this context.

In [12], 10 time patterns (TP) are presented, which represent temporal con-
straints relevant for time-aware processes (cf. Table [I). Further, [I1] provides a
formal semantics of these time patterns. In particular, time patterns facilitate
the comparison of existing approaches based on a universal set of notions with
well-defined semantics. Moreover, [ITI12] elaborate the need for explicitly consid-
ering run-time support for time patterns and time-aware processes, respectively.

Marjanovic et al. [I3] define a conceptual model for temporal constraints on
a process schema. When taking the time patterns as benchmark, [I3] considers
time lags between activities (TP1), activity and process durations (TP2), and
fized date elements (TP4). Further, a set of rules for verifying time-aware process
schemas is presented. However, no run-time support is considered.
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Eder et al. [I0] use Timed Workflow Graphs (TWG) to represent temporal
properties of activities and their control flow relations. [I0] considers time lags
between activities (TP1), activity durations (TP2), fized date elements (TP4),
and schedule restricted elements (TP5). Further, activity durations are assumed
to be deterministic, i.e., be the same for all process instances. In [9], same authors
suggest a basic run-time support for time-aware processes assuming that the
value of a fixed date element is known when creating the process instance, i.e.,
setting the particular date during run time is not considered. Based on this,
“internal deadlines” are calculated for each activity making use of the available
temporal information.

Bettini et al. [2] suggest an approach quite different from the above ones.
As basic formalism Simple Temporal Network (STN) [§] are used. In an STN,
nodes represent time points, while each directed edge a — b between time
points a and b represents a temporal constraint b — a < v, where v is a real
value. Note that if v > 0 holds, the constraint represents the maximum allowed
delay between b and a; if v < 0 holds, it represents the minimum time span
elapsed after a before the occurrence of b. Regarding the approach suggested
by [2], each activity is represented by two nodes in an STN; i.e., its starting and
ending time point. In turn, the edges of the STN represent temporal constraints
and precedence relations between the corresponding nodes. [2] considers time
lags between activities (TP1), activity durations (TP2), and fized date elements
(TP4). However, run-time support of time-aware processes is not considered.

Combi et al. [4] propose a temporal conceptual model for specifying time-
aware process schemas. In particular, time lags between activities (TP1), activity
durations (TP2), fized date elements (TP4), schedule restricted elements (TP5),
and periodicity (TP10) are considered. Additionally, [4] discusses how to check
consistency of time-aware processes at design time and argues that different
strategies for ensuring consistency of a process instance during run time may be
applied, depending on the current kind of consistency of a process schema.

The concept of controllability has been mainly investigated in the AI area
in connection with temporal constraint networks: [I5] proposes an extension of
the STN [8], the Simple Temporal Network With Uncertainty (STNU), where
the constraints are divided into two classes, the contingent links (not under the
control of the system) and requirement links. In [6], Combi et al. transferred
the concept of controllability to time-aware process schemas. In the latter con-
text, informally, controllability is the capability of executing a process schema
for all possible durations of all activities and satisfying all temporal constraints.
Recently, [5] extended STNU to Conditional Simple Temporal Network with Un-
certainty (CSTNU) that additionally consider alternative execution paths.

3 Modeling Time-Aware Processes

This section provides basic notions needed for understanding this paper. It fur-
ther defines a basic set of elements for modeling time-aware processes, which
allow for a flexible execution of respective process schemas.
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3.1 Process Schema

For each business process to be supported, a process schema needs to be defined
(cf. Fig. @). In this work, a process schema corresponds to a directed graph,
which comprises a set of nodes — representing activities and control connectors
(e.g., Start-/End-nodes, XOR-splits, or AND-joins) — and a set of control edges
linking these nodes and specifying precedence relations between them as well as
loop backward relations. We assume that a process schema is well-structured,
i.e., sequences, branchings (i.e., parallel and exclusive choices), and loops are
specified in terms of blocks with unique start and end nodes of same type. These
blocks—also known as SESE regions [I9]—may be arbitrarily nested, but must
not overlap; i.e., their nesting must be regular [16]. Fig. 2l depicts an example of
a well-structured process schema with the grey areas indicating corresponding
blocks. Each process schema contains a unique start and end node and may be
composed of the following control flow patterns [I] (cf. Fig. 2I): sequence, paral-
lel split (AND-split), synchronization (AND-join), exclusive choice (XOR-split),
simple merge (XOR-join), and structured loops. Note that these patterns consti-
tute the core of any process meta model and allow for the flexible composition of
more complex structures [I4]; further, they cover most processes found in prac-
tice [14]. We further assume that the start and the end nodes of a structured
loop are distinct from normal XOR-join and XOR-split nodes, i.e., there is an
explicit loop construct in the process meta model (like in ADEPT [7]) Finally,
to be able to reason about the temporal properties of a loop and to ensure termi-
nation of any process schema execution, each loop-end node is augmented with
a minimum and maximum number of possible iterations of the respective loop.
Note that this does not pose an actual restriction as it is always possible to find
a maximum number of iterations high enough to cover any possible case.

In addition to the described control flow elements, a process schema contains
process-relevant data objects as well as data edges linking activities with data
objects. More precisely, a data edge either represents a read or write access of
the referenced activity to the referred data object.

Process activities may either be atomic or complex. While an atomic activity
is associated with an application service, a complex activity refers to a sub-
process. In our work, we consider complex activities as self-contained, i.e., there
is no direct relation between a sub-process and the respective parent process.
Therefore, we do not differentiate between atomic and complex activities.

Even though we mostly use the notation defined by BPMN for illustration
purpose, the approach described in the following is not specific to BPMN. To set
a focus we restrict ourselves to a set of basic modeling elements found in almost
every process meta model. Furthermore, to graphically distinguish between loop-
blocks and XOR-blocks we use the exclusive gateway symbol with an “X” to
represent an XOR-split/-join and the symbol without an “X” to represent loop-
start and loop-end nodes.

2 Note that this does not apply to BPMN causing additional complexity when analyz-
ing processes.
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Fig. 2. Core Concepts of a Process Meta Model

At run time, process instances are created and executed according to the
defined process schema. In turn, activity instances represent executions of single
process steps (i.e., activities) of such a process instance. If a process schema
contains one or more XOR~ or LOOP-blocks, not all process instances perform
exactly the same set of activities. The concept of execution path allows identifying
which activities and control connectors are performed during an execution.

Given a process schema P, an execution path p (exe-path) denotes a con-
nected maximal subgraph of the process schema containing its Start- and End-
nodes, in which all XOR-split connectors have exactly one branch and each loop
block has a fixed number of repetitions. In particular, each execution path rep-
resents one possible execution of the respective process schema. In turn, the set
of all exe-paths of process schema P is denoted as ErxePathsp. An exe-path p
can be also briefly described by a string containing the activity identifiers of the
exe-path sorted w.r.t. their execution order and separated by a dash if the order
is sequential or by a vertical bar if it is parallel [4]. Considering the schema from
Fig. 2 the string A-((B-D)|(E-F-G))-H-I represents an example of an exe-path,
where A is followed by a parallel execution of two sequential paths (B-D) (i.e., for
the XOR-split the upper path is selected) and (E-F-G); then, H and | are sequen-
tially executed. Note that set FrePathsp may have an exponential cardinality
w.r.t. the number of XOR- or LOOP-blocks in the schema.

3.2 Time-Aware Process Schemas

Regarding the time patterns (TP) presented in Sect.[2 to set a focus, this work
specifically considers the ones most relevant in practice [12]; i.e., time lags be-
tween two activities (TP1), durations (TP2) of activities, fired date elements
(TP4) of activities, and cyclic elements (TP9).

An activity duration (TP2) represents the time span allowed for executing
an activity (or node, in general), i.e., the time span between start and com-
pletion of the activity [I2]. We assume that each activity of a process schema
has an assigned duration. Usually, activity durations are described in terms of
minimum and maximum values. Even though these values are known for an ac-
tivity at design time, the actual duration of a corresponding activity instance
is only known at run time after its completion (i.e., it is contingent). Conse-
quently, activity durations must not be restricted when checking controllability
at design or run time to satisfy all temporal constraints specified on a process



Controllability of Time-Aware Processes at Run Time 45

schema. However, in reality, in most cases activity durations are either based
on the experience of a domain expert or extracted from process logs. Therefore,
activity durations usually represent worst case estimates, i.e., respective maxi-
mum durations often cover cases with an exceptionally long duration. Further,
execution times of most activities can be shortened if necessary. Accordingly,
activity durations may be restricted to some extend during design time when
verifying controllability or during run time. In particular, an activity has a flex-
ible maximum duration MaxDp. If necessary this may be restricted up to a
contingent minimum and maximum duration range [MinD¢c, MaxD¢|, which,
in turn, must be at least available to the agent when executing the activity.
Therefore, activity durations are expressed in terms of restrictable time inter-
vals [[MinD¢c, MaxrDo|MaxDp]G where 1 < MinDe < MaxDe < MazxD#f
and G corresponds to the time unit used (i.e., temporal granularity like minutes,
hours,. .. )H If a flexible maximum duration is not applicable for an activity,
we write [[MinDc, MazDc]|G for short. If a process designer does not set a
duration for an activity [[1,1]oo]MinG is used as default value, where MinG
corresponds to the minimum time unit used by the system. Since control con-
nectors are automatically executed by the PAIS and solely serve structuring
purposes, we assume that they have a fixed duration defined by the PAIS (e.g.,
[[1,1]]MinG) that cannot be modified by the process designer.

Time lags between two activities (TP1) restrict the time span allowed
between the starting/ending instants of two activities [I2]. Such a time lag may
not only be defined between directly succeeding activities, but between any two
activities that may be conjointly executed in the context of a particular pro-
cess instance, i.e., the activities must not belong to exclusive branches. A time
lag is visualized by a dashed edge with a clock between the source and target
activity (cf. Fig. B). The label of the edge specifies the constraint according to
the following template: (Is) [MinD, MaxzD]G (Ir); thereby, (Is) € {S, E} and
(IT) € {S, E} mark the instant (i.e., starting/ending) of the source and target
activity the time lag applies to; e.g., (Is) = S marks the starting instant of
the source activity and (Ir) = F the ending instant of the target activity. In
turn, the interval [MinD, MaxD]G represents the range allowed for the time
span between instants (Ig) and (I7) using time unit G. Further, we assume that
—o00 < MinD < MazD < oo holds. In particular, time lags may be used to spec-
ify minimum delays and maximum waiting times between succeeding activities.
As example consider the time lag E[5,60]min S between E and F in Fig. B It
expresses that there is an end-start time lag ((Is) = E, (I7) = S) of [5,60]min
between the two activities; i.e., the delay between the end of C and the start
of F must be at least 5 minutes, while the waiting time between the two must
be at most 60 minutes. Finally, it is noteworthy that there exists an implicit

30 as minimum value for a duration is disallowed since it is not possible to execute
an activity/control connector without consuming time.

4 For the sake of clarity, we assume that all temporal values are expressed using the
same granularity; if different granularities are used, it is required to convert them to
a common one before executing the process [4].
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E[1,00]MinG S constraint between any couple of directly succeeding activities,
i.e., the second activity may only be started after completing the first.

In extension to time lags between activities, cyclic elements (TP9) allow
process designers to restrict the time span between activity instances belonging
to different iterations of a loop structure [I2]. This may either be instances of a
specific activity or two different activities of the same loop structure. Like time
lags, a cyclic element is visualized as dashed edge (with a clock) between the
two activities. To differentiate between the two, the label of a cyclic element is
extended by a “*” next to the allowed range: (Is) [MinD, MaxD]|G* (Ir). For
the sake of simplicity, we only consider cyclic elements between two directly
succeeding iterations. However, this is no restriction of the presented algorithms
and may be easily extended if necessary.

Finally, fixed-date elements (TP4) for activities allow restricting the execu-
tion of an activity in relation to a particular date [12]E| e.g., a fixed-date element
may define that the activity must not be started before or must be completed
by a particular date. Generally, the value of a fixed-date element is specific to a
process instance, i.e., it is not known before creating the process instance or even
becomes known only during run time. Therefore, the particular date of a fixed-
date element is part of process-relevant data, i.e., it is stored in a data object
during run time. When evaluating the fixed-date element, the respective data
object is accessed and its current value is retrieved [I1]. Graphically, a fixed-date
element is visualized by a clock symbol attached to the respective activity (cf.
Fig.[B). The label (D) € {Es, Ls, Eg, L} attached to this clock corresponds to
the activity’s earliest start date (Eg), latest start date (Lg), earliest completion
date (Eg), or latest completion date (Lg), respectively.

As an example, Fig. Bl shows a process schema exhibiting several temporal
constraints. Though some of the symbols used for visualizing the temporal con-
straints resemble timer events from BPMN, their semantics is quite different
and should not be mixed up. Activities A, E, F, and H have an activity duration
attached. The one of A, for example, expresses that A has a flexible maximum
duration of 25min. This may be further restricted to a contingent minimum
duration of 5min and a maximum duration of 20 min if necessary. In turn, the
activity duration of H expresses that H has a contingent minimum duration of
60 min and a maximum duration of 120 min, which must not be restricted any
further. Between B and G there is a time lag described by S[30,120}min S. Ad-
ditionally, there is a time lag between E and F. Note that, in case a time lag
restricts the time span between two directly succeeding activities, for the sake of
readability, we attach the clock directly to the control edge and omit the dashed
edge of the time lag. However, this is only a graphical simplification and does
not change semantics. Next, there is a cyclic element S[0,120}min* S between
B and F. It describes that between the start of any instance of B and the start
of an instance of F in the succeeding iteration, there is a time span of at most
120 min. Finally, G has a fixed-date element attached to it, whereby label Lg

5 Fixed-date elements are often referred to as “deadlines”. However, this does not
completely meet the intended semantics.
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Fig. 3. Process with Temporal Constraints

indicates that the latest end date of the activity is restricted by the temporal
constraint. In turn, the date of the fixed-date element is provided by activity D
through data object d. Particularly, for each iteration of the loop, a new value
for the fixed-date element of G is provided by D.

4 Executing Time-Aware Processes

This section introduces and discusses the concept of controllability of a time-
aware process schema. Controllability guarantees that a process schema can be
correctly executed considering all temporal constraints. More specifically, we first
introduce the concept of controllability and the controllability check problem.
Then, we show how to deal with the execution of a controllable time-aware
process schema.

4.1 Controllability of Time-Aware Process Schemas

In general, controllability corresponds to the capability of a PAIS to execute a
process schema for all possible contingent durations of all activities while still
satisfying all temporal constraints; i.e., controllability ensures that it is possi-
ble to execute a process schema without ever having to restrict the contingent
duration of an activity to satisfy one of the other temporal constraints.

In particular, an exe-path (cf. Sect. Bl is executed by performing activi-
ties and control connectors, thereby observing any structural and temporal con-
straints of the process schema. We denote a process schema as controllable if it
is possible to perform any exe-path satisfying all temporal constraints without
restricting contingent activity durations involved in the exe-path. If there are
no time lags (TP1), or fixed date elements (TP4) the schema is controllable.
Otherwise, it is necessary to verify and, possibly, adjust time lags in order to
guarantee controllability of the process schema.

In [5], authors proposed Conditional Simple Temporal Network with Uncer-
tainty (CSTNU) to represent and analyze a network of temporal constraints,
where some constraints hold according to specific run-time-evaluated data con-
ditions. Furthermore, they presented a sound algorithm that allows checking the
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controllability of a CSTNU (possibly adjusting non-contingent constraints) in
exponential time w.r.t. the number of conditions in the worst (theoretical) case.
Moreover, they provided an implementation of the algorithm showing that it
is possible to manage the conditions in an appropriate way in order to avoid
the worst case and obtain a practical fast convergence of the algorithm. In this
paper, we propose to use the CSTNU checking algorithm to verify the control-
lability of a process schema extended with the temporal aspects (as discussed
in Sect. B.2l). We propose to use CSTNU for two reasons: 1) it is preferable to
exploit checking and execution algorithms for a well founded model of extended
temporal constraint representation instead of developing new native algorithms,
and 2) all other models for temporal constraint representation in literature (e.g.,
[15/18]) do not allow an effective representation and management of conditional
executions with uncertainties.

We now show how to use CSTNU to check the controllability of the considered
time-aware process schema (cf. Sect. B]) at design time as well as run time. In
particular, a CSTNU is an STN extended with the following constructs:

— observation nodes: each observation node is associated with a specific propo-
sition (cf. node Xp associated with proposition P in Fig. Bb). The truth-
value of the proposition is determined when the node is executed. Informally,
an observation node represents the time point at which a relevant informa-
tion (i.e., proposition) for the execution of the CSTNU is acquired, i.e., it
represents the time point a decision is made.

— labeled nodes and edges: nodes and edges are characterized by a label con-
sisting of propositions. Such nodes and labels are considered only when the
corresponding propositions hold (cf. edge labels 8, PS and —Pf in Fig. BD).
Informally, during an execution, the system maintains the truth values of
propositions as the execution scenario. Then, it considers only nodes and
edges having a label consistent with the scenario.

— contingent links: a contingent link represents an uncontrollable-but-bounded
temporal interval. Each contingent link is described by the range [x,y], 0 <
x <y < 00, between two time-point variables (nodes), A and C, where C is
the so called contingent time point. Once A is executed, C' is guaranteed to
execute such that C' — A € [z,y]. However, the particular time at which C
executes is uncontrollable.

In the CSTNU model, each edge has a labeled value describing the meaning of the
corresponding constraint. A labeled value is a triple (PLabel, ALabel, Num) where:

— PLabel is a propositional label representing a conjunction of propositions.
Usually, «, 3,... are used for representing conjunctions of propositions. [
represents an empty label.

— AlLabel is an alphabetic label, and either is:

e an upper-case letter, C, specifying the upper bound of a contingent link;

e a lower-case letter, ¢, specifying the lower bound of a contingent link; or

e o, representing no alphabetic label, representing an ordinary STN edge.
— Num is a real number, representing the value of the constraint.
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Fig. 4. (a) An activity with a duration. (b) CSTNU translation.

A possible technique to translate a process schema into an equivalent CSTNU
consists of mapping each process construct into an equivalent (with respect to
the temporal constraints) CSTNU fragment.

More formally,

Theorem 1. Given a time-aware process schema Pg, there exists a correspond-
ing CSTNU N such that all temporal features of Ps are represented in N .

Proof. The proof is given by construction. In the following, we will provide the
mapping for the time-aware process constructs, discussing the most important
mappings from the point of view of the temporal behaviour.

First the Start-/End-nodes of the process schema are mapped to two nodes,
Z and W, respectively. In turn, an activity and its incoming/outgoing edges are
mapped to CSTNU as shown in Fig.[dl In particular, each activity A with dura-
tion [[z¢, yolyr| corresponds to three nodes Ag, Ac, and A, which represent
the starting time-point, contingent ending time-point, and ending time-point, re-
spectively, linked by appropriate edges representing the give duration. The con-
tingent ending time-point A is the uncontrollable ending point bounded by
the contingent range [z¢,yc] with respect to the starting time-point Ag. The
ending time-point Ag is the controllable ending point that allows the run-time
algorithm to consider the flexible maximum duration y, represented by a upper-
bound constraint between Ag and Ar with Plabel (5,0, yr). Edges between Ag
and Ac represent contingent links in CSTNU; edges between A¢ and Ag repre-
sent ordinary constraints; finally, any incoming (outgoing) edge of the activity is
translated as a pair of edges representing the implicit temporal constraint [1, co]
between the ending (starting) node of the predecessor (successor) activity and
the starting (ending) node of the considered activity.

The next construct to be considered is the XOR-split. Fig. Bl depicts the trans-
lation of an XOR-split evaluating a proposition P. The connector corresponds
to two nodes, Xg and Xg, representing its starting and ending instants, respec-
tively. These nodes are connected by two edges representing the implicit duration
range [1,1]. Xg is the observation node for proposition P. All edges and nodes
corresponding to activities, connectors and control edges in the XOR-block are
suitably labeled with P or =P depending on the branch they belong to. The cor-
responding XOR-Join is translated in a similar way, but the outgoing edge then
corresponds to two edges in which propositions P/—P are not present (cf. Fig. [d]).
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Fig. 7. (a) AND-Join connector. (b) CSTNU translation.

Another construct to be considered is the AND-Join connector (the mapping
of the AND-Split connector is straightforward). Fig. [(+(a) depicts an example of
an AND-Join connector with two incoming flows. The execution of this connec-
tor requires waiting for all incoming flows: after the last incoming flow has been
triggered, the AND-Join is executed before triggering its outgoing edge. The key
aspect of the AND-Join is that its incoming flows may arrive at different instants.
Therefore, each incoming flow is connected to a “wait” node that, in turn, is con-
nected to Ag by two edges, as depicted in Fig.[H(b). For example, the constraint
(B, ¢, 0) corresponding to edge (Ag, w1 ) represents that Ag must be after wq, while
the constraint (3, ¢,¢1) on edge (w1, Ag) represents the possible maximum delay
due to the execution of ws; the value t; is automatically determined by the control-
lability check at design time. One can easily show that if there are more incoming
flows in the original AND-Join connector, it is possible to translate it using a se-
quence of pairs of “wait” nodes properly connected before Ag.

Since for each loop the maximum number of iterations is known, any process
schema containing loops can be rewritten into a loop-free one. For this, the loop
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block is replaced by a block containing clones of the original loop body, which
are then linearly connected: all Loop-start connectors are removed and each
Loop-end connector becomes an XOR-split connector with one edge connected
to the first node of the following clone and the other connected to an XOR-join
connector inserted after the last clone. The condition of these XOR-split connec-
tors corresponds to the original condition of the Loop-end connector. Moreover,
cyclic elements (TP9) are transformed to time lags (TP1) between the clones
of respective activities. Fig. [§l shows an example of such an unfolding of a loop
with at maximum three iterations. Consequently, a loop may be translated to
CSTNU the same way as XOR-splits and -joins (cf. Figs. Bl and [6]).

Next, a time lag between two activities (TP1) can be translated into a pair
of CSTNU edges between between the starting/ending nodes of the two activi-
ties. In particular, for each time lag (Is) [z, y]G (Ir), depending on the value of
(Is)/{Ir), a pair of ordinary constraint edges (3,¢,z) and (8,¢,—y) is added
between the starting/ending node of the source and the starting/ending node of
the target activity. Fig.[@depicts this transformation exemplarily for a start-start
time lag (i.e., (Is) = S and (I7) = 5).

The last major construct we consider for the translation is the fixed date
constraint (TP4). It can be translated into a CSTNU edge between the start
node Z of the process and the node representing the starting/ending node of the
activity once the starting time dz of the process and the fixed date d(py value
are known, i.e., the fixed date is represented as the time lag between the start
of the process instance and the respective fixed date. Fig. [[0] depicts the details
of the translation of the different fixed date elements according to the constraint
label (D) € {Eg, Lg, Eg, Lg}. This completes the proof. O

4.2 Run-Time Controllability Check

Controllability of a process schema must be checked both at design and run
time. At design time, such a controllability check allows guaranteeing that the
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design phase is sound as any process instance may be executed meeting the given
temporal constraints. At run time, the controllability check updates the temporal
network according to the real durations of already executed activities, to the
possible fixed date constraints, and to the current execution path. In particular,
controllability has to be checked after the completion of each contingent activity.

When creating a process instance, a copy of the CSTNU created at design
time is made. Next, any fixed date constraint known at process creation time is
considered by adding the respective constraint(s) (cf. Sect. @1]). This CSTNU is
then updated according to the starting time of the process instance by execut-
ing a controllability check. Thus, the time frame for starting the first activity,
determined by the previous check, is fixed and is used by the execution engine.

When completing an activity, its real duration and possible date value for
fixed date constraints become known. Hence, in order to maintain the right time
frames of unexecuted activities, it is necessary to update and check the CSTNU
after the completion of each activity. In particular, the check may result in an
update of the time frames of the remaining activities. Then, the engine deter-
mines the following activities to execute, taking into account the order given
by the schema and the time frames provided by the updated CSTNU. Note
that there are different possible execution strategies for choosing the exact in-
stant to start an activity within its time frame. In the following we presume an
execution strategy that allows executing an activity/connector as soon as it be-
comes enabled. An activity /connector is enabled when all its previous activities/
connectors (w.r.t. the process schema) have been executed and all constraints
involving the considered activity /connector are met. However, if—due to some
delay—an activity is not started within its time frame or if it takes longer than
permitted by the CSTNU, the process instance (potentially) becomes uncontrol-
lable (i.e., it can no longer be guaranteed that the process may be completed
without violating any time constraint). In this case, time-specific exception han-
dling (i.e., escalations) should be triggered [9].

Let us label the CSTNU controllability checking algorithm as CSTNU-CC.
For a process instance, the check of its controllability during run time, which we
call TimeAwareProcessControllabilityCheck, works as follows:

1. Once the starting time of a process instance is set, all fixed date constraints
whose date is also known at process creation time are translated into equiva-
lent constraints w.r.t. to the starting date of the process instance (cf. Fig. [[0])
in the CSTNU instance. The controllability of the CSTNU instance is then
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checked to ensure that any fixed date constraint is consistent with the exe-
cution time of the process instances.

2. Each time an activity is completed, the CSTNU instance is updated using
the real duration of the completed activity and re-checked to propagate the
modified constraints.

3. After the completion of any activity producing a date value for a fixed-date
constraint, the CSTNU instance must be updated adding the equivalent
constraint(s) as shown in the previous section (cf. Fig. [[0) and then re-
checked. For networks being controllable at design time it is noteworthy that,
besides activity executions not being started within the time frames given
by the CSTNU or not respecting the given activity duration constraint, only
fixed date constraints could make the network uncontrollable at run time.

4. Each time an XOR-split is completed, the CSTNU instance must be up-
dated by removing all nodes and edges belonging to skipped XOR branches.
In particular, the execution of an XOR-split determines the one of the cor-
responding observation node. Such observation node determines the truth
value of the associated proposition. Therefore, the execution scenario is up-
dated and all nodes/edges not consistent with it are removed. Note that, due
to the removal of the skipped XOR branches, the time frames of unexecuted
activities may be potentially relaxed.

Fig. [ depicts the pseudocode of algorithm TimeAwareProcessControllability-
Check. It checks the controllability of the corresponding CSTNU network during
run time according to the above approach.

Let us consider in a more detailed way how many times TimeAwareProcess-
ControllabilityCheck is executed for a process instance. Let k& be the number of
XOR-split connectors and a the number of activities. TimeAwareProcessControl-
labilityCheck is then called k + a times in the worst case (sequential XOR-~splits
containing activities in only one branch each). Each TimeAwareProcessControl-
labilityCheck execution corresponds to a single execution of the CSTNU-CC algo-
rithm. The latter has an exponential-time complexity w.r.t. to the number &k’ of
unexecuted XOR-splits, where k' = k,k — 1, ..., 1. Each unexecuted XOR-split
determines at least 2 different outgoing execution paths and, thus, there exist
at least 2% different possible execution paths in the process instance. Since k
decreases linearly during the execution (worst case), the complexity of the follow-
ing CSTNU-CC executions—after each XOR-split—decreases exponentially. As
for the CSTNU-CC algorithm [5], the real time complexity of the controllability
check algorithm is much lower than the theoretical worst case. First experiments
we performed have confirmed this.

5 Discussion

Recently, we identified a set of time patterns for evaluating the support of the
temporal perspective in PAIS [T2/TT]. Empirical evidence we gained in case stud-
ies has confirmed that these time patterns are common in practice and required
for properly modeling the temporal perspective of processes in a variety of do-
mains [I2]. In particular, our case studies revealed the need for a comprehensive
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Procedure TimeAwareProcessControllability Check (event)
if (event == “end of activity” A;) then
d; = real duration of Aj;;
Update all constraints involving A; using d;;
foreach fizedDate;; = fized date value known after the execution of A; do
if (fizedDate;; # null) then
Update all constraints requiring fizedDate;;;

Execute CSTNU-CC on the updated network;
if (network is not controllable) then
Throw an exception;
return Network not controllable
if (event == “end of XOR-split” X;) then
d; = real duration of Xj;
Update all constraints involving X; using d;;
b; = selected branch;
Remove all branches (edges and nodes) # b;;
Execute CSTNU-CC on the updated network;

return Network controllable;

Fig. 11. Pseudo code for controllability checking of time-aware processes during run
time

design- and run-time support of time-aware process. This has been confirmed
in a number of discussions, we had with process engineers when validating the
formal semantics of our time patterns [I1].

To ensure the soundness of a process schema and hence robust and correct
execution of corresponding process instances, the controllability of their tempo-
ral constraints must be checked. In general, to solely verify time-aware process
schemas at design time is neither sufficient nor completely possible. Recent work
has shown that certain time patterns (i.e., temporal constraints) cannot be ver-
ified at design time, as they are specific for each process instance [12].

The time patterns considered in this paper were selected based on the empiri-
cal evaluation we conducted as part of [I2]. In particular, they are the ones most
commonly required in practice. Also, note that the particular patterns provide
a reference time frame for any instance based on respective time-aware process
schemas. To verify and test the practical usability of the proposed transforma-
tion and respective algorithms, we implemented a proof-of-concept prototype
as part of CSTNUEDITOR [5]. It allows us to create a CSTNU instance based
on a process schema and to check its controllability. First tests have shown
that the algorithm finds the solution in an average number of iterations one
order of magnitude smaller than the theoretical estimated upper bound. As
an example, Fig. depicts the CSTNUEditor screenshot of the controllabil-
ity check of the process schema of Fig. [It the left part of the screen shows the
CSTNU corresponding to the process schema (green boxes contain nodes and con-
straints corresponding to original activities), while the right part depicts all the
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Fig. 12. Time-aware Process controllability check in CSTNUEditor

computed temporal constraints between nodes together with the overall analysis
result showing that the process is controllable. Moreover, we have implemented
most of the time patterns as part of a proof-of-concept prototype based on the
AristaFlow BPM Suite [7]. In this context, we are working on integrating the
presented algorithms for controllability checking at build time and during run
time to obtain a time- and process-aware information system.

6 Summary and Outlook

Time is a fundamental concept regarding the support of business processes. In a
real world environment, where even small delays may cause significant problems,
it will be crucial for any enterprise to be aware of the temporal constraints of
its business processes as well as to control and monitor them during process
execution. Particularly, it must be ensured that no temporal constraint is vio-
lated during run time. This paper considered fundamental requirements for the
run-time support of time-aware processes.

First, we defined a set of basic elements for modeling time-aware process
schemas, which allow for a flexible execution of related processes instances.
Specifically, we considered the need for dynamically adapting process instances
to a specific context, e.g., we consider temporal constraints whose parameters
only become known during process execution. The proposed set of temporal
constraints is independent from a particular process modeling language.

Second, we presented a transformation of time-aware process schemas to Con-
ditional Simple Temporal Networks with Uncertainty for checking controllability
of respective process schemas at design time. We then demonstrated how this
can be also applied for ensuring the controllability of corresponding time-aware
process instances during run time. In particular, we presented an algorithm for
controllability checking during run time and discussed its complexity.

In future work, we will investigate the complexity of the presented controlla-
bility checking algorithm in more detail. In this context, we will examine how
process abstractions and process views as well as predictive knowledge about
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XOR decisions may be applied to reduce the complexity of this algorithm. Fur-
thermore, we will fully integrate the presented approach with the AristaFlow
BPM Suite [7]. Finally, we will evaluate the impact, process changes have on
time-aware processes and respective temporal constraints.
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Abstract. Numerous attempts have been made to research the variety of differ-
ent influences on the understandability of process models. Common to all of
these attempts is the limitation to the process model itself. Little empirical effort
is spent on investigating the understandability of the alignment of process activ-
ities, objects, and roles. This paper tackles this issue and empirically studies
preferences of how to visually align process activities with objects and roles.
In particular, three visualization techniques are evaluated in order to support the
combination of the object and organization units with their corresponding
process model elements. The empirical study provides a strong support for the
visualization of a process model that is disburdened from context information
such as objects used and roles involved and thus is reduced to the sole visuali-
zation of process activities and its control-flow.

Keywords: process modeling, understandability, model visualization.

1 Introduction

In the context of Business Process Modeling, models have several intentions. For
instance, they act as discussion foundation or are used as basis for the implementation
of an information system. Thus, process models are usually not designed for personal
use but rather need to be understood by a variety of peers. Consequently, apart from
particular intentions, process models should be designed in a way that they are (easi-
ly) understandable by a heterogeneous set of users.

Effects on understandability of process models are subject of a plethora of academ-
ic discussions. In particular, it has been diagnosed that some syntax elements such as
the number of routing symbols or the design of routing symbols [3,4,12] have impli-
cations on process model understandability. Thus, the design of process models has a
significant effect on user’s comprehension. To date, the debate on understandability
mainly focuses on the process model itself. To allow for a more comprehensive
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insight into impacts on understandability of process models, additional information
about the process model context (beyond activities and control-flow) is required. A
process model is jointly linked with further model types. In addition to process activi-
ties, a process model aligns e.g., data used and/or the roles involved. The latter are
specified in separate models and are connected through assigning this information to
process activities. To complement debates on process model understandability, an
advanced view on the visual alignment between process models and its related model
types is essential.

Such an investigation requires considering practical implementation of aligning
process activities and its related information. One option is displayed in Fig. 1, which
exemplarily shows the visual assignment of objects (data) and organization units
(roles) to process activities in one window. The user views all corresponding informa-
tion of each process activity within one window (“Process Window”). This kind of
integrated visualization technique (further in this paper called single view) is used by
several modeling languages (see section 2.) To view relationships between the objects
and organization units themselves, the user has to open separate windows (“Object
Window” and “Organization Window” respectively).

Process Window — Object Window

I 0,

03 04

Organization

e
‘Orgz‘ Org; | | Orgy

Fig. 1. Alignment of process activities, object and organizational units

The objective of this paper is to understand visualization preferences of the align-
ment of a process model and its corresponding objects and roles (what kind of visual
alignment does the user prefer?). Exemplarily, we investigate preferences for the vi-
sualization of an alignment between process activities, objects and organization units
(roles). The latter can be replaced by any other model type (e.g., risk model).

To achieve this objective, we proceed as follows. Next section summarizes visual
alignment techniques implemented for common process modeling languages in prac-
tice. Section 3 discusses three visualization techniques, which mainly base upon these
practical implementations. To provide evidence about the three visualization tech-
niques, an empirical study has been conducted. The results of the study are presented
and discussed in section 4. The topic addressed in this paper is highly related to dis-
cussions on process model understandability and visualization techniques for process
models. These related approaches are tackled in section 5. The paper concludes with
an outlook in section 6.
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2 Alignment Visualization in Practice

To investigate visualization preferences, we studied the alignment visualization of
common process modeling languages, here Business Process Modeling Notation
(BPMN), Event-driven Process Chain (EPC), Unified Modeling Language (UML)
and Petri nets.

In EPC (respectively eEPC) process objects and organizational units are linked to
the process activities through arcs. Undirected arcs are used to link an organizational
unit to a process activity for the definition of roles, whereas information objects are
linked to activities with directed arcs to display the type of operation (read/write).
Table 1 shows an example of an eEPC model created with ARIS Express. It displays
a process activity A executed by a member of the role O1, which reads a document
D1 and writes a document D2.

The BPMN 2.0 specification defined by the Object Management Group (OMG)
provides several graphical elements to display process objects (data objects or data
store). These objects can also be assigned in the control-flow model and linked to
process activities, processes or global tasks using a data association arc. Organiza-
tional units however are embedded with the use of lanes, which is a fundamentally
different solution than in eEPC. For each role in the process, a lane is created and
process activities are distributed across the lanes according to the underlying role
model for the task execution. Table 1 shows an example BPMN model for the visual
alignment of a process activity A, which is executed by a member of role O1 and uses
data object D1 as input and data object D2 as output. The model has been created with
the Signavio Process Editor.

The current UML 2.4.1 specification provided by the OMG offers 14 different dia-
gram types, which are designed mainly for modeling purposes from the field of sys-
tem and software engineering. Most suitable for the modeling of business processes
are UML activity diagrams. With UML 2.0 four different types of object nodes have
been introduced for the representation of objects. So-called Pins can be used to
represent the object flow between process activities (called actions in UML). They are
visualized as small squares directly attached to action elements. It is also possible to
use a CentralBufferNode (or the respective persistent equivalent DataStoreNode),
which represents an object node storing objects independent from actions. Also, Acti-
vityParameterNodes can be used to represent input or output objects to an activity
(which in UML corresponds to a subprocess consisting of atomic actions). It is there-
fore necessary to understand the different semantics of the various object types in
order to choose an appropriate element for the visual representation. Like BPMN,
UML uses lanes (called partitions) to describe role distribution across the process
activities. Table 1 contains two example UML models created with Visual Paradigm
for UML. It demonstrates the two fundamental visualization styles UML offers. The
examples show a process activity A, which is executed by role O1 and reads an object
D1 and writes an object D2 as in the previous examples.

Finally, Petri nets are bipartite directed graphs consisting of places and transitions.
In so-called high-level Petri nets places contain tokens, which are interpreted as
distinguishable process objects travelling dynamically through the process model.
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The token itself can be represented by different types of information. In Petri nets, the
alignment between process activities, objects and roles is not represented with arcs or
additional routing constructs (as it is done in the previously described notations). In-
stead, related context information can be accessed interactively by clicking through
each process activity if supported by the modeling tool. The Petri net based modeling
tool Horus Business Modeler allows visualizing the aligned information of process
activities without browsing through the activities. The example Petri net model in
Table 1 shows a process activity A being executed by role O1. Places P1 and P2 are
containers for objects of type D1_1 and D1_2, which indicates that activity A reads
object D1_1 and writes object D1_2.

Table 1. Visualization examples for the alignment of activities, objects and roles in different
process modeling languages

Modeling | Visualization example Short description

Language

eEPC Activities (A) are connected to objects (O)
o1 through directed arcs representing the

access type (read/write), roles (D) are
- l _ ) assigned through undirected arcs.
D1 I_) A 1 D2 |

BPMN Activities are connected to objects through
= - directed arcs, the access type is represented

RE o1 B b2 by the icon style (white arrow: read; black

g arrow: write). Roles are displayed via lanes.

UML Objects are either directly attached to ac-
tivities or connected with directed arcs. The

3 —— —— above example shows pins, the example

below shows buffer nodes (CentralBuffer-

Node). Roles are displayed via lanes.

Petri net ) A ) _ | Objects can be stored in places, which are
2011 * D1_2 | connected to activities through directed arcs.
.—>-—>. There is no explicit support for roles, howev-
P1 301 P2 er some tools realize the integrated display

with an extended annotation of the model.

However, the sole inspection of a process model itself is not sufficient to give the
user a complete picture about the business process. Independent from the modeling
language used to design the process control-flow, additional but separate models must
be studied (object or organizational perspective) in order to fully understand the inter-
nal structure. Fig. 2. shows such additional models for the Petri net from Table 1.
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Fig. 2. Object model (a) and organization model (b) corresponding to the Petri net model from
Table 1, both created with Horus Business Modeler

The object model (cf. Fig. 2a) visualizes the internal 1:1 relationship between ob-
jects D1_1 and D1_2 on the object/database level, whereas the organization model
(cf. Fig. 2b) displays the organization structure and reveals the existence of further
process roles.

The implementation of common process modeling tools requires that separated

windows must be opened for a simultaneous view on all process model related infor-
mation. To date there is no tool support for an integrated or parallel visualization of
the different model types. Therefore, relationships of e.g., process activities and roles
must be accessed by browsing different models and different windows.
In summary, the eEPC, BPMN and UML formalisms support the alignment of infor-
mation from the object and role perspective with the control-flow model by inserting
additional elements (as nodes) and linking them to the corresponding activities. Simi-
larly, annotations can be used to tag the basic Petri net elements (places and transi-
tions) with related information. Based on these findings, we aim to investigate both
the efficiency of the present integrated visual implementation (single view) and the
simultaneous display of different model types (multiple views) for the alignment of
process activities with objects and roles.

3 Visualization Techniques

Visualizing the alignment between a process model, its assigned objects and organiza-
tional units at the same time with sufficient legibility and level of detail on the
available screen space is often a big challenge and therefore effective visualization
strategies are necessary. In this section we present three visualization techniques,
which are a general representation of the visual implementations reported in section 2.
Each of these three techniques — single view, multiple views, and multiple views in
combination with linking and brushing — are discussed in this section. They build the
foundation for the empirical validation of visualization preferences for process model
alignment discussed in the subsequent section.

3.1  Single View Technique

The first visualization technique represents the alignment between a process model
and its assigned information as node-link representation in a single view (see Fig. 3
for an example). Process activities, objects and roles are visualized as nodes. Differ-
ent shapes for the nodes are used to differentiate between nodes that represent process
activities (rectangle shape), roles (ellipse shape) or objects (trapezium shape).
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Process model

Fig. 3. Example for the single view visualization

The objects and roles are directly connected with the corresponding process activity
in the process model with an arc. This kind of visualization allows users to get an
overview about the structure of the process model and to see the connections between
objects and roles for each process activity at the same time. If users want to view the
structure of the organization model or of the object model, they can click on a role or
object node in the process model to open the corresponding model in a separate win-
dow.

The single view technique provides an integrated overview about the structure of
the process. However, users have to switch between three models to get a complete
view. Especially for process models with plenty of objects and roles, the visualization
of the process model at the same time in a single view/window is inefficient with
regard to legibility. Clarity and consequently understandability of the single view
decrease with the number of objects, roles and connection arcs used. Such a visualiza-
tion technique is used in eEPCs, UML and also to some degree in BPMN.

3.2 Multiple Views Technique

Another technique is to use multiple views to present the alignment points between a
process model and its organization model, and object model as node-link representa-
tion (see Fig. 4 for an example). Multiple views support different viewpoints that
allow users to see process activities in combination with their objects and roles. The
advantage of this technique is that the corresponding object and organization model
are simultaneously displayed in the same window with the process model (they share
one window). This allows for an immediate understanding of the connections between
corresponding process elements. Scrolling and panning techniques are necessary for
large process models, objects models and/or organizational models. In contrast to the
single view approach (cf. example in Fig. 3), the connections between process activi-
ties to the corresponding objects and roles are not visualized as arcs respectively links
in the process model view. This reduces the complexity and number of links that can
have a negative effect on the general overview (understandability). The reduction of
arcs also gives room to represent the object and organizational model together with
the process model in one space. Especially for large process models it can happen that
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the links between the nodes are very long. Hence, following these links is very diffi-
cult and users can get lost in the node-link representation. The annotation of objects
and roles directly below their process activity might be beneficial for large process
models. Such a visualization technique is used for Petri net-based process modeling
tools.

Process model

E ﬁ
= e

pect] Role

Object model o] ization model
(oo
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oz 03 | Org2 | Org3 | | Org4

Fig. 4. Example for the multiple views visualization

3.3  Multiple Views Technique in Connection with Linking and Brushing

With the single and multiple views techniques, it is possible that the process model
view is overloaded with too much information. A possible solution is to combine the
visualization with interaction strategies, such as the linking and brushing technique
[10], to simplify the representation of relationships between the process model, the
object model, and the organization model in order to reduce overlaps between nodes
and links. Linking and brushing technique is the most common interaction strategy for
the representation of relationships between different views. If items are selected or
highlighted in one view (called brushing), the corresponding connected items in the
other views are also selected and highlighted (called linking). In our case, it supports
users to trace the connections between the different models. For example, Fig. 5
shows four possibilities to present the connections between the process model view,
the object model view, and the organization model view:

e No nodes are selected (cf. Fig. 5 (A)).

e One process activity is selected in the process model view. The corresponding
objects in the object model view and the corresponding role in the organization
model are highlighted (cf. Fig. 5 (B)).

¢ One object is selected in the object model view. The corresponding process activi-
ties in the process model view and the corresponding roles in the organization
model are selected (cf. Fig. 5 (C)).

e One role is selected in the organization model view. The corresponding process
activity in the process model view and the corresponding object in the organization
model are highlighted (cf. Fig. 5 (D)).
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Fig. 5. Examples for multiple views approach in combination with linking and brushing tech-
nique: (A) no selection, (B) a process activity is selected, (C) an object is selected, and (D) a
role is selected

3.4  Design Setting

To explore whether preferences for a particular visualization exist, we investigated
the understandability of the alignment of process activities, objects and roles. This is
validated with a web-based questionnaire that was set up. Participants were free to
answer the questions and could withdraw the completion of the questionnaire at any
time. The collection of data was anonymous. The questionnaire was designed in the
following way.

Objects. The objects evaluated by each participant were five process models from the
order management domain. One process model each was shown for the multiple
views (see Fig. 7) and single view visualization (cf. Fig. 6) and three process models
for the multiple views in combination with linking and brushing visualization (see,
e.g., Fig. 8 and Fig. 9). The process models were not designed with a particular mod-
eling language in order to avoid dogmatic discussions. To keep the process model
itself simple, only sequence, split and join routing constructs were used. Additionally,
we used a small process model (10 process activities). It has been identified that the
number of process elements has implications on understandability if the preferred
visualization is not used [7]. Therefore, we used a process model of moderate size in
order to reduce cognitive load of the process model itself and direct the focus of the
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respondent to the alignment of process activities, objects and roles. While displaying
a particular visualization technique, we asked some comprehension questions, which
had to be answered with yes or no:

e The process activity Process backorders requires the objects Order and Pay-
ment.

e The object Order is used by six process activities.

e The process activity Process order is performed by the role Buyer.

e  Two process activities require two different types of objects (data).

The last question was not asked for the visualization technique multiple views in
combination with linking and brushing. This visualization technique is an interaction-
based visualization. To answer the last question would require showing too many
screenshots, which is beyond the scope of the questionnaire.

Factors and Factor Level. In our study, the alignment of process activities, objects
and roles is the factor and the factor level is the visualization of the alignment.

Response Variable. The response variable in our study is the level of understanding
that the respondents displayed with respect to the alignment. Understandability is
measured as follows:

e the number of correct questions answered about the alignment visualiza-
tion,

e the perceived ease of understanding (PEOU),

e the perceived usefulness (PU), and

e preferences between the three visualization techniques.

PEOU and PU are well-established measures that are widely used to investigate the
understandability of models. They have been studied in [8]. PEOU, PU and visualiza-
tion preferences had to be rated on a 5 point Likert scale (between 1=strongly disag-
ree and S5=strongly agree).

Subjects. The survey was run from February to April 2013. To attract participants,
we spread the link of the online questionnaire to modeling experts of different Euro-
pean universities and to research-driven institutes. In particular, we mainly personally
asked post-graduate and assistant professors of institutes that work on business
process management to complete the questionnaire'. The level of education of all
participants was at least a completed master degree.

Instrumentation. We showed the participants a set of process activities, objects and
roles visualized as multiple views, single view and multiple views in combination with
linking and brushing. As the latter might not be intuitively understandable, we provided
a short description of this technique (“This visualization technique is an interaction
technique (i.e., a click on an element shows its relationships to different units).”).

Data Collection. Along with the questionnaire, we asked the participants about their
gender, their professional situation, the years of modeling experience, their modeling

! After half time of the survey period we noticed an unbalance between responses concerning
the principal modeling language. Therefore, we asked experts of European institutes that
principally use a particular modeling language to also answer the questionnaire.
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environment, number of created process models, number of analyzed process models,
and their principal modeling language. Also, we received the answers for the compre-
hension questions, the PU and PEOU measures for each visualization technique and
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the preferences between the visualization techniques.
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Fig. 8. Multiple views visualization in combination with linking and brushing from the evalua-
tion (applied on the Order Management process)

Process model

Release order

Request order
payment
Order with
PO . Time to release. Lock up
Capture order [—{ Process order payment Torstore [P accepted orcel
autharity
Release order
Frcc:;;yy"):l":dmg Process
ethorty backorders
i | T 1 >
Object model Organization model

[ paa —  omer O

OrderNr
Date
CustomerNr |‘:P
Article Payment
Type Type
Price Date

Quantity

[Supplierhir
I 1
Request Procurement ‘ | Logistics |
[RequestNr
Status (approval/
cancelation) Office | Systeim |

I

| o |

Head of
Logistics
Logistics
Manager

Fig. 9. Multiple views visualization in combination with linking and brushing from the evalua-
tion (applied on the Order Management process)

3.5 Results

The questionnaire has been sent out to 81 persons. Overall, the questionnaire was
answered by 52 persons, but only 33 completed questionnaires were obtained. The
participants were 21.21% female (7 persons) and 78.78% male (26 persons).
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Table 2. Statistical results for visualization preferences’

Preference Options Freq. Freq. (%) Cum.Freq(%)
Usefulness of multiple views over single | s.agree 9 27.27 39.39
views agree 4 12.12 )
undecided 4 12.12
dls.agree 10 30.30 48.48
s.disagree 6 18.18
Improvement of performance between | s.agree 6 18.18 39.39
multiple views over single views agree 7 21.21 ’
undecided 7 21.21
disagree 7 21.21
s.disagree 6 18.18 39.39
Usefulness of multiple views over mul- | agree 4 12.12 12.12
tiple views in combination with linking | yndecided 6 18.18
and brushing disagree 8 24.24 7
s.disagree 16 48.48 )
Improvement of performance between | agree 1 3.03 3.03
multiple views over multiple views in | undecided 9 27.27
combination with linking and brushing disagree 3 24.24
s.disagree 15 45.45 69.69
Usefulness of single views over multiple | s.agree 5 15.15
. 51.51
views agree 12 36.36
undecided 4 12.12
dis: 8
1s.dgree 8 24.24 36.36
s.disagree 4 12.12
Improvement of performance between | s.agree 6 18.18 4242
single views over multiple views agree 8 24.24 .
undecided 6 18.18
dis: .
1s.dgree 9 27.27 39.39
s.disagree 4 12.12
Usefulness of single views over multiple | s.agree 1 3.03 12.12
views in combination with linking and | agree 3 9.09 :
brushing undecided 7 2121
dls.agree 12 36.36 66.66
s.disagree 10 30.30
Improvement of performance between | s.agree 1 3.03 12.12
single views over multiple views in | agree 3 9.09 :
combination with linking and brushing undecided 7 2121
dls.agree 12 36.36 66.66
s.disagree 10 30.30
Usefulness of multiple views in combi- | s.agree 17 51.51
nation with linking and brushing over | agree 9 27.27 78.78
multiple views undecided 4 12.12
disagree 3 9.09 9.09
Improvement of performance between | s.agree 15 45.45 7878
multiple views in combination with | agree 11 33.33 )
linking and brushing over multiple views | undecided 4 12.12
disagree 3 9.09 9.09

2 Please note that options, which were not selected are not considered in this table.
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Most participants had only a modeling background in research, but 33% of the res-
pondents additionally gained modeling experiences in industry projects. In average
they had 4.81 years of modeling experience (St.Dev=3.8), modeled 59.5 and analyzed
59.68 business processes. The principal modeling language used by the participants
was BPMN (13 persons, 39.39%), Petri nets (10 persons, 30.30%), EPC (5 persons,
15.15%), UML (3 persons, 9.09%), BPEL (1 person, 3.03%) and one person selected
others (1 person, 3.03%). The results for visualization preferences were analyzed with
respect to frequency distribution. Table 2 shows the statistical results for each prefe-
rence, its answer options, the frequency in numbers per option, the frequency (%), and
the cumulative frequency (%) for each question. Cumulative frequency is determined
by aggregating agreement (strong agree, agree) and disagreement (disagree, strongly
disagree) with the preference.

The multiple views in combination with linking and brushing is clearly preferred
over multiple views and single view. The usefulness and the improvement of perfor-
mance are significantly higher for multiple views in combination with linking and
brushing visualization as for the other two visualization techniques. Comparing the
frequency distribution between multiple views and single view, then a general indiffe-
rence is observed. The single view visualization marginally wins with respect to
usefulness. However, the agreement and disagreement for usefulness between both
visualization techniques does not differ significantly.

We further investigated the PEOU and PU measures for each visualization tech-
nique in order to confirm the preference for the multiple views in combination with
linking and brushing visualization. Table 3 summarizes the statistical results. The
highest ease of use (PU) (agreement) is assigned to multiple views in combination
with linking and brushing visualization (78.78) followed by single view (66.66) and
multiple views (51.51). The same order is given for PEOU (agreement for ease of
understanding and disagreement for frustration). Table 3 indicates an order between
the three visualization techniques with respect to understandability, also multiple
views in combination with linking and brushing visualization dominates marginally.

To detect any significant difference in the performance of participants, we checked
the number of correct questions answered, which are showed in Table 4. Additionally,
we determined the correlation between wrongly answered questions and each visuali-
zation approaches. The resulting values are shown in Table 4. The p-values exceed
the threshold of 0.05 (using a confidence level of 95%) except for task 2 single view
vs. multiple views in combination with linking and brushing (0.0066) and task 3 for
multiple views vs. single view (0.0004). These results mean that mistakes for task 1
do not depend on a visualization technique studied in a previous question. Although a
significance exists between mistakes for a particular task and visualization approach-
es, the correlation has no high validity. For instance, for task 3 the 0.0 mistake rate for
the single view visualization is not given for the subsequent multiple views in combi-
nation with linking and brushing approach. This means that no differences can be
observed (otherwise a significant p-value would be given for SingleView vs. Multip-
leViewsLB for task 3).

To investigate whether the understandability of a particular visual alignment de-
pends on a principal modeling language, we run a correlation analysis. Table 5 shows
the correlation coefficients calculated between the principal modeling language and
PEOU, PU.
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Table 3. Statistical results for PEOU and PU measures®

Statement | Options | Freq. | Freq. (%) | Cum.Freq (%)
Multiple Views
It was easy for'me' to understqnd s.agree 11 33.33 66.66
what the visualization was trying | agree 11 33.33 )
to model. (PEOU) undecided 6 18.18

disagree 3 9.09

s.disagree 2 6.06 SR
Understandi.ng the visualization | s.agree 1 3.03 1212
was frustrating. (PEOU) agree 3 9.09 i

undecided 5 15.15

disagree 12 36.36

s.disagree 12 36.36 7272
Overall, the visualization was | s.agree 6 18.18 5151
easy to use. (PU) agree 11 33.33 )

undecided 10 30.30

disagree 3 9.09

s.disagree 3 9.09 18.18
Single View
It was easy for.me. to underste}nd s.agree 15 45.45 3787
what the visualization was trying | agree 14 42.42 )
to model. (PEOU) undecided 3 9.09

s.disagree 1 3.03 3.03
Understandi.ng the visualization | s.agree 3 9.09 18.18
was frustrating. (PEOU) agree 3 9.09 )

undecided 3 9.09

disagree 12 36.36

s.disagree 11 33.33 )
Overall, the visualization was | s.agree 10 30.30 66.66
easy to use. (PU) agree 12 36.36 )

undecided 6 18.18

disagree 3 9.09

s.disagree 1 3.03 12.12
Multiple Views in Combination with Linking and Brushing
It was easy for.me. to underste}nd s.agree 15 45.45 3181
what the visualization was trying | agree 12 36.36 )
to model. (PEOU) undecided 3 9.09

disagree 2 6.06

s.disagree 1 3.03 .09
Understanding the visualization | agree 2 6.06 6.06
was frustrating. (PEOU) undecided 3 9.09

disagree 11 33.33

s.disagree 17 51.51 e
Overall, the visualization was | s.agree 12 36.36 7878
easy to use. (PU) agree 14 42.42 )

undecided 3 9.09

disagree 4 12.12 12.12
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Table 4. Average Number of Mistakes and p-value for tasks

Avg.Mistake
Multiple Views Single View Multiple ViewsLB
task 1 0.2 0.000 0.029
task 2 0.114 0.571 0.000
task 3 0.086 0.000 0.143
task 4 0314 0.227
p-value
task 1 MultipleViews vs. SingleView 0.1442
SingleView vs. MultipleViewsLB 0.4049
MultipleViews vs. MultipleViewsLB 0.3121
task 2 MultipleViews vs. SingleView 0.2905
SingleView vs. MultipleViewsLB 0.0066
MultipleViews vs. Multiple ViewsLB 0.2609
task 3 MultipleViews vs. SingleView 0.0004
SingleView vs. MultipleViewsLB 0.1694
MultipleViews vs. MultipleViewsLB 0.1729

Table 5. Correlation coefficients for principal modeling language and PEOU and PU measures

Corr.Coefficient(r) p-value

Multiple Views mod.lang, PEOU,=0.284 0.0544
mod.lang, PEOU,=0.34 0.0264

mod.lang,PU=0.347 0.0239

Single Views mod.lang, PEOU,=0.36 0.0198
mod.lang, PEOU,=0.34 0.0264

mod.lang,PU=0.26 0.0719

Multiple Views in Combination with | mod.lang,PEOU,=0.36 0.0198
Linking and Brushing mod.lang, PEOU,=0.417 0.0078
mod.lang,PU=0.32 0.0347

A significant indication for r is given for values from -0.6 or 0.6 respectively,
which is not the case for any value in Table 5. However, significant p-values (<0.05)
are given for several measures. It seems that understandability of visual alignments
depends on the principal modeling language. Results in Table 5 reinforce the multiple
views approach in combination with linking and brushing (since all corresponding p-
values are <0.05). This visualization technique is easily understandable for all model-
ing language.

3.6 Discussion

Interpretation: The empirical study provides strong support for a process model vi-
sualization that is disburdened from context information such as objects used and
roles involved. Instead an interactive alignment of process elements should be sup-
ported. The visualization of the process model should be reduced to the level of
process activities and its control-flow when the model is shown for the first time.

This finding does not directly correspond to common practical implementations
(see section 2) where plenty of graphical symbols and constructs are assigned to
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process activities. BPMN is an example for a “fussy layout”; i.e., the process model is
overburdened with a variety of constructs.

Our statistical results also show that the visualization technique multiple views in
combination with linking and brushing is easily understandable for users. Therefore,
this visualization approach is a suitable alternative to current implementations.

Implications: The strong preference for a visual alignment in combination with link-
ing and brushing is also in line with the postulation to decrease symbol excess, which
increases diagrammatic and graphical complexity [10]. Therefore, the following im-
plications are given for researchers and practitioners. Firstly, when proposing a new
extension for a modeling language (e.g., consideration of security issues in BPMN) it
is essential to empirically compare a visualization approach that add new symbols to
process activities versus an interactive visualization technique (e.g., linking and
brushing). Secondly, BPMS vendors should mainly implement tools that allow an
interactive alignment between models.

Limitations: One might criticize the limited “complexity” of the used process models
(e.g., the objects are abstracted from access controls, process model size). The inten-
tion of this study was to investigate the initial preferences for visualizing the align-
ment and therefore we decided to strip further disturbing factors from the process
models. However, the visualization preference might change in case of large process
models and in case that additional scrolling and panning techniques are necessary.
This is one interesting issue, which provides room for further investigation.

Another open issue stems from the context of collaborative process models. In
such a context, several organizations are involved in the modeling/management of the
business process. Thus, inter-divisional questions must be addressed, which requires
the consultation of several object and organization models. It remains open to investi-
gate whether the multiple views in combination with linking and brushing visualiza-
tion is still appropriate in such a context. Thirdly, it remains to investigate if process
modelers in practice have same preferences as the academic respondents of this study.
Lastly, the participants in our empirical study answered the questionnaire independent
of a modeling purpose. However, [11] identified a correlation between the preferred
visualization and the modeling purpose. For instance, the preference for a simplified
BPMN (reduced to core constructs) depends on the modeling purpose. For persons
with a managerial background, the core BPMN constructs are sufficient to finish the
modeling task, while persons with an IT background argued for an extended set of
BPMN constructs, which are more appropriate to model requirements in software
implementation projects. Therefore, our findings might be suitable for users with no
technical purpose.

4 Related Work

Various studies have investigated the factors which influence the understandability of
business process models. Typically, two essential groups of factors are taken
into account. Firstly, model characteristics such as control-flow complexity [2], the
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number of routing symbols [4] or activity labeling [12] give examples for metrics
used to assess a process model itself. Secondly, reader characteristics describe e.g.,
the personal expertise of the person reading and interpreting a process model [13].
While previous work focuses solely on process model characteristics, this study ad-
dresses the integrated visualization of additional models: the object (data) model and
organizational (role) model. We also assess reader characteristics to analyze possible
correlations (see section 4).

Furthermore, several visualization concepts for information in and about business
processes have been proposed. For example, the proView project aims at creating
solutions for the flexible and personalized visualization of (large) business processes,
e.g., with the help of parameterizable process views [5,6]. [13] developed an approach
to cope with complexity of visual representations using a decomposition mechanism
to split software system models “into manageable and understandable parts”. In [1], a
concept for the 3D representation of Petri nets is introduced, thus allowing the inte-
gration of additional information into a process model while still maintaining a com-
pact and understandable visualization. Though, none of the mentioned examples
investigates the simultaneous display of different models types (and provides an em-
pirical evidence), which has been tackled in this paper.

5 Outlook

Cognitive load has an impact on understandability of process models. A heavy cogni-
tive load is generated if novel material has to be understood [14]. A process model,
which is viewed, e.g. for the first time ever, should be visualized in an easy and un-
derstandable way. Investigations of global and local understandability of models have
been conducted in [3,4]. In this paper we present the first study that investigates the
understandability of aligning process activity related information (in particular roles
and objects). Three different types of visualization based on alignment techniques and
practical implementations were proposed to participants.

The reported empirical study provides strong support for a visual alignment of
models on demand, which is fully in line with the postulation to decrease symbol
excess [10]. This means that users initially view the “pure” process model (with its
activities and control-flow) and process element related alignments are displayed
when users show interest for a particular context. This result requests researchers
decreasing the number of symbols when suggesting a new extension for a process
modeling languages. Instead alternative visualization techniques (e.g., in combination
with linking and brushing) must be evaluated. Combining our results with findings of
[11], we suggest fostering a purpose-oriented visualization starting with a process
model that is reduced to the sole visualization of process activities and its control-
flow and is continuously adjusted.

Aside from these implications, the results of our study provide extended insights
into process model visualization and complement the body of experimental research
on process model understandability.
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Abstract. In large organisations multiple stakeholders may modify the
same business process. This paper addresses the problem when stake-
holders perform changes on process views which become inconsistent
with the business process and other views. Related work addressing this
problem is based on execution trace analysis which is performed in a
post-analysis phase and can be complex when dealing with large busi-
ness process models. In this paper we propose a design-based approach
that can efficiently check consistency criteria and propagate changes on-
the-fly from a process view to its reference process and related process
views. The technique is based on consistent specialisation of business
processes and supports the data- and control flow perspective. This tech-
nique reduces the steps performed in the evolution of business processes
by embedding the consistency checks and change propagation into the
change enactment phase of the evolution.

1 Introduction

It is apparent that business processes evolve over time and have to be aligned
with business rules, legislations, and law. Whereas, due to factors such as con-
tinuing change in regulations, policies, business compliances, and user demand
the processes are subject to change. Since the economic success of any businesses
relay on its ability to respond to the changes in its area swiftly, it is important
for business to be able to update their processes in efficient and correct way [1].

Designing and updating process models in large organisations are usually
performed by multiple stakeholders in parallel. Each stakeholder has a particular
view on a process and performs changes independently from other stakeholders
leading to the challenge that views may become out of sync and inconsistent with
its reference process and other views. In this paper we propose a framework that
offers generic methods and techniques for the efficient change propagation from
a stakeholder to reference process and its process views on the process model
level.

Gerth et al. [2] identified three steps for change management in process mod-
els: detection of differences, identification of change conflicts, and resolution of
conflicts. We propose to propagate changes on the fly so stakeholders become
immediately aware of changes made by other stakeholders which affect their

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, pp. 75-P3] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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view. By providing these capabilities, a separate step for conflict identification
and resolution can be kept to a minimum or in optimal cases be eliminated. In
this paper we focus on the mechanism on how to propagate changes on-the-fly
and deal with changes made on the same process fragment at the same time in
future work.

Related work often assumes that two corresponding process models are in
strict refinement relation, whereas such a refinement relation is hardly noticed
in practice [3]. We are applying existing techniques based on those strict process
hierarchies but use this technique to propagate changes efficiently, i.e., we allow
users to perform changes that violate the refinement relations and then propagate
changes so consistency is established again. In particular, we are applying consis-
tent specialisation of business processes to ensure consistency between views and
reference process. By checking simple rules on the structure of process models
and keeping relationships between elements in different processes, we are able to
achieve co-evolution more efficiently.

The main contribution is twofold: In Section [3] we present our framework for
on-the-fly change propagation in process co-evolution on the model level, and in
Section Ml we provide a literature review and comparison criteria of state-of-the-
art work in process (co-)evolution and change management.

The paper is structure as follows: the next section includes a motivating ex-
ample which is used throughout the paper. Afterwards we explain our approach
followed by a comparison of related work. The last section provides an outlook
on future work and conclusion.

2 DMotivating Example

Process models are widely used within organisations while they are mostly large
and complicated. On the other hand dealing with a large and complicated pro-
cess model is not always necessary, as preforming different business tasks need
different parts of a process models to be highlighted. To fulfil this requirement,
several methods to provide process views regarding different aspects of the pro-
cess model have been proposed such as [4H6]. In previous work [7], we proposed
a knowledge based framework to provide different views on a process model
considering the user specified constraints. We have applied our approach on a
real-world business process repository from the product and system engineering
domain which contained software development processes with up to 260 activi-
ties in a single process. In some use cases, a view could be generated that reduced
the complexity by up to 90%.

Different users may change their views over a reference model. To preserve
the consistency between them change in one view needs to be propagated to
the remaining views through the reference model. The co-evolution of process
models refers to the change propagation between models either at the same
or different abstraction hierarchy [8]. These changes may cause inconsistency
in the process model views or the reference model. In this work we deal with
inconsistent models in a model co-evolution scenario.
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Fig. [l indicates our motivating scenario, where every user has their own view
over the reference model. As indicated in the figure users make changes in their
process views. To preserve the consistency between these process models, change
in one view needs to be propagated to the remaining views through the reference
process model.

Eibange
Change Propagation _.~%1 \/jew 1 4____:? “

7 Manager

Proce’s,éi ..... == \/ilew 2 <___::::> “

I
\,

-

\‘::\’ R =
x| View 3 <«

Domain Expert

Fig. 1. Motivating Scenario

Fig. @ shows an example for co-evolution of a reference process model and
its views in BPMN. The model in the lower left depicts the reference model,
the models in the top show two different views over the reference model. The
grey and pink dashed lines indicate the correspondence relations for the tasks in
process view 1 and view 2 respectively. In this figure the correspondence relations
for gateways, control flows, and identical activities are left implicit. As illustrated
in the figure, the mappings between views and the reference process model are
different. For example tasks Cancel Late and Send Cancellation Confirmation
from the reference model have been mapped to the task Cancel in process view
1 whereas, in process view 2, task Send Cancellation Confirmation has been
removed by mapping it to a control flow in the view.

In the example, a new activity Inform is introduced by a stakeholder in View 2
which is highlighted by a bubble within View 2 in Fig. This change is then
propagated to the reference process by inserting Inform between Cancel Late and
Send Cancellation Confirmation. In a last step, the changes are propagated to
View 1 which consists only of an update of the properties in Cancel because the
region including Cancel Late and Send Cancellation Confirmation is abstracted
in View 1.

Related work mostly deals with schema evolution and migration of process
instances, preserving the data flow consistency. To the best of our knowledge
on-the-fly propagation of changes among different views at different abstraction
levels has not been investigated yet. The following section presents our frame-
work.
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Process View 1
Process View 2

.«4.a|ange propagaf{ﬁh\?‘»\

)

Reference Model

Fig. 2. Change Propagation Example

3 Consistent Co-evolution of Business Process Modelling

A typical software development life-cycle consists of several phases. Koéhler et
al. [9] introduced a cycle for the alignment of business and IT which consists of
model-, develop-, deploy-, monitor- and analyse & adapt phases. We propose a
framework for the consistent co-evolution of business processes in the modelling
phase which consists of three steps: (1) in the process modelling step, a business
process is created that represents the reference process, (2) in the process view
generation step, views are generated from the reference process for stakehold-
ers, and (3) in the change and change propagation step, different stakeholders
perform changes on their views and their changes are propagated on the fly to
reference processes and other views. The first step needs to be performed only
once whereas steps 2 and 3 are usually repeated for each development cycle.
This framework makes use of the model driven engineering, MDE paradigm.
The advantages of MDE include increasing the productivity and compatibility
by simplifying the process of design, and maximising reusability by lifting plat-
form specific code to a platform independent model level. Our approach is set
on the level of models which are the central artifact in MDE. The problem of
consistent software evolution is also addressed by other communities such as se-
mantic web comunity. However, these communities rather target a lower level of
implementation and specific language whereas our approach is on the platform
independent level.

We explain now each step in more detail and provide definitions for the formal
notation and consistency constraints.



On-the-Fly Change Propagation for the Co-evolution of Business Processes 79

3.1 Process Modelling

There exist different languages for modelling business processes. BPMN has be-
come the de-facto standard in recent years and we use this notation to represent
the models. However, a more formal representation is required for specifying the
relationship between reference process and process views, and for the verification
of consistency.

Therefore we use a Petri net representation of the BPMN models, in particular
labelled Petri nets which are helpful to express the consistent specialisation of
processes [10]. Different approaches for mapping between the BPMN and Petri
net notation exist. Since the discussion of such mappings are out of the scope of
this paper we refer the interested users to [I1].

A labelled Petri net is a Petri net that has labels attached to its arcs. As
discussed in [I0] the idea of labelling arcs corresponds to the mechanism by
which different copies of a form are handled by each activity in business processes
guided by paperwork, where different copies of a form have different colours.
Each activity deals with different copies of a form where it can collect the copies
from different input boxes and deliver them to different output boxes. The labels
determine which copies have been used by which activities.

Definition 1 (Labelled Petri Net)

A tuple: (N, F, D, Djn, Dout, Oin, dout, L, 1) is a labelled Petri Net model, where
N is a finite set of nodes partitioned into disjoint sets of activities Ny and states
Ng, F C (Ngx Np)U(Ny x N;) is the flow relation such that (N, F') is a connected
graph, D is a finite set of data variables, Dy, C D and D,y: C D are the sets of
input and output variables of the process, and 0;p : Ny — 2P and 6ouy : Ny — 2P
are functions mapping each activity node to its set of input and output variables,
respectively. We write ng. D, and ng.Doyt for 0in(ne) and dout(nt), respectively.
L is a finite set of labels, and | : F + 2%\ () is a function that assigns a set
of labels to each control flow. Moreover, we write F* to denote the transitive
closure of the control flow relation F'.

Different operations, such as initializing, updating, and verifying, performed
by each activity in a process model, can be divided to read and write operations
from an implementation point of view. In our framework, when an activity x
reads or writes a data object, that data object is considered to be the input or
the output of that activity denoted as x.D;,, and x.D,,; respectively.

The execution semantics of a labelled Petri Net is the same as a Petri Net
where an activity produces a token to its immediate post states and consumes
a token from its immediate pre states. For the reference process model and all
its views, we assume a subset of labelled Petri Net which satisfy the certain
properties:

— Safe: a labelled Petri Net is safe iff there is no execution trace in the model
such that some activities on that trace can be completed while there exist
some post states of those activities on that trace. This is a necessary property
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as unsafe Petri Net contradicts the completeness and intention of a behaviour
diagram.

— Activity reduced: this property is satisfied iff for every activity there is an
execution trace that contains it. This property is necessary as the process
model must not contain an activity which does not have any impacts on the
process model.

— Deadlock: this property ensures that the execution must continue unless
it reaches a final state. This is an important property as it prevents from
blocking execution.

— Label preservation: requires that for every activity the incoming and out-
going arcs contain the same set of labels. In the real world scenario, this
property ensures that once a specific form for a process instance has been
developed, that form is neither overwritten nor are new copies of the form
produced by other activities in the process model.

— Unique label: this property ensures that the label set of the incoming arc(s)
of every joint or split activities be different from its outgoing label set. This
property ensures that every activity can have some copies of a form only one
input box and must deliver them to only one output box.

— Common label distribution: To preserve this property all the immediate
arc(s) of a state must contain the same set of labels. This property ensures
that each box contains the same copies for a form.

FigureBlshows the Petri net representation of the BPMN process model shown
in Fig. @ Data input and -output are indicated above each activity as label in
form of dx where * is an ID indicating which activity consumes data from another
activity. For example, the activity Assign Car in Process View 1 of Figure[3 has
inputs d1-d3 which are produced by activity Issue.

Process View 1 Process View 2
Input data Output data d1,d6 lnpul data Output data d1,d6
d3gs d7 > d3.d4  d7

—WH@ a1

d7,d6 a2

d6,d5  .d7 d6.d5  d7

& Slaam| ) o T —®
“h he
a1.d6 "“1 /| Input/ output data |
hi g4 d7 h2 g;R[)e;ZNation Number

d3 Customer Information

d4 Car Document

d5 Change Request Document
d6 Evaluation Cost

d7 Invoice Specification

d6, d5 d7

d1.d2.d43 a5 s
Cancel Early' Cancel Invoice' ‘——»»

Reference Process Model M'

Fig. 3. Petri Net model for process models m in Fig. Bl for clarity’s sake the control
flow labels are omitted
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To capture the relation of two activities regarding the execution sequence we
base our formalization on the concept of dominance by Cytron et al. [I2]. The
binary dominance defines a relation between process model elements, considering
all possible execution traces:

Definition 2 (Dominance Relation). Let P be a labelled Petri Net model
with nodes N and flow relation F. A non-empty set D = {ny,..,nt} C N
dominates a node n € N, denoted as D <n, if and only if in all execution traces
from the start node to node n, a node in D precedes every execution of n.

Ezample 1. Node Issue in Fig. Bl View 1 dominates all subsequent nodes; and
node set { Empty, AssignCar} dominates node Archive.

Definition 3 (Immediate Pre-Node and Post-Node)

The set of pre-nodes of node n € N is defined as en = {ny € N|(n1,n) € F}.
Likewise the set of the post-nodes of node n € N is defined as
ne ={ny € N|(n,ny) € F}.

Ezample 2. eCancelLate={s2}, and Cancellnvoice’e={s}} in Figure B

After a reference process is modelled in BPMN and its equivalent represen-
tation as a labelled Petri net is generated, process views can be created from
it.

3.2 Creating Process Views

In our previous work, we describe a knowledge-based framework for the pur-
poseful abstraction of process models from constraints [7]. Constraints can be
specified on activity properties and process views are generated automatically
which fulfil the constraints. A constraint is specified according to the interests of
a particular stakeholder, for example, a performance manager may only be in-
terested in observing activities which take longer than a specified threshold. The
framework is based on configuration techniques and can provide multiple views
on different abstraction levels. The correspondences between a process model
and its views are captured by a function while constructing the views. This
allows checking for consistency and change propagation later in the modelling
phase.

In our framework the main functions for abstracting a process model are
AggregateActivities() and RemoveActivity(). By aggregating a group of activities
from the reference model and mapping them to a composite activity in the view,
a n:1 relationship is established.

Ezxample 3. In Figure Bl the activities Cancel late and Send Cancellation Con-
firmation of Reference Process M’ are aggregated to Cancel in Process View 1.

For removing irrelevant activities from a view, the RemoveActivity() function
is applied. There are two possible outcomes: nodes are either removed or replaced
by a silent activity. In the first case, a relationship between the deleted nodes in
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the reference model and an arc representing a control flow in the view is estab-
lished. The second case occurs if removing a node would violate the consistency
between the reference process and its view. In this case, a relationship between
the deleted nodes and a silent activity is established.

Definition 4 (Silent activity)

An empty activity N. C Ny is a silent activity [11)] which has no effect in the
process model but it is required to preserve the syntax of Petri net notation as
well as the model consistency.

Ezxample 4. In Figure [B activity Use is mapped to a silent activity labelled
“Empty” in both views. This is necessary because removing it would make states
s in both views a final state which is inconsistent with the reference process.

We capture the relationship between elements in the reference process and its
views by a total mapping function h() such that:

1. It maps each state, activity, data and control flow of the reference process
model to the elements of the view.

2. Labels of the reference process are mapped to labels in the view. Different
labels in the reference process model can be mapped to a single label in the
view.

3. The initial state of the original model is mapped to the initial state of the
changed model.

Definition 5 (Process View). A labelled Petri Net diagram (for brevity we
excluded the functions from the definition of the labelled Petri Net)

M = (N,F,D,D;p, Dout, L) is defined as a view of another labelled Petri Net
diagram M’ = (N',F', D', D, D! ., L) by the function ha .

h:N'UF'UD,, UD.,UL + NUFUDi, UDgu UL

ec NUF = h(e) e NUF,
ee€ D}, UD, = h(e) € Di, UDoy,

el =hnl')elL,
a' € N,a € Ns,ea=0,0a' =0 = h(d)=a

o~

Ezample 5. FigureBlshows two process views that have been generated from the
reference process M’ where, for example, the sequence {s%, Send Cancellation
Confirmation’, s) } in the reference model is mapped to state s4 in View 2. The
relationship between the reference process and the view for this mapping is
specified as h(s}) = h(Send Cancellation Confirmation’) = h(s}y) = sa.

The process view generation step ensures that a generated view is consistent
with the reference process. In the following section we describe the consistency
criteria between references process and views, and how they can be checked using
simply design rules.
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3.3 Consistency Criteria

The problem of inconsistency between multiple views of a reference model is
well-studied [13]. Consistency criteria help to identify contradictions between
views and their reference process model once different stakeholders change the
views. In our framework we apply consistent specialization of business processes
to ensure the consistency between process views and their respective reference
process model.

Specialisation consists of refinement and extension where refinement refers to
refining an activity into more detail and extension refers to adding new elements
to a process model. A process model P’ is an extension of process model P if
it possesses new features in comparison to P. Likewise, process model P’ is a
refinement of a process model P if the inherited features are considered in more
detail.

Schrefl et al. [10] investigated three criteria for the consistent refinement and
extension of business processes: observation consistency, weak- and strong invo-
cation consistency. Informally, observation consistent specialization guarantees
that if features added at a process are ignored and features refined at a changed
process model are considered unrefined, any instance of that changed process
can be observed as correct from the point of view of the original process.

Weak invocation consistency captures the idea that instances of a changed
process can be used the same way as instances of the original process. An ex-
tended version of this property, strong invocation consistency, guarantees that
one can continue to use instances of a changed process the same way as instances
of a original model, even after activities that have been added in the changed
process model have been executed.

These criteria relate to other methods that investigated consistency between
business processes. Protocol- and projection inheritance introduced by Basten et
al. [14] corresponds to weak invocation consistency and observation consistency
respectively. The advantage of the work by Schrefl et al. is a set of rules that
allow to efficiently check for consistency without the necessity to analyse all
possible traces.

Fig. [ shows the consistency rules by which the consistency of a process model
is assessed. According to Schrefl et al. [10] preserving the extension rules E; to
E3, on the left side of Fig. [ guarantees the observation consistency between the
two models, whereas refinement rules Ry and Ry from Fig. [4] assure observation
and invocation consistency. A process model A’ is the observation consistent
with another model A if, by ignoring the new features of A’, the instances of A’
can be observed seamlessly by A. Two process models are invocation consistent
if all the instances of process model A’ can be invoked by the process model A.

The rules shown in Fig. @ are used to check for consistency of control flows
between reference process and views. As mentioned above, there are two types
of consistency rules, rules for extension and rules for refinement, depicted on the
left and right hand side in Fig. @ Which consistency rule needs to be checked
depends on the applied change. For example if an activity is inserted into or
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Extension Rules: Refinement Rules:

R1. Pre and post-state satisfaction

(al)t € Ny,s € Ny,s € N, t' € N/,s' € N, : h(t') = tA
h(s")=sA(s,t) e FA(S V') F'A(5,t) € F
=35 €S h(s')=5A(s't') € F'

(a2)t € Ni,s € Ns,t' € N;,s" € N, :
h(#'y=tAh(s')y=sN(s,t) EFA(st')EF

El. Partial Inheritance
(o =a,LCL
(hte N[AteNen(s,t)eF
= (s,t) € F' Al(s, 1) CTl(s,t)
(©teN/ALENA(L,s)eF

= (t,8) € F'Al(t,s) CU(L,s) Az € l(s, t) Az € hm(z)
E2. Immediate definition of pre/post-states =3 ENLh(s")=sA(s" ¥) e F' Aa” el'(s",1)
(a) (s,t) EF"Ase N.AtEN, (b))t € Ny,s € N, §€ N, t' € N{,s' € N.:
= (s,t) €F ht'y=tAh(s')y=sn(t,s) eFA(t',s)eF' A8 eEF
(b) (t,s) € F" As € NyAt €N, =3¢ e N :h(s)=5A(,8) € F

= (t,s) € F (b2)t € Ni,s € Not' € Ny, s € N.:
(©) (s,t) e F" As € Ny At € NpA h(t'y=tAh(sy=sn(t,s) EFN(, ) eEF
reLAxel(st)=xellst) Ae € llt,s) Aa € h™Hx)
() (t,5) € F' As € NoAtE NA =3"eN:h(s")=sn (', s")eF na" el'(t,s")
reLAzell(ts)=zecllts) R2. Pre and post-state refinement
E3. No label deviation (@l)s' e NIAt € NfA(s' 1) € F' AR(s") # h(t)

= (h(s"),h(t') e F

(a2)s' e NLAE € NI A (s',t') € F' ANh(s") # h(t')
A’ el(s',t)
= h(z") € l(h(s"), h(t"))

(b)) s" e NoAY e NJA(H,s") € F' Ah(s") # h(t')

(a) (s, t) e F'Ate N[ At & N,
=l'(s,tHyNL =0

(b) (t,s) € FP At e N{ At e Ny
=U({ts)NL=0

(©) (s,t) € F'As € NiAs @ Ny = (h(t'), h(s)) € F

=U(st)NL=0 (02)s" € NLAY € N[ A(t,s') € F' AR(s') # h(t)
(d)(t,s) € F"Ase NLAs &N, ' € l(t, s)

=U(,s)NL=0 = h(z’) € (h(t'),h(s"))

Fig. 4. Rules for checking behaviour consistency of extension (on the left) and refine-
ment (on the right) [10]

deleted from a view, the extension rules are relevant. In the following we discuss
data flow consistency which is checked locally in a view once changes are applied.

Data Flow Consistency Criteria: We discuss three data-flows anomalies in-
vestigated by Reichert et al. [I] which are missing data, unnecessary data, and
lost data.

In the following firstly the rules for identifying the violation of data flow
consistency after propagating all the required changes in a process model are
presented. Secondly, the repair option(s) for each violation are presented.

Missing data refers to the situation where a data object o is read by an activity
x before it has been written. In our framework, the rule to ensure the absence
of missing data in a model, can be expressed formally as:

Vee N;:o€x.Djy, =Y CN;,:Y<dzxz Ao € ﬂyeyy.Dout
This states that for each reader x of o, there must be a dominating set Y where
each member writes o.

Ve € Ny:o€x.Diyy = Jy € Ny: (y,x2) € F* No € y.Dour
If a process model contains missing data, i.e. the above rule gets violated, to
repair the inconsistency, the process modeller has two options:

1. The missing data object is added to a preceding activity,
i.e. AddOutputDataFlow(y, o)

2. The activity causing the missing data inconsistency situation is removed
from the process model, i.e. RemoveActivity(x)
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An unnecessary data situation occurs where a data object o is written by an
activity x, but is not read by any activity (such as y) afterwards in the process
model. Formally the rule is expressed as:

Ve € Ny :o€ x.Doyt = Jy € Nyt (z,y) € F* No € y.Dyy,

In case of violation of the rule, the data object o which causes the incon-
sistency needs to be removed from the output data of the activity x, that is
RemoveOutputDataFlow(x,0). The other option is to map the data object o
to the input data set of a successor activity. However considering this option,
requires change in the internal functionality of that successor activity which
cannot be considered at the model level.

Lost data happens when a data object o is written twice by two consecutive
activities x and y without being read in between. Formally:

Vo,y € Nt 10 € x.Doyt,0 € y.Dip, (x,y) € F* = AZ C N\ {z}:

Z 4y /\ [0 € 2. Doyt N (2, 2) € F¥]
z€Z

A data object o written by x is lost data if any potential reader y of o reachable
from x is dominated by a set of writers Z whose members are reachable from
x. Hence, o written by « is not lost if no such set Z exists. To repair the lost
data flow inconsistency, in case of violation of the mentioned rule, Sadiq et
al. [I5] provided two options for the process modeller in order to resolve the
inconsistency as follows:

1. The modeller selects one activity to write data object o and that data object
is removed from the output data set of the other consecutive activity(ies)
writing that object.

2. The other option is to change the data object o in one of the consecutive
activities.

The consistency of control- and data flow is checked after changes are made to
a process view. In the following we discuss applying changes to views in general
and then how the consistency criteria are used in the change propagation step.

3.4 Performing Changes

Our library of change operators currently contains two types of operators: struc-
tural and entity change operators. For change propagation we address two types
of change operations, adding and deleting activities. As indicated by related
work, a majority of change patterns can be composed out of those operators [16].
An example for entity change operators are also add and remove which are ap-
plicable on the data inputs and outputs of activities. Table [l indicates a list of
operators currently defined in our library.

3.5 Change Propagation

If one of the views changes, the changes need to be propagated to restore consis-
tency between the views and the reference model. However in some cases there



86 S. Mafazi et al.

Examples for Logic
Representation of Operators

Operator Type RemoveActivity(z):

Remove Node/Flow Structural Vx € Ni,e € Ne —

Add Node/Flow  Structural h(z) =eAe.Din < @ANe.Doyt +— @

Remove Data flow Entity AddOutputDataFlow(z,1):

Add Data flow Entity . Doyt <1
RemoveOutputDataFlow(z, 0):
2.Dout < 0

Fig. 5. Change Operators

is an issue, regarding preserving the consistency and privacy of a process view.
On the one hand one can imagine that some changes applied by a stakeholder
are private or sensitive which cannot be shared with other views or added to a
reference model. On the other hand to preserve the consistency, every change in
a process view needs to be propagated to the other views as well as the reference
model regardless of the sensitivity or privacy of those changes. One possible com-
promise is that the private changes in a view can be propagated anonymously
i.e. as an empty task, such that the changes are not visible to other stakeholder
yet the changes have been propagated hence the consistency is preserved. Fig.
illustrates a change propagation scenario where activity Inform needs to be
inserted in Process View 2 after activity Cancel Late. The scenario includes the
following steps:

Apply Changes: A stakeholder applies changes on a view using available op-
erators.

Ezxample 6. As illustrated in Fig. Bl activity Inform is inserted in View 2.

Check Process Properties: A first correctness check includes checking for
local properties: safe, activity-reduced, deadlock-free, and label properties as ex-
plained in Section [B.1] and data inconsistencies. The process properties can be
checked efficiently using techniques such as SESE fragmentation [17]. If proper-
ties or data inconsistencies are violated then the process model must be changed
in a way so they are satisfied and no data flow violation occurs.

Ezxample 7. After activity Inform is inserted, the process view remains safe,
activity-reduced and deadlock-free, and no data flow inconsistencies were intro-
duced.

Check Consistency Rules: In a following step the consistency rules shown in
Fig.@ are checked for observation, weak- and strong invocation consistency. If the
criteria are violated then the stakeholder is informed that the applied changes
will have an impact on reference process and other views. This provides an option
to undo certain changes in case the impacts of the changes were unintentional.

Example 8. In the example Views 2 in Fig. [3 and [ are not consistent after ac-
tivity Inform is inserted because it violates the observation consistency. As the
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post-states of Cancel Late in the two views are different, the post-state satisfac-
tion, rule by in Fig.@is violated. Hence View 2 in Figure[Glis not a behaviour con-
sistent specialisation of View 2 in Fig.[3l The stakeholder receives a warning about
this and proceeds because the change was intentional and has to be propagated.

Propagate Changes to Reference Model: The same change operators that
have been applied on the view are applied on the reference process with the
difference that the arguments of the change operators are mapped according to
the relationship between the elements of the view and the reference process. For
this the h() function is used which relates each element from one process to the
other. Further the relationship between the reference process and the view needs
to be updated in the implementation of the h() function.

Ezample 9. Asillustrated in reference model from Fig.Blactivity Inform is added
to the reference process. The relationship between the reference process and
View 2 is updated with h(sy) = {s¢} and h(Inform’) = {Inform}.

Propagate Changes to Views: First, for each view, its consistency with the
reference model is checked. If the process and the view are consistent and the
changes in the reference process affect a region that is abstracted in the view
then no changes need to be propagated. Otherwise the same change operator
as on the reference process is applied on the view where the arguments of the
operator are translated by using the mapping function h() that maps elements
in the reference process to the view.

Example 10. In Fig. [0l the reference model is not a behaviour consistent re-
finement of View 1. Checking the changed region in the reference model from
Fig. [ and A() function, it is obvious that no change needs to be applied in
the structure of the process View 1. To keep View 1 consistent with the ref-
erence model, only the activity Inform’ and its pre-state si from the reference
model need to be mapped to the activity Cancel from process View 1, that is:
h(sg) = h(Inform’) = {Cancel} between reference process and View 1.

4 Related Work

The following subsections discuss the related work directly addressing change
propagation between process models as well as the approaches which are poten-
tially useful in the co-evolution of process models such as finding corresponding
process model elements. All the mentioned approaches are compliment to one
aspect presented in this paper. The following sub sections discuss the three main
aspects in the change management as, process model alignment, co-evolution and
variability. The results of comparision of related work have been captured in ta-
bles [l and Pl where the first table compares the related work in the first area and
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Fig. 6. Change propagation steps following changes made to Fig.[3 for clarity sake the
control flow labels are omitted

the second table the two former areas. In these tables rows specify the papers
and indicate their support towards the following criteria:

Goal: This column classifies the related work based on their goal.

Data Flow (Consistency): The data flow column indicates whether the re-
lated work considers data flow consistency in a change propagation scenario.
This criteria is important as the robustness of a process model is fundamentally
depended on the correctness of the data flow [I]. The possible values include
supported, not supported, the criterion is not in the scope of the paper, and the
criterion is in the scope of the paper but it has not been discussed.

Bidirectional Change Propagation: This column indicates the support of
the approach for a top down and bottom up change propagation where different
levels of abstraction hierarchy has been considered by the approach. This is
an important aspect since the change cannot be restricted to any particular
abstraction levels.

Support for Process Views: This column indicates the support of the ap-
proach for different process views. This column holds the same possible values
as the previous column.

Consistency Preservation: The column discusses the consistency criteria pro-
posed by the related work in the change propagation scenario. This is an im-
portant criterion as in practice there is no single process model but a group of
process models. In order to preserve the uniformity between such models, the
consistency between them must be evaluated against formal criteria.

Change Operators: This column indicates whether the change propagation
technique is based on change operators or not. Using an operator based approach
has different advantages such as identifying and enabling the traceability of the
changed region.
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Abstraction Hierarchy: This column discusses whether a process model at
different abstraction levels are considered or not in the related work, as in prac-
tice process models are usually at different levels.

4.1 Process Model Alignment

One important aspect in propagating changes from one process model to another,
is finding corresponding elements in the two process models. Finding correspond-
ing elements in two structures means that for each entity in one structure, a cor-
responding entity in the other structure, with the same intended meaning can
be found. To find the correspondences between models at different abstraction
levels, Dijkman et al. [I8] used two methods as lexical matching of element pairs
and graph matching.

Brockmans et al. [I9] proposed a technique for semantic alignment of Petri
Net models at different levels of abstraction by translating the process model
to OWL. For this purpose they consider the syntactic and semantic similarity
between model elements.

Branco et al. [20] deals with management of consistency between models
at different levels of abstraction. They proposed an algorithm which establishes
corresponding nodes between the models belong to different abstraction levels,
based on the type and name of the nodes.

Weidlich et al. [2I] represent a framework for matching process model ele-
ments. The focus is mainly on addressing the problem of computational com-
plexity of an element from one model which corresponds to multiple elements
from another model. Although the approach deals with behavioural consistency
between process models, the focus is on inheritance of single process model. We
extend their approach to a group of related process models.

Table 1. Comparison of Process Model Change Propagation Approaches in Process
Model Alignment

Related Work  Goal Data  Bidirect. Process Consist.Oper. Abstr.
Flow  Propag. View  Pres. Hier.
Dijkman [I8]  Process N/A N/A + N/A N/A +
Alignment
Brockmans [I9] Inter- - N/A N/A N/A N/A +
operability
Branco [20] Matching - N/A + nd. - +
Weidlich [2I]  Compatibility - N/A N/A + N/A -
Liu [22] Create View - N/A + + N/A  +
Eshuis [5] Create View - N/A + + N/A  +
Bobrik [23] Create View - N/A + + N/A  +
Zhao [24] Create View - N/A + + N/A  +

Legend: + supported, — not supported, N/A not applicable, n.d. not discussed.
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Finally, several approaches deal with producing different process views con-
sidering different requirements such as, [5,22H24] while there is no focus on
change propagation between these views. Table [Tl shows the comparison of the
above mentioned approaches.

4.2 Process Co-evolution

Weidlich et al. [3] used behavioural profile for identifying the changed regions
in a model to propagate the changes between other models at different levels
of abstraction. Since any changes in the structure of a process model impacts
the relation of nodes, which is behavioural profile, comparing the behavioural
profile of the source model and the changed model, the changed region can be
identified. In this approach data and properties are not considered. Also the
approach depends on the existence of the execution traces of a process model
while the computation of the behavioural profile is a costly task.

Fdhila et al. [25] proposed a generic approach to propagate changes in collab-
orative process scenario. In this scenario different business partners have their
own private processes by which a public view is provided for other partners. The
proposed approach deals with propagating the changes from a changed view to
others preserving the invocation consistency. In compare to our work, in this
approach if the consistency of a changed view is not preserved with other views,
the change is abandoned. There is no repair plan by which the identified incon-
sistency can be resolved.

Weidmann et al. [26] has proposed a synchronization approach for process
models at different levels of abstraction assuming the model element correspon-
dences exist. The approach focuses on alignment of tasks only and do not consider
gateways or tasks properties including data flows.

Dam et al. [27] proposed an agent oriented framework to fix the inconsis-
tencies resulted from change propagation. For this purpose they have created
a library including the plans for fixing the constraints violation during the run
time. Although the completeness and correctness of generated plans are dis-
cussed and guaranteed, since all the possible repair plan choices are considered,
the approach is not scalable.

Ekanayake et al. [28] presented a semi-automated technique for change prop-
agation across process model versions. To keep the versions synchronised, for
changing a fragment, that fragment is locked until the change is propagated to
all the other versions containing that changed fragment.

Gerth et al. [29] proposed a language independent framework for change man-
agement. The framework uses workflow graphs as an intermediate representation
for the process model, by which the list of differences, dependencies, and con-
flicts are computed. This framework is applicable in the versioning scenarios
where different versions must be refinement of the source model. By merging
different versions to get the source model, the changes in the views are identified
and propagated to the source model. The possibility that change in one version
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may impact other versions is not considered and also the changes are always
propagated from the views to the source model not vice versa.
The process co-evolution approach mentioned above are compared in Table 2l

4.3 Process Model Variability

Configuration is a kind of design activity which has been widely used to manage
process model variability in literature. The aim is to design a process model from
a set of predefined components which can be connected together in a certain way.

Hallerbach et al. [30] introduces Provop framework to tackle with the chal-
lenges in the management of process model variability, such as the challenge
relates to designing a reference model and its predefined adjustments, such that
different variants can be derived by configuring the reference model. The config-
uration is applied on a collection of change operations for control- and dataflow.
The framework can ensure the soundness of process variants belong to a process
family from data flow perspective but not the control flow. Becker et al. [31]
produces different variants by projecting the model elements from a reference
process model.

A comparison of the two approaches mentioned above can be found on the
bottom of Table 2l

Table 2. Comparison of Process Model Change Propagation Approaches

Related Work — Goal Data  Bidirect. Process Consist.Oper. Abstr.
Flow  Propag. View  Pres. Hier.
Process Co-Evolution

Kurniawan [32] Refinement - + - + + +
Preservation

Kister [33] Conflict reso- - + N/A + + +
lution

Weidlich [3] Change - + N/A  + + +
Propagation

Fdhila [25] Compatibility - - + + + +

Weidmann [26] Change - + - + + +
Propagation

Dam [27] Change - + N/A + + -
Propagation

Gerth [29] Change Man- - - - n.d. + +
agement

Our Approach Change + + + + + +
Propagation

Process Model Variability

Hallerbach [30] Process Con- + + N/A + + +
figuration

Ekanayake [28] Change - + N/A nd. nd +
Propagation

Legend: + supported, — not supported, N/A not applicable, n.d. not discussed.
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5 Conclusion

We presented a framework for process co-evolution that applies the notion of
consistent specialisation for on-the-fly change propagation. We showed on an ex-
ample how rules developed for checking consistent refinement and extension of
business processes can be used to propagate changes efficiently and re-establish
consistency among a reference process and its views. So far the framework sup-
ports change propagation on the model level and the rules have been imple-
mented in a process abstraction framework. For the next step in our research
agenda we plan to implement those rules in a collaborative process design en-
vironment and investigate conflicts and resolution of changes that have been
performed on the same process fragment and at the same time.
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Abstract. Today’s business processes are often controlled and supported
by information systems. These systems record real-time information about
business processes during their executions. This enables the analysis at
runtime of the process behavior. However, many modern systems pro-
duce “big data”, i.e., collections of data sets so large and complex that
it becomes impossible to store and process all of them. Moreover, few
processes are in steady-state and due to changing circumstances pro-
cesses evolve and systems need to adapt continuously. In this paper, we
present a novel framework for the discovery of LTL-based declarative
process models from streaming event data in settings where it is im-
possible to store all events over an extended period or where processes
evolve while being analyzed. The framework continuously updates a set
of valid business constraints based on the events occurred in the event
stream. In addition, our approach is able to provide meaningful infor-
mation about the most significant concept drifts, i.e., changes occurring
in a process during its execution. We report about experimental results
obtained using logs pertaining the health insurance claims handling in a
travel agency.

Keywords: Process Discovery, Event Stream Analysis, Operational
Support, Concept Drift, Linear Temporal Logic, Business Constraints,
Declare.

1 Introduction

Together with conformance checking and process model enhancement, process
discovery is one of the three basic forms of process mining [25]. In particular,
process discovery aims at producing a process model based on example execu-
tions in an event log and without using any a-priori information. When using
event logs recorded by information systems supporting changeable and highly
dynamic processes (e.g., healthcare processes), traditional process discovery tech-
niques (mainly based on procedural process modeling languages) often produce
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the so called spaghetti-like models. In these models, too many execution paths
are explicitly represented so that they become completely unreadable.

In the last years, several works have been focused on the discovery of declar-
ative process models, i.e., on the discovery of a set of business constraints that
hold during the process execution [T2J8TOJT7IT5IT6]. These techniques are very
suitable for processes characterized by high complexity and variability due to
the turbulence and the changeability of their execution environments. One of
the challenges in process mining listed in the Process Mining Manifestd] is to
find a suitable representational bias to visualize the resulting models but also to
be used internally when searching for a model. In this sense, the dichotomy pro-
cedural versus declarative can be seen as a guideline when choosing the most
suitable language to represent models resulting from process discovery algo-
rithms: process mining techniques based on procedural languages can be used
for predictable processes working in stable environments (e.g., a process for han-
dling travel requests), whereas techniques based on declarative languages can
be used for unpredictable, variable processes working in turbulent environments
(see also [19]).

In this paper, business constraints are represented using the Declare nota-
tion [26]. Declare is a declarative language that combines a formal semantics
grounded in Linear Temporal Logic (LTL) on finite tracesE with a graphical
representation. In essence, a Declare model is a collection of LTL rules, each
capturing a control flow dependency between two activities.

The Process Mining Manifesto also states that process mining should not be
restricted to off-line analysis and can also be used for online operational support.
In particular, process mining techniques should be able to mine an event stream,
i.e., a real-time, continuous, ordered sequence of items [13]. Algorithms that are
supposed to interact with event streams must respect some requirements, such
as: a) it is impossible to store the complete stream; b) backtracking over an
event stream is not feasible, so algorithms are required to make only one pass
over data; ¢) it is important to quickly adapt the model to cope with unusual
data values; d) the approach must deal with variable system conditions, such
as fluctuating stream rates. Currently, only few algorithms are able to mine an
event stream [7J6]. In addition, this is the first paper that presents algorithms
for discovering declarative process models based on streaming event data. In
particular, our technique is able to show a snapshot of the business constraints
valid at a certain point in time during the process execution, thus providing the
user with a continuously updated picture of the process behavior.

Another challenge mentioned in the Process Mining Manifesto is related to
the fact that process mining must deal with concept drifts, i.e., with the situation
in which the process is changing while being analyzed. Processes may change
due to periodic/seasonal changes (e.g., “in December there is more demand” or
“on Friday afternoon there are fewer employees available”) or due to changing

! The Process Mining Manifesto is authored by the IEEE Task Force on Process
Mining (http://www.win.tue.nl/ieeetfpm/).
2 For compactness, we will use the LTL acronym to denote LTL on finite traces.
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conditions (e.g., “the market is getting more competitive”). Such changes impact
processes and it is vital to detect and analyze them. In this paper, we identify
concept drifts in a Declare model in terms of constraint activations. Activations
for Declare constraints are defined in [5]. For example, for a business constraint
like “every request is eventually acknowledged” each request is an activation.
An activation becomes a fulfillment or a violation depending on whether the
request is followed by an acknowledgement or not. Concept drifts are discovered
by analyzing how the percentages of activations, fulfillments and violations for
a set of Declare constraints vary over the time.

To assess the applicability of our approach, we conducted an experimentation
with a set of synthetic logs. In particular, we used two variants of a process
pertaining the health insurance claims handling in a travel agency.

The paper is structured as follows. Section 2 introduces the characteristics of
event stream mining as well as some basic notation about Declare. Next, Section
3 introduces the proposed algorithms for the online discovery of Declare models.
Section 4 illustrates the two approaches for stream mining we use in this paper
based on sliding window and lossy counting respectively. Section 5 presents and
discusses the experimental results. Finally, Section 6 concludes and spells out
directions for future work.

2 Preliminaries

In this section, we introduce some preliminary notions. In particular, in Sec-
tion Il we summarize some basic information about event stream mining
needed to understand the paper. In Section 221 we give an overview of the
Declare language.

2.1 Event Stream Mining

In the data mining literature, there are few definitions of event stream. In this
work, we consider an event stream as an unbounded, sequence of data items,
observed at a high speed [2/3]. Stream mining approaches can be divided into two
main categories: data-based and task-based [11]. Data-based mining algorithms
reduce the stream into finite datasets, which are supposed to be representatives
of the complete stream; task-based algorithms are modified (or new) approaches,
specifically designed for streams, in order to minimize time and space complexity.
The framework presented here falls into this latter category.

As typically reported in the literature, we assume that: i) the data that con-
stitutes the stream (i.e., the events) have a small and fixed amount of attributes;
i) a mining approach should be able to analyze an infinite amount of data; i) a
mining approach is allowed to use only a finite amount of memory and, typ-
ically, such amount is considerably smaller with respect to the data observed
in a reasonable span of time; iv) there is an upper bound on the time allowed
to analyze an event, typically the mining approach is required to linearly scale
with the number of processed items (e.g., the algorithm works with one pass of



Online Process Discovery to Detect Concept Drifts 97

Time Events emitted over time
*0—00—0—@ 00—0-0—00-0@ L 00000000 0@
'R Network communication

Yoy oovy Yoy

Stream miner instance

Fig. 1. General idea of event stream mining: the stream miner continuously receives
events and, using the latest observations, updates the process model

the data [21]); v) the “concepts” generating the event stream may be stationary
or evolving [28)30]. We assume that each event in an event stream is associated
with an activity (i.e., a well-defined step in the process), is related to a particular
case (i.e., a process instance) and is executed at a certain point in time specified
through a timestamp.

In this work, our aim is to reconstruct a declarative model of the process
generating the stream, while storing a minimal amount of information. Figure I
proposes a simple representation of our approach: one or more sources emit
events (represented, in the picture, as solid dots), which are collected by our
miner instance. The miner elaborates these events and keeps the process model
updated. In addition, we want to characterize the portions of the event stream in
which the process behavior changes in terms of business constraints. Therefore, it
is important to evaluate whether our approach is able to correctly detect concept
drifts.

2.2 Declare: Some Basic Notions

Declare is a declarative process modeling language introduced by Pesic and van
der Aalst in [26]. A Declare model consists of a set of constraints which, in turn,
are based on templates. Templates are abstract entities that define parameter-
ized classes of properties and constraints are their concrete instantiations. Here,
we indicate template parameters with capital letters (see Table[ll) and real activ-
ities in their instantiations with lower case letters (e.g., constraint O(a — Ob)).
Templates have a user-friendly graphical representation understandable to the
user and their semantics are specified through LTL formulas. Each constraint
inherits the graphical representation and semantics from its template. The most
frequently used Declare templates are shown in Table [[l However, the language



98 F.M. Maggi et al.

Table 1. Graphical notation and textual description of some Declare constraints

Template Meaning LTL semantics Graphical notation

if A occurs then

B occurs before or after A
if A occurs then

eventually B occurs after A
if B occurs then

A occurs before B

if A occurs then eventually

responded existence(A,B) OA — OB

response(A,B) 0O(A — 0OB)

L

precedence(A,B) (=BUA)vO(-B)

alternate response(A,B) B occurs after A without other ~ O(A — O(=AU B)) “
occurrences of A in between
if B occurs then (=B U A) v O(=B))A
alternate precedence(A,B) A occurs before B without other O(B — O((=B U A) v O(=B))) * s
occurrences of B in between
. if A occurs then B occurs - “
chain response(A,B) in the next position after A 0(A — OB) A
. if B occurs then A occurs - “
chain precedence(A,B) in the next position before B OOB — A) A
not responded existence(A,B) fc?uffsfig]:;nm]fat;aznm OA — ~(OB) m—H—m
if A occurs then B cannot ’—+_H_>’—‘
not response(A,B) eventually occur after A (A = =~(05)) ’ ’
not precedence(A,B) if B occurs then OB — —A) “

A cannot occur before B

is extensible and new templates can be defined with their own graphical repre-
sentations and LTL semantics.

Consider, for example, the response constraint ((a — Ob). This constraint
indicates that if a occurs, b must eventually follow. Therefore, this constraint is
satisfied for traces such as t1 = (a,a,b,¢), to = (b,b,¢,d), and t3 = (a,b,c,b),
but not for t4 = (a, b, a, c) because, in this case, the second instance of a is not
followed by a b. Note that, in to, the considered response constraint is satisfied
in a trivial way because a never occurs. In this case, we say that the constraint
is vacuously satisfied [14]. In [5], the authors introduce the notion of behavioral
vacuity detection according to which a constraint is non-vacuously satisfied in
a trace when it is activated in that trace. An activation of a constraint in a
trace is an event whose occurrence imposes, because of that constraint, some
obligations on other events in the same trace. For example, a is an activation
for the response constraint ((a — Ob), because the execution of a forces b to be
executed eventually.

An activation of a constraint can be a fulfillment or a wviolation for that con-
straint. When a trace is perfectly compliant with respect to a constraint, every
activation of the constraint in the trace leads to a fulfillment. Consider, again,
the response constraint ((a — Ob). In trace t;, the constraint is activated and
fulfilled twice, whereas, in trace t3, the same constraint is activated and fulfilled
only once. On the other hand, when a trace is not compliant with respect to a
constraint, an activation of the constraint in the trace can lead to a fulfillment
but also to a violation (at least one activation leads to a violation). In trace t4,
for example, the response constraint ((a — Ob) is activated twice, but the first
activation leads to a fulfillment (eventually b occurs) and the second activation
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leads to a violation (b does not occur subsequently). An algorithm to discriminate
between fulfillments and violations for a constraint in a trace is presented in [5].

In [5], the authors define two metrics to measure the conformance of an event
log with respect to a constraint in terms of violations and fulfillments, called
violation ratio and fulfillment ratio of the constraint in the log. These metrics
are valued 0 if the log contains no activations of the considered constraint. Oth-
erwise, they are evaluated as the percentage of violations and fulfillments of the
constraint over the total number of activations.

3 Algorithms for the Online Discovery of Declare Models

In this section, we describe the proposed algorithms for the online discovery of
Declare constraints. In particular, we will illustrate three different basic algo-
rithms. Each of them can be used to discover constraints referring to different
Declare templates. Every algorithm takes as input an event stream and builds a
set of candidate constraints obtained by instantiating a Declare template with all
the possible combinations of activity names detected so far in the event stream.
The algorithms keep up-to-date the fulfillment ratio and the violation ratio of
each candidate constraint at every occurrence of an event in the event stream.
Then, at each point in time, it is possible to discover a Declare model by select-
ing, among the candidates, the ones with the highest fulfillment ratio.

In all the algorithms, we use the notion of map. Here, a map refers to the well
known hash table data structure [9]. Given a set of keys K and a set of values
V,amap is aset M C K x V. We use the following operators: (i) M.put(k,v),
to add value v with key &k to M; (ii) M.get(x) € V, with k € K, to retrieve from
M the value associated with key k; (i) M.keys C K to obtain the set of keys
in M.

3.1 Response and Not Response

The algorithm presented in this section can be used for the online discovery of
response and not response constraints. We illustrate the algorithm (Algorithm [T)
for the response template. The algorithm is identical for the not response tem-
plate, since the fulfillment ratio for a response constraint corresponds to the
violation ratio of the not response constraint over the same activities (and vice
versa) [ A similar algorithm (with small modifications) is able to discover alter-
nate response and chain response constraints.

In this algorithm, L is the set of all the activity names observed in the event
stream (in all the cases). activationsCounter. is a map defined for each case
c and containing, for each activity name, the number of its occurrences in c.
This map can be used to count the number of activations for each constraint
(the number of activations can be obtained by counting how many times the
corresponding activity name has occurred in each case of the event stream).

3 A similar observation also applies to the algorithms described in the following
sections.
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Algorithm 1. Online algorithm for response and not response

Input: e = (¢, a, t) the event to be processed (c is the case id of the event, a is the activity
name, t is the timestamp)

1 if L is not defined then define the empty set L

2 if activationsCounter. is not defined then define the map activationsCounter.

3 if pendingActivations, is not defined then define the map pendingActivations,

a if a ¢ activationsCounter..keys then

5 activationsCounter..put(a, 1)

6 foreach | € L. do

7 pendingActivations,.put((l, a), 0)

8 pendingActivations,.put((a,l), 1)

9 else
10 activationsCounter..put(a, activationsCounter..get(a) + 1)
11 foreach (ki, k2) € pendingActivations,.keys do
12 if k2 = a then /* a equals to the second activity name */
13 pendingActivations,.put((ki, a), 0)
14 else if k1 = a then /* a equals to the first activity name */
15 acts < pendingActivations,.get((a, k2))
16 pendingActivations,.put((a, k2), acts + 1)

17 if a ¢ L then L <+ LU {a}

pendingActivations, is a map defined for each case ¢ and containing the number
of pending activations in ¢ for each response constraint activated in ¢ (the keys
in the map are pairs of activity names representing the constraint parameters).

The algorithm receives as input an event e = (c,a,t), where ¢ is the case
id, a is the activity name and t is the timestamp. This event is processed by
updating maps activationsCounter, and pendingActivations.. If ¢ is a new case,
these maps are first defined (lines 2H3]).

Then, if @ has never occurred in ¢ (i.e., if a is not in activationsCounter.), a
is added as a key in activationsCounter,. with number of occurrences equal to 1
(a has occurred only once in c). Lines of the algorithm are used to update
map pendingActivations. when a occurs in ¢ for the first time. In particular, all
the response constraints having a as second parameter cannot have any pending
activation when a occurs (all of them are fulfilled when a occurs). Therefore,
line [7 of the algorithm sets to 0 the number of pending activations in ¢ for the
response constraints having a as second parameter. On the other hand, all the
response constraints having a as first parameter are activated when a occurs and
waiting for some other event to occur. Then, a is a pending activation for these
constraints (and the only one). Therefore, line [§ of the algorithm sets to 1 the
number of pending activations in ¢ for the response constraints having a as first
parameter.

If @ has already occurred in ¢ (i.e., if a is already in activationsCounter.),
the number of occurrences of a is incremented by 1 in activationsCounter.. Line
I3 of the algorithm sets to 0 the pending activations in ¢ for the response con-
straints having a as second parameter. On the other hand, all the response con-
straints having a as first parameter are activated when a occurs and, therefore,
the number of pending activations for these constraints in ¢ is incremented by 1.
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Algorithm 2. Online algorithm for precedence and not precedence

Input: e = (¢, a, t) the event to be processed (c is the case id of the event, a is the activity
name, t is the timestamp)

1 if L is not defined then define the empty set L

2 if activationsCounter. is not defined then define the map activationsCounter.
3 if fulfilledActivations, is not defined then define the map fulfilledActivations,
a if a ¢ activationsCounter. then

5 activationsCounter..put(a, 1)

6 foreach | € L. do

7 if | € activationsCounter. then

8 fulfilledActivations,.put((l, a), 1)

9 fulfilledActivations,.put((a,l), 0)
10 else
11 fulfilledActivations,.put((l, a), 0)
12 fulfilledActivations,.put((a,l), 0)
13 else
14 activationsCounter..put(a, activationsCounter..get(a) + 1)
15 foreach | € L do
16 if | € activationsCounter. then
17 acts < fulfilledActivations,.get((l, a))
18 fulfilledActivations,.put((l, a), acts + 1)

19 if a ¢ L then L+ LU{a}

Finally (line [T), if activity name a is observed for the first time in the event
stream, a is added to L.

Using the algorithm just described it is possible to count the number of activa-
tions for every candidate response constraint (using maps activationsCounter.),
and the number of violations (counting the number of activations still pending in
maps pendingActivations.). These metrics are enough for deriving, at any point
in time, fulfillment ratio and violation ratio for (not) response constraints.

3.2 Precedence and Not Precedence

The algorithm presented in this section can be used for the online discovery of
precedence and not precedence constraints. We illustrate the algorithm (Algo-
rithm [2)) for the precedence template. A variant of this algorithm can be easily
derived for the online discovery of alternate precedence and chain precedence
constraints.

L is again the set of all the activity names occurred in the event stream
(in all the cases). activationsCounter. is a map containing, for each activity
name, the number of its occurrences in c. fulfilledActivations. is a map defined
for each case ¢ and containing the number of fulfilled activations in ¢, for each
precedence constraint activated in ¢ (the keys in the map are pairs of activity
names representing the constraint parameters).

The algorithm receives as input an event e = (¢, a,t) belonging to a case c.
This event is processed by updating maps activationsCounter. and fulfilledAc-
tivations.. If ¢ is a new case, these maps are first defined (lines 2H3)).
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If a has never occurred in ¢, a is added as a key in activationsCounter,. with
number of occurrences equal to 1. Lines[B{I2 are used to update map fulfilledAc-
tivations. when a occurs in c¢ for the first time. In particular, for each activity
[ in L, the precedence constraint having a as first parameter and [ as second
parameter has no fulfillments. Indeed, this constraint is activated when [ occurs
and is fulfilled if [ is preceded by a. This cannot be the case because a has oc-
curred now for the first time. Therefore, lines [@ and [[2] of the algorithm sets to
0 the number of fulfilled activations in ¢ for the precedence constraints having I
as second parameter. For each activity [ in L, the precedence constraints having
[ as first parameter and a as second parameter are activated when a occurs.
In particular, a is a fulfillment if and only if [ has already occurred in ¢. Only
in this case, the algorithm sets to 1 the number of fulfilled activations (line []).
Otherwise, the number of fulfilled activations is 0 (line [IT)).

If a has already occurred in ¢, the number of occurrences of a is incremented
by 1 in activationsCounter.. For each event [ in L, the precedence constraints
having [ as first parameter and a as second parameter are activated when a
occurs. Therefore, if [ has already occurred in ¢ (and only in this case), the
algorithm increments by 1 the number of fulfilled activations in ¢ for the prece-
dence constraints having a as second parameter (line [Ig)). If activity name a has
occurred for the first time in the event stream, a is added to L.

Using the algorithm just described it is possible to count the number of
activations for every candidate precedence constraint (using maps activation-
sCounter.), and the number of fulfillments (counting the number of fulfilled
activations in maps fulfilledActivations.). With this information it is possible
to derive, at any point in time, fulfillment ratio and wviolation ratio for (not)
precedence constraints.

3.3 Responded Existence and Not Responded Existence

We use Algorithm [3] to discover responded existence and not responded existence
constraints. We illustrate the algorithm for the responded existence template.

As in the algorithms already discussed, also for this algorithm, L is the set
of all the activity names occurred in the event stream. activationsCounter. con-
tains, for each activity name, the number of its occurrences in c¢. pendingAc-
tivations. contains the number of pending activations in ¢ for each responded
existence constraint activated in c.

The algorithm receives as input an event e = (¢, a,t) belonging to a case c.
This event is processed by updating maps activationsCounter. and pendingAc-
tivations.. If ¢ is a new case, these maps are first defined (lines [213]).

Then, if activity a has never occurred in ¢, a is added as a key in activation-
sCounter. with number of occurrences equal to 1. Lines of the algorithm
are used to update map pendingActivations. when activity a occurs in ¢ for the
first time. In particular, all the responded existence constraints having a as sec-
ond parameter cannot have pending activations (all of them are fulfilled when a
occurs). Therefore, line [ of the algorithm sets to 0 the pending activations in
¢ for the responded existence constraints having a as second parameter. On the
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Algorithm 3. Algorithm for responded existence and not resp. existence

Input: e = (¢, a, t) the event to be processed (c is the case id of the event, a is the activity
name, t is the timestamp)

1 if L is not defined then define the empty set L

2 if activationsCounter. is not defined then define the map activationsCounter.
3 if pendingActivations, is not defined then define the map pendingActivations,
a if a ¢ activationsCounter. then

5 activationsCounter..put(a, 1)

6 foreach | € L. do

7 pendingActivations,.put((l, a), 0)

8 if | € activationsCounter. then

9 pendingActivations,.put((a,l), 0)

10 else

11 pendingActivations,.put((a,l), 1)

12 else

13 activationsCounter..put(a, activationsCounter..get(a) + 1)

14 foreach (ki, k2) € pendingActivations,.keys do

15 if ko = a then /* a equals to the second event */
16 pendingActivations,.put((k1,a),0)

17 else if k1 = a then /* a equals to the first event */
18 if ks € activationsCounter. then

19 pendingActivations,.get((a, k2))
20 else
21 acts <— pendingActivations,.get((a, k2))
22 pendingActivations,.put((a, k2), acts + 1)

23 if a ¢ L then L+ LU {a}

other hand, for each event [ in L, the responded existence constraints having a
as first parameter and [ as second parameter are activated when a occurs. In
particular, a is a fulfillment if and only if [ has already occurred in c. In this case,
the algorithm sets to 0 the number of pending activations in ¢ (line [@). Other-
wise, if [ has not occurred in ¢ yet, a is a pending activation and the algorithm
sets to 1 the number of pending activations (line [T]).

If activity name a has already occurred in ¢, the number of occurrences of
a is incremented by 1 in activationsCounter.. Line of the algorithm sets to
0 the pending activations in ¢ for the responded existence constraints having
a as second parameter (there are no longer pending activations for these con-
straints when a occurs). All the responded existence constraints having a as first
parameter are activated when a occurs and, therefore, the number of pending
activations for these constraints in ¢ is set to 0 if the second parameter has al-
ready occurred and is incremented by 1 if the second parameter has not occurred
yet. Finally (line [23)), if activity name a has occurred for the first time in the
event stream, a is added to L.

4 Stream Mining Algorithms

As mentioned earlier in this paper, an event stream is an infinite sequence of
events. Due to the infinite amount of cases we need to cope with and due to the
finite memory size available, we need approaches to remove less significant cases
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Algorithm 4. Stream Mining with Sliding Window

Input: S: event stream; maz s : maximum size of the memory

1 Let M be the available memory
2 forever do

3 e < observe(S) /* Observe a new event e = (c,a,t) */
/* Check if event e has to be used */

a if analyze(e) then

/* Memory update */
5 if size(M) = mazy; then
6 shiaft (M)
7 insert(M, e)

/* Mining update */
8 if perform mining then
9 DeclareMiner(M)

and keep only the most representative ones. In this work, we use two approaches
to deal with infinite streams: sliding window and an adaptation of lossy count-
ing [I8]. The first approach is very simple and effective but, as shown in our
experimentation, not very efficient; the second approach is more complex but
guarantees better performance and, at the same time, good quality of the re-
sults. In general, both these approaches give us strategies that guide the decision
about which information is not useful anymore and, therefore, can be forgotten.

4.1 Sliding Window

One of the simplest way to tackle the stream mining problem is to collect events
for a certain observation period and apply the “off-line version” of a discovery
algorithm on the collected data. This idea is presented in Algorithm Hl and the
approach is called sliding window. An event e = (¢, a,t) observed in a stream S
(line [3) is analyzed (line M) to decide whether it will be considered for miningE
If the analyze function returns true, the algorithm inserts the new event into the
memory M (line [7)). When M reaches its maximum size (line [), it is necessary
to delete the oldest event (line [l). Periodically (e.g., after the observation of a
certain number of events), it is possible to perform the discovery. In our case,
we can run the Declare Miner [15], but any other discovery algorithm can be
applied.

The main drawback of the sliding window approach is that the time required
for processing an event is completely unbalanced and strongly depends on the
event processed. In particular, when a new event is observed, most of the times,
only inexpensive operations are performed (i.e., insert(M,e)). However, when
the model must be updated, the log retained in memory is mined from scratch.
This implies that, in this case, the event is handled at least twice: the first time
to store it in the memory M and the second time by the discovery algorithm.

* In general, all the incoming events are analyzed. Only in extreme cases in which it
is not possible to store further events in memory, the new events are discarded.
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Algorithm 5. Stream Mining with Lossy Counting

Input: S event stream; ¢ maximum allowed error; 7 template.

1 N<+1
2 w4 [ﬂ /* Define the bucket width */
3 Dr=10 /* Main data structure, its type is

D : case id X replayer for template T X frequency X mazimum error */
4 forever do

5 beurrent = H}” /* Define the current bucket id */
6 e + observe(S) /* Observe a new event, where e = (c,a,t) */
/* Update data structure Dy */
7 if 3 (ccandidate, 7, f, A) € D7 such that ceandidate = ¢ then
8 Process event e on replayer r
9 Update the (¢, 7, f, A) tuple of D7, by incrementing f by 1
10 else
11 r7 < new replayer for template T
12 D7 < D7 U{(c, 77,1, beurrent — 1)}
/* Periodic cleanup */
13 if N =0 mod w then
14 foreach (ciier, 7, f, A) € D7 such that f + A < beyrrent do
15 Remove (cier, 7, f, A) from Dy
/* Generate model */
16 if model then
17 Extract constraints from D
18 N+ N+1 /* Increment the buckets counter */

Generally speaking, however, an off-line algorithm may iterate several times on
a log. This issue is critical since, in online settings, for performance reasons, it
is desirable a procedure that analyze each event no more than once.

4.2 Lossy Counting

One of the strongest approach that can be used to solve the approximate fre-
quency counting problem is called lossy counting. In this section, we present a
modified version of lossy counting that can be used for the discovery of Declare
models. The entire procedure is presented in Algorithm [l

The basic idea of lossy counting is to divide the stream into ideal buckets,
each of them with size w = {ﬂ, where € € (0,1) is a parameter indicating the
maximum allowed error (0 means that no data is discarded, leading to large
space usage; 1 indicates that almost all historical data is discarded, leading to
less reliable results). The current bucket (i.e., the bucket containing the last
event observed) i beyrrent = HX ], where N is the number of events observed so
far.

The most important data structure used by this approach is a set of entries of
the form (c,r, f, A), where c is the identifier of a case (a case id), r is the replayer
associated with a Declare template 7 and implementing one of the algorithms
illustrated in Section Bl f is the estimated frequency of case ¢ and A is the
current maximum error. Note that there is a replayer for each case and for each
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template and each replayer keeps track of the activations, the fulfillments and
the violations in that case for that template.

Every time a new element e = (¢, a, t) is observed (line[dl), the algorithm checks
whether the data structure contains an entry for case ¢ (line [7). If such entry
exists, then its frequency value f is incremented by one and the replayer processes
the new event (lines [BHO)). Otherwise a new tuple is added, (¢, 77,1, beurrent — 1)
(where r7 is a new replayer, for case ¢) at line Every time N =0 mod w,
the algorithm cleans the data structure by removing the entries that satisfy the
inequality f + A < beyrrent (line [MH). Such condition ensures that, every time
the cleanup procedure is executed, beyrrens < €N. Periodically (e.g., after the
observation of a certain number of events), it is possible to extract the set of
valid constraints as described in Section [3 (line [I7]).

5 Case Study

We implemented the algorithms illustrated in the previous sections as a plug-in
of the process mining tool ProM (http://www.processmining.org). To carry
out our experimentsf] we have generated two synthetic logs (£; and Lg) by
modeling two variants of the insurance claim process described in [4] in CPN
Tools (http://cpntools.org) and by simulating the models. £; contains 14,840
events and £ contains 16,438 events. We merged the logs (four alternations of £,
and L3) using the Stream Package, publicly available in the ProM repositories.
The same package has been used to transform the resulting log into an event
stream.

Starting from the generated stream, we have compared the effectiveness and
the efficiency of the online process discovery using the lossy counting approach
with respect to the approach based on sliding window. In our experimentation,
we discovered a Declare model every 1000 events processed, i.e., we fixed an
evaluation point every 1000 events

For evaluating the effectiveness of the two approaches, we have used metrics
precision and recall [20]. To compute recall and precision we assumed that the
discovered Declare constraints could be classified into one of four categories,
i.e., i) true-positive (Tp: correctly discovered); i) false-positive (Fp: incorrectly
discovered); iii) true-negative (T: correctly missed); iv) false-negative (Fy: in-
correctly missed). Precision and recall are defined as

. Tp Tp
Precision T 1 Fp Recall Tp 1 Fy’ (1)
The gold standard used as reference is the set of all true positive instances. In
our experiments, we have used as gold standards two Declare models (M; and

5 All the experiments have been conducted on a machine with an Intel i7 processor
(limiting the execution to just one core), 8 GB of RAM and the Oracle Java virtual
machine installed on a GNU/Linux Ubuntu operating system.

5 In all the experiments, we discover (not) response, (not) precedence and (not) re-
sponded existence constraints.
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M) discovered from £q and Lo using the Declare Miner (available in ProM)
and containing constraints satisfied in all the cases. Precision and recall have
been evaluated in every evaluation point. To compute them, we have used either
M or M5 as gold standard based on whether the evaluation point corresponds
to an event belonging to £1 or Lo respectively. In every evaluation point, we
selected the constraints with fulfillment ratio equal to 1 among the candidate
constraints generated by the lossy counting approach and discovered (with the
Declare Miner) the constraints with support 100% in the sliding window ap-
proach. Then, we compared these sets of constraints with the gold standards. A
discovered constraint is classified as true-positive or false-positive depending on
whether it belongs to the gold standard or not. A constraint that belongs to the
gold standard but that has not been discovered is a false-negative.
In Fig. B we show the trend of the harmonic mean of precision and recall

Precision - Recall

F, =2 (2)

" Precision + Recall

for the lossy counting approach. The plot shows that the quality of the discovered
models in every evaluation point is sufficiently high with respect to the gold
standards.
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Fig. 4. Time efficiency for lossy counting and sliding window approaches. Both graphs
use logarithmic scales

In Fig. Bl we show the trend of Fy for the sliding window approach. Concern-
ing the configuration parameters chosen for this experiment, the quality of the
models generated by the sliding window approach is, on average, higher with
respect to the models generated by the lossy counting approach, even if it has
a higher variance. However, as shown later in this section, for the same config-
uration parameters, the approach based on sliding window is extremely more
expensive in terms of time efficiency. Note that the values for F7 are, in both
cases, not very high. This is due to the fact that incomplete traces might not be
able to provide insight into violations (see [29]). Both approaches are able to de-
tect the concept drifts correctly, since the comparisons with both gold standards
lead to good values for F}.

The efficiency of the two approaches has been evaluated through 7) the number
of events processed per second (for evaluating the response times of the two
approaches) and i) the number of events stored at each evaluation point (for
evaluating the memory size needed). For the lossy counting-based approach, we
have evaluated these two metrics for different values of the maximum allowed
error. For the sliding window-based approach, we have evaluated he metrics for
different sizes of the window.

The results are shown in Fig. @l Plots (a) and (b), in Fig. @ report the
number of events that each approach is able to analyze per second. As expected,
the time efficiency in both cases depends on the configuration parameters. For
the lossy counting approach, the lower is the allowed error, the greater is the
number of replayers to be updated (and this results in a lower efficiency). For
the sliding window approach, the larger is the window size, the larger is the log
to be mined at every evaluation point (again, this has a negative influence over
the time efficiency). In general, however, it is evident that, when trying to obtain
models with good quality, the sliding approach becomes much more inefficient
than the approach based on lossy counting.

Plots (a) and (b) of Fig. Bl report the space usage for the two approaches to
store events. For the lossy counting approach, the larger is the allowed error, the
lower is the space required (since less events must be retained). When € = 0, no
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data is discarded and, therefore, the space usage grows linearly (the plot uses a
logarithmic scale). In all the other cases, given an error value, the space required
is rather constant. Some variations may be due to concept drifts. Indeed, when
we pass from £; to Lo in the event stream, cases belonging to the first log are
discarded because become out of date. For the sliding window case, the space
usage is constant and proportional to the window size.

Table 2. Applicability to the BPI Challenges 2011, 2012 and 2013

No. of activity Total events Total proces- Milliseconds Events
Event stream . N

names processed sing time (secs) per event per second
2011 BPI Challenge 623 150291 2977.238 19.81 50.48
2012 BPI Challenge 36 262 200 191.406 0.73 1369.86
2013 BPI Challenge 13 65533 37.350 0.57 1754.56

Finally, we checked the applicability of the lossy counting approach to assess
its scalability when the number of activities in the process is high and, then,
the number of candidate constraints grows. In Table 2 we specify the execution
time for the logs provided in the BPI Challenges 2011 [1], 2012 [27] and 2013 [24]
(maximum allowed error 0.01). This table shows that the approach is applicable
even for streams containing more than 600 activity names. Of course, this solu-
tion is more expensive in terms of time and memory. However, to improve this
aspect and deal also with these extreme cases, the approach can be adapted by
using approaches that try to keep track only of the most interesting candidates.
This can be easily done by integrating this approach with approaches to discover
frequent item sets like the one proposed in [15]. Another way to save memory in
this sense is to remove redundancies as explained in [I6]. For example, if a con-
straint is stronger than another, it is possible to monitor only the strongest one
and consider the weakest only if the strongest is violated. Another approach to
avoid redundancies and contradictions in the discovered constraints is explained
in [22123].
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6 Conclusion

In this paper, we presented a novel framework for the online discovery of declara-
tive process models from streaming event data. The framework is able to produce
at runtime an updated picture of the process behavior in terms of LTL-based
business constraints. Moreover, it gives to the user meaningful information about
the most significant concept drifts occurring during the process execution. The
proposed approach combines algorithms for the online discovery of Declare mod-
els and algorithms for stream mining. The framework has been implemented in
ProM. Our experimentation shows the higher effectiveness of the approach based
on sliding window with respect to the approach based on lossy counting at the
cost of very poor performances.

As future work, we will conduct a wider experimentation of the proposed
framework on several case studies also in real-life scenarios. In this way, it will
be possible to understand what can be improved and how. It may be the case,
for example, that some templates are more difficult to discover than others. As
discussed in Section 5, optimizations are also possible in terms of time efficiency
and memory usage.

Acknowledgement. Andrea Burattin and Alessandro Sperduti are supported
by the Eurostars-Eureka project PROMPT (E!6696). The authors would like to
thank Francesca Rossi and Paolo Baldan for their advice.

References

1. 3TU Data Center. BPI Challenge 2011 Event Log (2011),
doi:10.4121 /uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54

2. Aggarwal, C.: Data Streams: Models and Algorithms. Advances in Database Sys-
tems, vol. 31. Springer, US (2007)

3. Bifet, A., Holmes, G., Kirkby, R., Pfahringer, B.: MOA: Massive Online Analysis
Learning Examples. Journal of Machine Learning Research 11, 1601-1604 (2010)

4. Jagadeesh Chandra Bose, R.P.: Process Mining in the Large: Preprocessing, Dis-
covery, and Diagnostics. PhD thesis, Eindhoven University of Technology (2012)

5. Burattin, A., Maggi, F.M., van der Aalst, W.M.P., Sperduti, A.: Techniques for a
Posteriori Analysis of Declarative Processes. In: EDOC, pp. 41-50 (2012)

6. Burattin, A.: Applicability of Process Mining Techniques in Business Environ-
ments. PhD Thesis, University of Bologna (2013)

7. Burattin, A., Sperduti, A., van der Aalst, W.M.P.: Heuristics Miners for Streaming
Event Data. ArXiv CoRR (December 2012)

8. Chesani, F., Lamma, E., Mello, P., Montali, M., Riguzzi, F., Storari, S.: Exploit-
ing Inductive Logic Programming Techniques for Declarative Process Mining. In:
Jensen, K., van der Aalst, W.M.P. (eds.) TOPNOC II. LNCS, vol. 5460, pp. 278-
295. Springer, Heidelberg (2009)

9. Cormen, T.H., Stein, C., Rivest, R.L., Leiserson, C.E.: Introduction to Algorithms,
2nd edn. The MIT Press (September 2001)

10. Di Ciccio, C., Mecella, M.: Mining constraints for artful processes. In: Abramowicz,
W., Kriksciuniene, D., Sakalauskas, V. (eds.) BIS 2012. LNBIP, vol. 117, pp. 11-23.
Springer, Heidelberg (2012)



11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.
25.

26.

27.
28.

29.

30.

Online Process Discovery to Detect Concept Drifts 111

Gaber, M.M., Zaslavsky, A., Krishnaswamy, S.: Mining Data Streams: a Review.
ACM Sigmod Record 34(2), 18-26 (2005)

Goedertier, S., Martens, D., Vanthienen, J., Baesens, B.: Robust process discovery
with artificial negative events. JMLR 10, 1305-1340 (2009)

Golab, L., Tamer Ozsu, M.: Issues in Data Stream Management. ACM SIGMOD
Record 32(2), 5-14 (2003)

Kupferman, O., Vardi, M.Y.: Vacuity Detection in Temporal Model Checking. Int.
Journal on Software Tools for Technology Transfer, 224-233 (2003)

Maggi, F.M., Jagadeesh Chandra Bose, R.P., van der Aalst, W.M.P.: Efficient
discovery of understandable declarative process models from event logs. In: Ralyté,
J., Franch, X., Brinkkemper, S., Wrycza, S. (eds.) CAiSE 2012. LNCS, vol. 7328,
pp. 270-285. Springer, Heidelberg (2012)

Maggi, F.M., Jagadeesh Chandra Bose, R.P., van der Aalst, W.M.P.: A knowledge-
based integrated approach for discovering and repairing declare maps. In: Salinesi,
C., Norrie, M.C., Pastor, O. (eds.) CAISE 2013. LNCS, vol. 7908, pp. 433-448.
Springer, Heidelberg (2013)

Maggi, F.M., Mooij, A.J., van der Aalst, W.M.P.: User-guided discovery of declar-
ative process models. In: Proc. of CIDM, pp. 192-199. IEEE (2011)

Manku, G.S., Motwani, R.: Approximate Frequency Counts over Data Streams. In:
VLDB, pp. 346-357 (2002)

Pichler, P., Weber, B., Zugal, S., Pinggera, J., Mendling, J., Reijers, H.A.: Impera-
tive versus declarative process modeling languages: An empirical investigation. In:
Daniel, F., Barkaoui, K., Dustdar, S. (eds.) BPM Workshops 2011, Part I. LNBIP,
vol. 99, pp. 383-394. Springer, Heidelberg (2012)

Rozinat, A., Alves de Medeiros, A.K., Giinther, C.W., Weijters, A.J.M.M., van der
Aalst, W.M.P.: The need for a process mining evaluation framework in research
and practice: position paper. In: ter Hofstede, A.H.M., Benatallah, B., Paik, H.-Y.
(eds.) BPM 2007 Workshops. LNCS, vol. 4928, pp. 84-89. Springer, Heidelberg
2008)

échweikardt, N.: Short-Entry on One-Pass Algorithms. In: Encyclopedia of
Database Systems, pp. 1948-1949 (2009)

Smirnov, S., Weidlich, M., Mendling, J., Weske, M.: Action patterns in business
process models. In: Baresi, L., Chi, C.-H., Suzuki, J. (eds.) ICSOC-ServiceWave
2009. LNCS, vol. 5900, pp. 115-129. Springer, Heidelberg (2009)

Smirnov, S., Weidlich, M., Mendling, J., Weske, M.: Action patterns in business
process model repositories. Computers in Industry 63(2), 98-111 (2012)

Steeman, W.: Bpi challenge 2013, incidents (2013)

van der Aalst, W.M.P.: Process Mining: Discovery, Conformance and Enhancement
of Business Processes. Springer (2011)

van der Aalst, W.M.P., Pesic, M., Schonenberg, H.: Declarative Workflows: Bal-
ancing Between Flexibility and Support. Computer Science - R&D, 99-113 (2009)
van Dongen, B.F.: Bpi challenge 2012 (2012)

Daelemans, W., Goethals, B., Morik, K. (eds.): ECML PKDD 2008, Part I. LNAI
(LNAI), vol. 5211, pp. 672-687. Springer, Heidelberg (2008)

Weidlich, M., Ziekow, H., Mendling, J., Glinther, O., Weske, M., Desai, N.: Event-
based monitoring of process execution violations. In: Rinderle-Ma, S., Toumani,
F., Wolf, K. (eds.) BPM 2011. LNCS, vol. 6896, pp. 182-198. Springer, Heidelberg
(2011)

Widmer, G., Kubat, M.: Learning in the Presence of Concept Drift and Hidden
Contexts. Machine Learning 23(1), 69-101 (1996)



Determining the Link and Rate Popularity
of Enterprise Process Information*

Bernd Michelberger!, Bela Mutschler', Markus Hipp?, and Manfred Reichert?

! University of Applied Sciences Ravensburg-Weingarten, Germany
{bernd.michelberger,bela.mutschler}@hs-weingarten.de
2 QGroup Research & Advanced Engineering, Daimler AG, Germany
markus.hipp@daimler.com
3 Institute of Databases and Information Systems, University of Ulm, Germany
manfred.reichertQuni-ulm.de

Abstract. Today’s knowledge workers are confronted with a high load
of heterogeneous information making it difficult for them to identify the
information relevant for performing their tasks. Particularly challenging
is thereby the alignment of process-related information (process informa-
tion for short), such as e-mails, office files, forms, checklists, guidelines,
and best practices, with business processes. In previous work, we intro-
duced the concept of process-oriented information logistics (POIL) to
bridge this gap. POIL allows for the process-oriented and context-aware
delivery of relevant process information to knowledge workers. So far, we
have introduced concepts to integrate business processes with process in-
formation. A remaining challenge is to identify the process information
relevant for a given process context. This paper tackles this challenge and
extends our POIL approach with techniques and algorithms for identi-
fying relevant process information. More specifically, we introduce two
algorithms for determining the relevance of process information based on
their link and rate popularity. We use a scenario from the automotive
domain to demonstrate and validate the applicability of our approach.

Keywords: process-oriented information logistics, process information
relevance, link popularity algorithm, rate popularity algorithm.

1 Introduction

Today’s knowledge workers are confronted with a continuously increasing
amount of heterogeneous information in their day-to-day operations [I]. Exam-
ples include e-mails, office files, process descriptions, forms, checklists, guidelines,
working instructions, and best practices. This information may be accessed, for
example, through shared drives, databases, portals, or enterprise information
systems. Particularly, knowledge workers are not only interested in quickly
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accessing this information, but also require comprehensive and aggregated in-
formation when performing a certain task [2I3]. Identifying information required
in this context, however, is much more time-consuming and complex than just
managing information [4]. Problems frequently encountered include, for example,
incomplete, incorrect, unpunctual, or outdated information [5].

A particular challenge is to align process-related information (process informa-
tion for short) with business processes. In practice, process information is not
only stored in large, distributed, and heterogeneous data sources, but usually
managed separately from business processes. Shared drives, databases, portals,
and enterprise information systems are used to manage process information.
In turn, business processes are managed using process management technology.
Hence, in practice, process information and business processes are often manu-
ally linked, i.e., process information is hard-wired to business processes, e.g., in
Intranet portals linking specific process information with process tasks. However,
this approach often fails due to high maintenance efforts and missing support
for the specific requirements of individual process participants.

To tackle this challenge, in previous work, we introduced the concept of
process-oriented information logistics (POIL) as new paradigm for delivering
the right process information, in the right format and quality, at the right place,
at the right point in time, and to the right people [6l7]. Specifically, POIL shall
enable a process-oriented and context-aware (i.e., personalized) delivery of rel-
evant process information to knowledge workers. Goal is to no longer manually
hard-wire process information to business processes, but to identify and deliver
relevant process information to knowledge workers automatically.

This paper extends our POIL approach and introduces techniques for deter-
mining the relevance of process information based on two algorithms. The first
one determines the link popularity of process information based on their rela-
tionships. The second one determines the rate popularity of process information
based on user ratings. Section 2 sketches POIL. Section 3 provides formal defini-
tions required for describing the algorithms. Section 4 introduces the algorithms
in detail. Section 5 presents a scenario and a survey verifying the applicability
of our algorithms. Section 6 discusses related work and Section 7 concludes the
paper with a summary and outlook.

2 Process-Oriented Information Logistics

Traditional information logistics (IL) approaches deal with the question of how
to deliver information to knowledge workers as effectively and efficiently as pos-
sible [§]. For this purpose, basic principles from the fields of material logistics
and lean management are applied. Examples include just-in-time delivery [9]
and satisfaction of customer needs [10]. Particularly, IL aims at delivering that
information to knowledge workers fitting their demands best. Thus, information
awareness (e.g., awareness of information quality and flows) and, to a smaller
extent, context awareness (e.g., awareness of the user context for the delivery of
personalized information) adopt a key role in IL [I1] (cf. Fig. [).
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Although IL is independent from the use of information and communication
technology (ICT), the latter has been intensively used as IL enabler for several
years. Consider ICT solutions in areas like business intelligence, management
information systems, and enterprise content management. However, these solu-
tions also suffer from shortcomings like limited applicability (e.g., only applicable
within enterprises and not between them) [12], missing operational functionality
(e.g., only the management level is addressed) [13], and lack of process awareness
(e.g., delivering information without considering the current process context).

information
awareness

context process
awareness awareness

Fig. 1. Problem dimensions of IL and POIL

Missing process awareness in contemporary IL solutions has guided our devel-
opment of process-oriented information logistics (POIL) [6]. POIL aligns process
information with business processes, both at the process schema and process in-
stance level [I4]. It enables a process-oriented and context-aware delivery of
process information to knowledge workers. Thereby, POIL not only combines
information and context awareness, but takes process awareness into account
as well (cf. Fig. [Il), i.e., awareness of process schemas and corresponding in-
stances. Note that POIL focuses on knowledge-intensive business processes in-
volving large amounts of process information, expertise, user interaction, cre-
ativity, and decision-making [I5] such as the engineering of cars or the medical
treatment of patients in hospitals.

The core component of any POIL is a semantic information network (SIN),
which comprises unified information objects (e.g., e-mails, guidelines, best prac-
tices), process objects (e.g., tasks, pools, lanes, data objects, events, task in-
stances), and the relationships (e.g., ”is similar to”, ”has same author as”) be-
tween them. In particular, a SIN allows identifying objects linked to each other
in the one or other way, e.g., information objects addressing the same topic or
needed when performing a particular process task. In order to create a SIN,
business processes and process information are transformed into unified process
and information objects (cf. Fig. Bh-b). In the second step, these objects are
semantically analyzed to detect their relationships (cf. Fig. 2k) [7/16].

More precisely, the SIN is created in six consecutive phases (see [6] for details).
Our main idea is to split up business processes into their constituent process
objects and to integrate the latter with information objects in the SIN. For
creating and maintaining a SIN, we apply algorithms provided by a semantic
middleware we use to implement the SIN (see [6] for details). These algorithms,
however, do not allow identifying relevant, i.e., currently needed, information
objects within a SIN. What we additionally need are further algorithms. This is
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Fig. 2. Schematic and simplified creation of a SIN

indispensable in order to reach the aforementioned goals of POIL, i.e., to provide
knowledge workers with the right process information.

Generally, the SIN’s relationships may exist between information objects (e.g.,
a guideline similar to another one), between process objects (e.g., an event trig-
gering a subprocess), and between information and process objects (e.g., an
instruction required for executing a task) (cf. Fig. Bh-c). Further, a relationship
can be either ezplicit (i.e., hard-wired) or implicit (i.e., not hard-wired). Explicit
relationships are, for example, modeled data flows in a process schema. Implicit
relationships, in turn, are automatically identified by a variety of algorithms
and link, for example, objects addressing the same topic or objects used in the
same working context [6]. Moreover, relationships are labeled (e.g., ”is a tem-
plate”) and weighted. A weight is expressed in terms of a number ranging from
0 to 1 (with 1 indicating the strongest possible relationship) [I6]. This allows
determining why objects are interlinked and how strong their relationship is.

(a) @ is similar t0;0.4 @ (b) triggers;1.0 (C) @ is linked to;1.0 @
.' '.

Guideline Guideline Event Subprocess Instruction Task

Fig. 3. Relationships between objects

3 Preliminaries

Generally, a SIN is a labeled and weighted directed graph. Each directed edge
e = (u,v) represents a relationship and is associated with an ordered pair
of wertices (u,v), which represents information and process objects; u is the
source and v is the destination of e. Based on this, a SIN is formally defined as
follows:

Definition 1 (SIN). A labeled and weighted digraph is called semantic infor-
mation network SIN = (V, E, L, W, fi, fu), if:

o V is a set of vertices representing information and process objects
e [ is a set of edges representing relationships between objects
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L is a set of labels indicating relationship reasons

W is a set of weights representing the relevance of relationships
fi is a labeling function with f;: E — L

assigning to each edge e € E(SIN) a label fi(e) € L

fw s a weighting function with f, : E — W

assigning to each edge e € E(SIN) a weight f,(e) € W = [0, 1]

The membership of V' and E in SIN is denoted as V(SIN) and E(SIN). A
SIN constitutes a finite graph, i.e., V and E are finite sets [I7]. A SIN may contain
slings (i.e., 3 e = (v,v), cf. Fig. @h), parallelism (i.e., 3 e = (u,v) A f = (u,v),
cf. Fig. @b), and anti-parallelism (i.e., 3 e = (u,v) A f = (v,u), cf. Fig. @k).

Fig. 4. Slings, parallelism and anti-parallelism of SINs

In general, each vertex v may have several incoming and outgoing edges. The
number of incoming edges of a vertex constitutes its incoming degree, whereas
the number of outgoing edges is denoted as outgoing degree. The total degree of
a vertex corresponds to the sum of its incoming and outgoing degrees. Vertices
having no incoming edges are denoted as unreferenced. In turn, vertices without
outgoing edges are called non-referencing. Finally, vertices being unreferenced
as well as non-referencing are isolated [18].

Definition 2 (Degree). The number of incoming and outgoing edges of a ver-
tex v € V(SIN) is denoted as degree of v, where:

e deg~ (v) is the incoming degree of a vertex v € V(SIN) which is
denoted as deg~(v) = |[E~ (v)| = |[{e = (z,y) € E | y = v}

e degt(v) is the outgoing degree of a vertex v € V(SIN) which is
denoted as deg™ (v) = |[ET(v)| = |{e = (z,y) € E | x = v}

o deg(v) is the total degree of a vertex v € V(SIN) which is
denoted as deg(v) = deg™ (v) +degt(v) = |[E(v)| = |[E~ (v)| + |ET (v)]

Vertices directly relating to a neighbored vertex are called internal neighbor-
hood, whereas vertices referenced by another vertex are called external neigh-
borhood. Then, the total neighborhood corresponds to the union of both internal
and external neighborhood.

Definition 3 (Neighborhood). Referencing and referenced vertices of a ver-
tex v € V(SIN) are denoted as neighborhood of v, where:

o '~ (v) is the internal neighborhood of a vertex v € V(SIN) which is
denoted as I'"(v) =V~ (v) ={u eV~ (v)}
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o 't (v) is the external neighborhood of a vertex v € V(SIN) which is
denoted as 't (v) = VT (v) ={u e V*t(v)}

o I'(v) is the total neighborhood of a vertex v € V(SIN) which is
denoted as I'(v) =T (v) UT' T (v) =V (v) = {ueV(v)}

As set out in Definition [, the function f,, assigns a weight to each edge e.
This weight indicates the relevance of an edge and therewith the strength of the
relationship between two vertices. However, in a SIN, there may be multiple edges
between vertices with different weights. In order to determine the overall strength
between two vertices, we calculate the average weight of all edges between them.
The average weight, of a set of edges F' can be calculated as follows:

avgo(F) = > "1z’ ()
fer

In practice, however, certain edges have to be weighted higher. As an example
consider a "is similar to” relationship, which is usually more important than a
"has same file extension as” relationship. Therefore, we additionally use a signif-
icance function fs with fs : F — Nj assigning to each edge e € E a significance
value fs(e) € Nj. The higher a significance value is, the more important is an

edge. The average weight o of a set of edges F' can be calculated as follows:

N o) * o)
avga(F) =Y _ 5 - ful] (2)
fEF

4 Determining the Relevance of Process Information

In two case studies as well as an online survey [19J20], we already showed that
knowledge workers spend considerable efforts to handle process information. One
challenging task in this context is to identify relevant process information. In
POIL, the SIN constitutes the basis for this task. However, additional techniques
are needed to determine relevant process information, i.e., currently needed in-
formation objects in a SIN dependent on the process context (cf. Fig. [).

Identifying relevant
information objects

Delivering relevant
information objects

; - i
. SIN i ﬂ (;’3\

Fig. 5. Delivering relevant information objects

In the following, we introduce two algorithms for identifying relevant informa-
tion objects in a SIN. The first one determines the link popularity of information
objects based on the SIN’s relationship structure. The second one determines
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the rate popularity of information objects based on user ratings. Note that the
algorithms can be used independently, but can be combined as well.

4.1 Determining Link Popularity

In enterprises, process information is usually not explicitly linked to other process
information or business processes. Therefore, it is not possible to take advantage
of a rich relationship structure within an enterprise environment. Instead, pro-
cess information is implicitly linked to other process information and business
processes, e.g., dealing with the same topic or used in the same process context.
A SIN makes such implicit relationships explicit by means of its edges. The SIN’s
relationship structure enables us to apply algorithms to identify strongly linked
and therefore popular objects. The problem, however, is that existing link pop-
ularity algorithms are not sufficient in our context (as shown in the following).
Thus, we extend them and introduce the SIN LP algorithm, which allows us
determining the link popularity of information objects in a SIN (cf. Fig. [).

not sufficient: not sufficient: sufficient:

‘ InDegree algorithm ‘ - ‘ PageRank algorithm ‘ =) | SIN LP algorithm

Fig. 6. Link popularity algorithms

Basic to any link popularity algorithm is an InDegree algorithm [21] measur-
ing the link popularity LP(v) of an information object v by taking its number
of incoming edges into account (cf. Formula (). The higher the number of
incoming edges is, the greater the popularity of an information object becomes:

LP(v) = deg™ (v) (3)

In a SIN, the InDegree is not really helpful since certain relationships might
be more valuable than others. This issue, in turn, is picked up by the PageR-
ank algorithm [22]: Relationships originating from information objects of high
quality are considered being more valuable than relationships originating from
information objects of low quality (cf. Formula (). Thus, the link popularity
LP(v) of an information object v is calculated as follows (with d corresponding
to a damping factor ranging from 0 to 1):

LP(w)=(1—d)+d Y [Jrt @

wel'~ (v)

However, like the InDegree, the conventional PageRank (originally designed
for the web) is not applicable to a SIN since it only considers single relationships.
In a SIN, there are multiple, weighted, and labeled relationships. Hence, we must
extend the PageRank. First, we have to support multiple relationships:
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LPv)=(1—d)+d Y  [{e=(w,v)€E}x 0 (5)
wel'~ (v)
To also support weighted relationships, we further extend Formula (@) and
include an average weighting function avgy, (cf. Section [)):

LP(w)=(1—=d)+d > avgs({e = (w,v) € E})*|{e = (w,v) € E}|* dg;;g) (6)

wel'~ (v)

Note that Formula (@) only deals with equally weighted relationships. To
finally support differently weighted relationships, we have to extend it by the
average weighting function avga (cf. Section B]):

LPw)=(1—d)+d > avga({e = (w,v) € E})*|{e = (w,v) € B}« I (7)

degt (w)
wel'~ (v)

Based on Formula (7)) it becomes possible to determine the link popularity
of information objects in a SIN. Note that this corresponds to the solution of
a system of equations. In our approach we use an approximate, iterative cal-
culation of the link popularity, i.e., we assign an initial LP(v) = init to each
information object v. The link popularity LP(v) is then iteratively determined
for each information object v as follows (let ¢ be the number of iterationsﬂ:

Input: SIN = (V,E, LW, fi, fw); d; %; init;
Result: LP(v) for each v € V(SIN);
foreach v € V(SIN) do LP(v) = init foreach e € E(SIN) do fs(e) for j =1
to i do
foreach v € V(SIN) do
pop = 0;
foreach w € I'" (v) do
pop = avga({e = (w,v) € E}) *
{e = (w,v) € B} » LP(w) / deg™ (w);

end

LP(v) = (1 —d) + d * pop;
end
J=j+1

end
Algorithm 1. SIN Link Popularity Algorithm

In summary, algorithm [l allows determining the link popularity of information
objects based on the SIN’s relationship structure in an iterative way.

! Our implementation can be found at
http://sourceforge.net/projects/linkinganalyzer/
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4.2 Determining Rate Popularity

This section introduces another algorithm that allows determining the rate pop-
ularity of process information based on user ratings. In enterprises, existing IL
solutions often allow users to rate the quality of process information, e.g., by
means of ”like buttons” or ”five stars ratings”. The set of ratings R can then be
used to determine the rate popularity RP(v) of an information object v. How-
ever, ranking information objects based on user ratings is a non-trivial task.
Like before, we first show that existing algorithms are not sufficient in POIL
and then introduce our SIN RP algorithm, which allows us determining the rate
popularity of information objects in a SIN (cf. Fig. [).

not sufficient: not sufficient: sufficient:

TotalNumber algorithm ‘ =) | AverageRate algorithm ‘ - SIN RP algorithm

Fig. 7. Rate popularity algorithms

An approach to determine rate popularity R(v) of an information object v is
to rank information objects by their total number of ratings |R(v)|:

RP(v) = [R(v)| (®)

Another approach is to determine the rate popularity RP(v) based on the
average user rating using avg(R(v)) of an information object v:

T
RPO= 2. k) ©)

However, applying Formulas () or (@) is not appropriate in a SIN. Both
formulas tend to prefer older information objects available for a longer time
(i.e., there was more time for users to rate for these information objects). This
shortcoming is rather problematic in enterprise environments with continuously
emerging information objects. Using Formula (@) results in another problem:
Assume that in a ”five stars rating” there is an information object with an overall
weight of 4.8, which is based on hundreds of individual ratings. Additionally
assume that another information object is rated by one knowledge worker with
5.0. The latter information object is then directly ranked on the first position.
To avoid this, all ratings must be taken into account.

Thus, we calculate the rate popularity consistent with Bayesian interpretation
[23]. Formula (I0) allows calculating the average rating avg(R) of all informa-
tion objects. Formula (1) then calculates the rate popularity RP(v) of a single
information object v taking both the set of ratings R and the information ob-
jects’ age into account. Thus, we avoid that information objects with few, but
favorable ratings are ranked on the first positions:

aug() = 3 1O a0 10)
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( eV At >0} | *aug(R>)+ (\R(u)\*avg(ﬂ(v»)
I +R)|
P _ [{veV|R(v)>0}| 11
RP(0) o (1)
Algorithm 2] shows how the rate popularity value for each information object
v is calculated taking the set of available user ratings R into account?:

Input: SIN = (V,E, L, W, fi, fu); R;
Result: RP(v) for each v € V(SIN) where |R(v)| > 0;
foreach v € V(SIN) do
if |[R(v)| > 0 then
avg(R) £ |R(v)| * avg(R(v) / |R];
end
end
foreach v € V(SIN) do
if |R(v)| > 0 then
pop = ((|R[ / {v € V| R(v) > O} *
avg(R)) + (|R(v)] * avg(R(v))));
pop =pop / (IR / [{v €V | R(v) > 0}| +
|R(v)]);
RP(v) = pop / age(v);
end

end
Algorithm 2. SIN Rate Popularity Algorithm

In summary, algorithm Plallows determining the rate popularity of information
objects based on user ratings in an easy way.

5 Validation

In order to prove that our algorithms support knowledge workers when perform-
ing knowledge-intensive tasks, we use a real-world scenario from the automotive
domain (cf. Section [B.1]). Specifically, we implement our algorithms (cf. Section
E2) and then compare their outcome with results of a survey among automo-
tive engineers who were asked to manually determine the relevance of process
information related to the considered scenario (cf. Section [B.3)). Doing so, we
aim to show that our algorithmic results can indeed replace the costly and time-
intensive human determination of relevant process information.

5.1 Real-World Scenario

Our scenario (cf. Fig. B) deals with the review of product requirements doc-
umented in functional specifications at a large automotive manufacturer [19].

2 Our implementation can be found at
http://sourceforge.net/projects/ratinganalyzer/
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Goal is to improve as well as to approve such specifications. The underlying
review process is knowledge-intensive, i.e., it comprises large amounts of pro-
cess information (e.g., review protocols, checklists, review templates, guidelines),
user interaction (e.g., ” perform review meeting”, ”send review comments” ), and
decision-making (e.g., should the document be approved or not?). Three roles are
involved: (1) The author provides the specification to be reviewed. (2) The re-
view moderator organizes the review meetings. (3) The reviewer finally analyzes
the provided specification and documents errors, ambiguities, and uncertainties.

Doc. Doc. Feedback Doc. Find Review Review Doc. Review
draft ready | Reviewer ready indings Protocol Results reviewed Protocol
repare erform evaluate repare
prep: P _ X prep: check revnew
document for <X preliminary . Revlcw review com- review
X N F‘“d"‘gs Results results (TB)
review (T1) meeting (T2) ments (T6) results (T7)
should avprchmmary N perform should the document
meeting be held? . be approved or not?
Doc. K2 review .
Review
Protocol

ready meeting (T5)

% erform send review
¥ resiew (T3) X comments - Findings
(T4)
B wich review
}’Rri\:;:l Findings procedure?

Fig. 8. Process schema of our automotive scenario (BPMN model)

Author

Review Process
Moderator

Reviewer

The review process starts with the preparation of the document to be re-
viewed (task T1). This step is performed by the document’s author. Based on
this initial preparation, the author decides whether or not a preliminary review
meeting becomes necessary (task T2). Afterwards, the document is reviewed
(task T3). Based on the review’s outcome, the reviewer decides whether an ad-
ditional review meeting is needed (task T4) or whether it is sufficient to directly
send findings and comments to the author (task T5). The latter then evaluates
review results (task T6) and updates the document accordingly (task T7). If the
document’s overall review status is rejected, it will not be approved. In turn, if
its overall review status is accepted, the author can finally approve the document
(task T8). For each of these process steps, a variety of process information is
needed; e.g., guidelines, templates, meeting protocols, or working instructions.

5.2 Implementation

Based on the scenario discussed we first implemented the corresponding SIN -
altogether comprising one process schema modeled with Signavio Process Editor,
three process instances created and managed with the Activiti BPM Platform,
and about 300 documents (i.e., process information) such as reviews, review
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protocols, templates, guidelines etc. For creating the SIN we use the semantic
middleware iQser GIN Server as well as several Java open-source plugins we
developedﬁ. The implemented SIN includes 348 objects (45 process objects, 303
information objects) and 65.991 relationships (77 process object relationships,
65.319 information object relationships, and 595 cross-object-relationships) [6].
While Fig. B shows the entire SIN of our scenario, Fig. @b only depicts objects
(i.e., information and process objects) directly related to task T3. Note that due
to privacy reasons, the document names are blacked out.

ol Setngs ol Setngs

OsiectTypes

Obictsources L Obictsources
°

9
15

(a) Entire SIN of our scenario. (b) Task T3 and related objects.

Fig.9. The implemented SIN

We then additionally implemented our algorithms in a proof-of-concept pro-
totype called iGrap}H, a web-based Java/Scala application. iGraph uses the web
application framework Play, the Twitter Bootstrap framework, the JavaScript li-
braries Data-Driven Documents (D3) and jQuery, HyperText Markup Language
(HTML) 5 templates, and Cascading Style Sheets (CSS) 3.

The iGraph user interface provides two views: a table-based and a graph-based
view. The former lists information objects identified based on a document search
query (cf. Fig.[[0h). The latter illustrates the relationships of selected SIN objects
(i.e., process or information objects); Fig. [[Ob, for example, depicts information
objects linked to process task T3 of our scenario.

5.3 Empirical Validation

Using iGraph, we construct a survey (cf. Section [(3). In this survey, automo-
tive engineers evaluate previously calculated results of the link and rate pop-
ularity algorithms. Doing so, we aim to show that our algorithmic results can
indeed replace the costly human determination of relevant process information.

3 These plugins are available at http://sourceforge.net/directory/?q=nipro
4 A screencast presenting the iGraph prototype is available at
http://nipro.hs-weingarten.de/screencast
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(a) Table-based view. (b) Graph-based view.

Fig. 10. Different views of iGraph

More specifically, the goal is to prove the accuracy of our algorithms. Particu-
larly, the survey was guided by two research questions: (RQ1) ”How do results of
the SIN LP algorithm match with user-generated evaluations on the relevance of
process information?” and (RQ2) ”"How good is the ranking of process informa-
tion based on our SIN RP algorithm compared to other ranking approaches?”

We performed the survey in late April 2013. The questionnaire comprised
18 questions. Overall, 20 automotive experts participated. Most of them work
at electric/electronic engineering departments, but there were also participants
from other departments. All participants were selected due to their expert knowl-
edge regarding the considered review scenario.

RQ1 (Investigating Link Popularity). To investigate RQ1, we use iGraph
to calculate two link popularity result lists (as input values we set init = 0.45,
it = 12, d = 0.5, and double-weight ”is similar to”-relationships): (a) the top
eight documents according to the SIN LP algorithm for process task T1 and (b)
the top eight documents according to the SIN LP algorithm for process task T3.
Table [l shows the documents the SIN LP algorithm returns for T1 and T3.
We then asked survey participants to evaluate - based on their practical ex-
periences - the relevance of the documents returned by the SIN LP algorithm
for the tasks T1 ("prepare document for review”) and T3 (”perform review”).
As can be seen in Table[I] the survey participants confirm the relevance for the
majority of the 16 documents identified by our SIN LP algorithm. Note that we
consider a document as being relevant if more than 50% of the survey partici-
pants confirm relevance. Results show that our algorithm is indeed well working,
especially since the algorithm’s overall accuracy can be further improved, for ex-
ample, by combining it with other algorithms (e.g., the SIN RP algorithm).

RQ2 (Investigating Rate Popularity). To investigate RQ2, we first calcu-
late a ranking of review templates applying the SIN RP algorithm (note that we
use real ratings we obtained from the automotive manufacturer supporting the
survey). Fig. [[dl shows the calculated ranking of review templates. Additionally,
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Table 1. SIN LP algorithm validation results

Case 1D Type LP(v) #Marked Ratio Is Relevant?
1231 Review Template 0.443 12 60.0 % [ |
1210 Process Overview 0.442 20 100.0 % [ ]
439  Review Template 0.441 4 20.0 % O
432  Specific Review  0.439 17 85.0 % [ ]

Task T1 g1 Guideline 0.435 4 20.0 % o
439  Protocol 0.434 2 10.0 % O
578  Checklist 0.434 19 95.0 % | |
777  Guideline 0.432 19 95.0 % [ ]
1210 Process Overview 0.443 17 85.0 % [ ]
879  Protocol 0.442 19 95.0 % [ ]
431  Specific Review  0.441 10 50.0 % O
432 Specific Review 0.439 9 45.0 % O

Task T3 7)1 Review Template 0.435 7 35.0 % o
439  Review Template 0.434 6 30.0 % O
578  Checklist 0.434 18 90.0 % | |
729  Review Template 0.432 19 95.0 % [ |

O=no M =yes

in order to evaluate the SIN RP rating, we calculate three further rate-based
rankings. More specifically, we calculate the additional rankings based on For-
mula (§) (a ranking based on the total number of ratings) and Formula ([@) (a
ranking based on the average rating). Finally, we also create a random ranking.

We then asked survey participants to evaluate - based on their practical ex-
periences - both the plausibility and the usefulness of the four rankings. Fig.
shows that 16 out of 20 participants consider the ranking created with our
SIN RP algorithm as the most plausible one. The ranking based on the total
number of ratings is considered as the second most plausible one (three votes).
The ranking based on the average rating only received one vote.

As aforementioned, we also asked the participants to evaluate the usefulness
of the rankings based on a Likert Scale [24] ranging from "not at all useful” (1)
to "very useful” (5)). Fig. [[2 shows that 87.5% of the participants state that the
ranking created with our SIN RP algorithm is "useful” or ”very useful”. Again,
survey results show that our algorithm is indeed well working.

Conclusion. Our empirical validation confirms that most of the documents re-
turned by our SIN LP algorithm are indeed relevant ones. Moreover, our empiri-
cal research also shows that the link popularity is a good indicator for identifying
relevant process information, especially since results of the SIN LP algorithm can
be further refined for specific process tasks by applying the SIN LP algorithm to
only specific parts of a SIN (e.g., to a specific process task, corresponding task
instances, or related information objects).
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The results of the SIN RP algorithm are considered as useful by the survey
participants. In fact, most participants state that the ranking of documents as
suggested by the SIN RP algorithm is both plausible and useful. Additionally,
our SIN RP algorithm avoids the problematic situation that process information
with only a few good user ratings is directly ranked on the first position of
a ranking. Finally note that the results of the SIN RP algorithm can be easily
further improved, for example, by taking into account the expertise of knowledge
workers, i.e., ratings of experienced knowledge workers might be weighted higher.

Question A: Which is the most plausible
document ranking taking into account

user ratings?
20
16

15
10

5 3

1 0
O |
(a) (b) () (d)

Fig. 12. SIN RP algorithm validation results
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In summary, the popularity values of our algorithms clearly help to determine
the relevance of process information. However, as it is difficult to determine the
overall relevance of process information based on a single algorithm, we will
combine our algorithms when further extending our POIL framework.
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6 Related Work

As discussed in Section[2] various ICT solutions have been proposed to enable IL
and hence to identify relevant information. As examples consider data warehous-
ing (DWH), business intelligence (BI) solutions, decision support systems (DSS),
and enterprise content management (ECM). However, these approaches suffer
from several weaknesses. For example, DWH rather focuses on the creation of an
integrated database [25]. Traditional BI, in turn, addresses data analytics and is
usually isolated from business process execution [26]. Conventional DSS support
complex business decision-making at the management level [27]. By contrast,
ECM deals with the management of information across enterprises referring to
related strategies, methods, and tools [28§].

There exists a wide range of link popularity algorithms. Best known is the
PageRank algorithm [22]. However, relationships being more valuable than oth-
ers are picked up by other algorithms as well, e.g., the Hits algorithm [29] or
the weighted PageRank algorithm [30]. An algorithm combining both PageRank
and Hits is the Salsa algorithm [31]. Another evolution of the PageRank is the
Topic-Sensitive PageRank algorithm [32], which additionally considers topics.
However, all these algorithms have been originally developed for the web and
cannot be directly, i.e., without modification, applied to POIL. Particularly, they
do not allow dealing with the specific characteristics of a SIN.

Research done by others also influenced the development of our rating popu-
larity algorithm. An approach to improve search results based on user ratings,
for example, is presented in [33]. In [34], a study on rate popularity algorithms
and their pros and cons is presented. Similar to our algorithm, a self-learning
algorithm is presented in [35], which addresses both user ratings and content
relevance. Notwithstanding, like the link popularity algorithms, existing rate
popularity algorithms cannot be directly applied to a SIN.

7 Summary and Outlook

This paper presented two algorithms for determining the relevance of process
information in POIL. The first one determines the popularity of process infor-
mation based on the relationships of a SIN. The second one determines the
popularity of process information based on user ratings. We applied our algo-
rithms to a real-world scenario, i.e., validated them based on an implementation
and a survey in the automotive domain.

In future, we will develop additional algorithms for determining the relevance
of process information. In particular, we will focus on self-learning algorithms
enabling us to take into account our POIL context framework [36].
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Abstract Modern Cloud applications employ a plethora of components
and XaaS offerings that need to be configured during provisioning. Due to
increased heterogeneity, complexity is growing and existing approaches
reach their limits if multiple different provisioning and configuration tech-
nologies are involved. They are not able to integrate them in an auto-
mated, flexible, and customizable way. Especially combining proprietary
management services with script-centric configuration management tech-
nologies is currently a major challenge. To enable automated provisioning
of such applications, we introduce Generic Lifecycle Management Plan-
lets that provide a means to combine custom provisioning logic with com-
mon provisioning tasks. We implemented planlets for provisioning and
customization of components and XaaS offerings based on both SOAP
and RESTful Web services as well as configuration management tech-
nologies such as Chef to show the feasibility of the approach. By using
our approach, multiple technologies can be combined seamlessly.

Keywords: Cloud Application Provisioning, Integration, Management
Scripts, Management Services.

1 Introduction

With growing adoption of Cloud computing, the automated provisioning of com-
posite Cloud applications becomes a major issue as this is key to enable Cloud
properties such as on-demand self-service, pay-as-you-go pricing, and elasticity.
However, due to various kinds of different components and XaaS offerings em-
ployed in modern composite Cloud applications and the dependencies among
them, the complexity and heterogeneity is constantly increasing. This becomes
a challenge if the components and XaaS offerings employ different manage-
ment technologies and need to be combined and customized during provision-
ing. Especially application-specific provisioning and customization tasks such as
wiring custom components and standard XaaS offerings together cannot be im-
plemented in a generic and reusable way. In addition, these tasks are typically

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, pp. 130-{[28] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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implemented by various kinds of different heterogeneous provisioning technolo-
gies. Although wiring and configuration of (custom) components are typicall
implemented using script-based technologies such as Puppe7 Cheiﬁ7 CFEngineg,
orJ uth, provisioning and configuration of XaaS Cloud offerings such as Infras-
tructure as a Service or Database as a Service are typically provided through
Web service APIs—mostly HT'TP-based Query services, RESTful Web services,
or SOAP Web services. As a result, available provisioning approaches reach their
limits: in case multiple standard components, custom components, and XaaS of-
ferings provided by different vendors and Cloud providers are combined and
different provisioning and configuration technologies are involved, available so-
lutions are unable to integrate them. In this paper, we tackle this issue. We
present an approach to enable the seamless integration of script-centric and
service-centric provisioning and configuration technologies in order to customize
and automate provisioning of composite Cloud applications. Therefore, we ex-
tend our concept of Management Planlets [2] by Generic Lifecycle Management
Planlets (GLMPs) that provide a means to bind abstract lifecycle tasks to
script- or service-based operation implementations. This enables the seamless
integration of different technologies to customize the generation of an overall
provisioning flow that provisions the application fully automated. The extension
enables application developers to benefit from reusable common provisioning
logic implemented by third parties and individual customization possibilities. We
validate the approach by creating several GLMPs that support the integration
of service-based technologies such as RESTful and HTTP Query Web services as
well as script-based technologies such as Chef. To prove the benefits, we evaluate
the concept against existing approaches in terms of functionality and features.
In addition, we implemented a prototype to show its practical applicability.

The remainder of this paper is structured as follows. In Section 2 we motivate
our approach, introduce a motivating scenario, and describe why the related work
is not able to tackle the analyzed issues. Afterwards, we describe Management
Planlets and Provisioning Topologies in Section [Bl In Section El we present our
approach to integrate script- and service-centric provisioning technologies. We
present a case study in Section [Bland evaluate the approach in Section[@l Finally,
Section [7 concludes and provides an outlook on future work.

2 DMotivation, Scenario, and Related Work

In this section, we motivate our approach and describe the type of applica-
tions whose provisioning is the focus of this paper. Afterwards, we describe the
provisioning of a motivating scenario and identify the occurring challenges and
problems. The related work, that does not provide a means to tackle these issues
completely, is discussed in Section 2.3}

! http://puppetlabs.com/puppet/what-is-puppet
2 http://www.opscode . com/chef
3http://cfengine.com

4 https://juju.ubuntu.com
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2.1 The Cloud Applications to be Provisioned

This paper considers Cloud applications that are of small and medium size and
complexity such as CRM systems. They are based on multiple XaaS offerings
possibly of different providers and employ common as well as individual software
components. We use a PHP-based Web shop application that stores product data

; e N\
OnlineShop 1 (MysQLConnection ) - ProductDatabase
L
L (PHP) J (MySQLDatabase) |
{ ( hosted-on) { ( hosted-on)
N\ ' 3\
PHPRuntime DBEnvironment
( ApachePHPServer ) ) L ( AmazonDBInstance ) )
{ ( hosted-on) { ( hosted-on)
4 A ' 3\
OperatingSystem DBaaSCloud
( UbuntuLinux ) ) L ( AmazonRDS )
¢ ( hosted-on)
4 A
VirtualMachine
(. (VM ) A
{ ( hosted-on)
-
laaS Provider
( MicrosoftAzure )

Fig. 1. Motivating Scenario

in a relational database as running example throughout this paper. The appli-
cation is based on two Cloud offerings of type infrastructure and database as a
service: the infrastructure is provided by Microsoft’s Windows Azure Cloud offer-
ingf and the database by Amazon’s Relational Database Service (AmazonRDSﬁ).
Figure [[l shows the application modeled as application topology. A topology is
a graph consisting of nodes, which represent the components, and edges, which
represent the relations between the components. We refer to nodes and relations
as elements in the following. Each element has a certain type that defines its
semantics and properties, which are key-value pairs. Types may inherit from
a super type, e.g., Ubuntu inherits from Linux. We use VinodTOSCA [I] to
render topologies. Thus, types are denoted as text enclosed by parentheses and
element ids as underlined text. The application itself consists of two connected
stacks. The left stack hosts the business logic implemented in PHP. This is de-
noted by the node of type PHP on the top left. The PHP node is hosted on a
PHP Runtime of type ApachePHPServer which runs on an Ubuntu Linux op-
erating system. This Linux runs in a virtual machine (VM) hosted on Azure.

® http://www.windowsazure . com/
Shttp://aws.amazon.com/rds/
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The product data are stored in a database node of type MySQLDatabase hosted
on AmazonRDS. The connection between these stacks is established by a re-
lation of type MySQLConnection which connects business logic with database
backend. For simplicity, all other relations are modeled as “hosted-on” relations,
which is the super type for “installed-on”, etc. The architecture is a result of
Cloud-related design rationales [5]. Reasons for using multiple Cloud providers
are differences in pricing or quality of service and that a provider may not of-
fer required services or features, e.g., AmazonRDS offers an automated backup
functionality which is not supported by Azure currently.

2.2 Provisioning of the Web Shop Application

In this section, we describe the provisioning of our Web shop in detail. To pro-
vision the Ubuntu operating system and the virtual machine on Azure, the
Windows Azure Service Management REST API1 is invoked. The thereby in-
stantiated VM is accessible via SSH. Hence, Chef can be used to install the
Apache PHP Web server on it. Therefore, a Chef agent is installed on the op-
erating system via SSH before. After the Web server is installed by executing
the corresponding Chef recipes, we install Gocﬂ which is a monitoring frame-
work written in Ruby. To ensure high availability, we use God to make sure that
the Web server is up—otherwise, a restart will be triggered automatically. After
that, the PHP application files are transferred from an external storage onto the
operating system and copied into the htdocs folder, which contains all applica-
tions that are hosted on the server. This is done via SSH and Secure Copy (scp),
which is a means to securely transfer data between different hosts. To create the
MySQL database instance on AmazonRDS, a single HTTPS call to Amazon’s
Query AP is sufficient. However, by default, network access to AmazonRDS
instances is disabled. Thus, we authorize access before by creating a so called
security group that defines the rules to make the database accessible for the PHP
frontend hosted on another provider. This requires two HTTPS calls to Ama-
zon’s Query API. Afterwards, we setup frequently automated backups for the
database to prevent data loss. This is also done by an HT'TPS service call to the
same API. After both application stacks are provisioned, initial product data is
imported to the database. To do this, we employ an SQL batch update. In the
last step, the PHP application needs to be connected to the database. Estab-
lishing this connection is application-specific as there is no standard or common
way defining how to set such database endpoint information. Thus, only the
Web shop developer knows how to configure the application to connect to the
database. In our scenario, we employ a shell script that writes the database’s
endpoint information into a configuration file which is read by the PHP applica-
tion. Such shell scripts typically need parameterization: the endpoint is passed
to the script through environment variables which are read by the script.

"http://msdn.microsoft.com/en-us/library/windowsazure/ee460799.aspx
8 http://godrb.com/
9http://docs.aws.amazon.com/AmazonRDS/latest/UserGuide/
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2.3 The Challenge: How to Provision This Application Fully
Automated? Tools and Related Work

The presented application architecture constitutes a set of problems. The fully
automated provisioning is a challenge as various kinds of technologies are in-
volved. Proprietary vendor- and Cloud-specific solutions such as Amazon Cloud
Formatiorﬁ are not able to tackle this provisioning issue completely as they
consider a certain Cloud provider environment only and lack the integration
of XaaS offerings from other providers. Proprietary multi-Cloud management
services such as RightScal aim to enable the provisioning and management
of business-critical Cloud infrastructures across multiple IaaS providers based
on automation scripts. However, the wiring of custom components and integra-
tion of various XaaS offerings is not possible. Cloud abstraction APIs such as
OpenStac provide a means to decouple dependencies to the underlying Cloud
infrastructure and platform services in order to ease multi-Cloud applications.
However, they do not solve the problem of integrating different management
APIs, technologies, and Xaa$S offerings. The DevOps communities provide tools
such as Puppet, Chef, or CFEngine and frameworks such as Marionette Collec-
tivd'd or Spiceweaselld to enable sophisticated configuration management [3,16].
In addition, there are tools such as Juju to enable the orchestration of configu-
ration management scripts. However, these script-centric approaches are mostly
limited to installing and configuring software components on existing virtual ma-
chines. The deployment of complex composite Cloud applications that include
the fully automated provisioning of various Xaa$S offerings with custom depen-
dencies among each other is not trivial using these approaches as low-level scripts
need to be written for integration. Another deficit of most approaches is that the
wiring of different components across different machines, such as connecting the
Web shop PHP frontend to the product database, cannot be modeled separately.
Therefore, custom low level scripts must be manually embedded into the overall
process what requires a lot of technical knowledge. Juju supports this kind of
wiring, but also comes with the deficit that the used configuration management
scripts are made to be executed on the target infrastructure such as a virtual
machine that was provisioned before. To summarize, the main problem of all
these tools is that a complete support for the provisioning, configuration, and
wiring of virtual machines, storage, and other XaaS offerings, provided by differ-
ent providers, is currently out of scope. Thus, they do not provide a means to
integrate needed technologies to enable interoperable, multi-Cloud, and multi-
vendor applications such as our Web shop. Besides implementing custom software
or low level scripts from scratch that orchestrate all these technologies on their
own, a common solution for this problem is implementing provisioning workflows
that integrate required technologies, APIs, and abstraction frameworks as shown

10 http://aws . amazon. com/cloudformation/

" https://www.rightscale.com

12 https://www.openstack.org/

13 http://docs . puppetlabs.com/mcollective

' http://wiki.opscode.com/display/chef/Spiceweasel
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by Keller and Badonnel [7]. Provisioning workflows provide significant advan-
tages in contrast to solutions from scratch: They inherit features from workflow
technology such as recoverability, traceability, compensation-based recovery, and
transactional support and they provide an accepted means for orchestration of
heterogeneous software [9]. In addition, they support long-running processes and
enable people involvement through human tasks, which may be needed to man-
age utilized physical hardware. Thus, provisioning workflows enable a flexible,
reliable, and robust way to provision applications—even if multiple providers,
vendors, and technologies are involved. However, implementing such workflows
manually has two crucial drawbacks. (i) The required knowledge and effort is
high. Developers do not only need the knowledge about the workflow language
and its semantics itself but also have to know how to integrate and wrap technolo-
gies to make them accessible for workflows. This is a difficult, time-consuming,
and error-prone task and often requires deep technical knowledge about certain
technologies. Even using common workflow languages such as BPMN or BPEL
needs a lot of detailed knowledge and, in addition, script-centric technologies
have to be integrated which is not supported by BPMN and BPEL natively, for
example. This causes a lot of glue code to wrap APIs and technologies. Especially
script-based technologies provide some difficult challenges as they are typically
tightly coupled to operating systems, need to be copied to target machines in
advance, and employ different parameterization mechanisms, which are not in-
teroperable. Thus, several steps are required before scripts can be executed. The
seamless and transparent integration of different heterogeneous technologies is
the major challenge if workflows are created manually. We developed a BPMN
extension [8] that eases implementing provisioning workflows. However, this ex-
tension also does not solve the aforementioned problems completely as it also
relies on the invocation of management services. Especially the second prob-
lem is not tackled by this extension: (ii) provisioning workflows are typically
tightly coupled to a single application and hard to reuse and maintain [2]. If
components or relations change, this needs to be adapted in the workflow. Thus,
provisioning workflows must be created from scratch or by copying workflow frag-
ments from other applications, which is an error-prone task. In summary, the
manual implementation of provisioning workflows is hard, costly, and inefficient.
Thus, we need a means to generate provisioning workflows for individual appli-
cations fully automated. The literature presents approaches that deal with this
issue: Cafe is a framework that enables automating the provisioning of composite
service-oriented Cloud applications [IT]. It generates provisioning workflows by
orchestrating so called “component flows” that implement a uniform interface
to manage the provisioning of individual components. The work of Maghraoui et
al. presents an operation oriented approach that enables transferring the current
state of a data center into a desired state by orchestrating provisioning opera-
tions [I0]. This orchestration is based on planning algorithms that investigate
the preconditions and effects of each operation in order to determine the correct
set and order of operations. The work of Eilam et al. also uses desired state
models to provision applications [4]. In contrast to the previous work, it is based
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on graph covering techniques to orchestrate so called “automation signatures”

that implement provisioning logic. However, none of these approaches supports
the direct and generic integration of script-centric and service-centric operations
that provide custom provisioning logic implemented by the application devel-
oper itself. This is especially needed for wiring custom components as discussed
in Section Using the available approaches, application developers need to
write glue code to embed custom logic, i.e., custom component flows, provi-
sioning operations, and automation signatures need to be implemented. Thus,
the application developer requires technical knowledge about the technologies
that makes the automated provisioning of custom applications complicated and
costly.

3 Management Planlets and Provisioning Topologies

In this section, we explain Management Planlets and Provisioning Topologies,
which are a means to automate the provisioning of applications. We introduced
Management Planlets in a former work [2] and extend them in this paper to
support the direct and explicit integration of script-centric and service-centric
provisioning technologies, which is not supported by the original approach. Man-
agement Planlets provide small reusable workflows that perform low level man-
agement tasks on a certain combination of nodes and relations, e.g., installing
a Web server or instantiating a virtual machine. The purpose of planlets is to
be orchestrated into an overall workflow that provides a higher-level function-
ality. Thus, they serve as generic building blocks for the generation of provi-
sioning plans that provision an application fully automated. Planlets consist of
two parts: (i) An Annotated Topology Fragment that depicts the management
tasks performed by the planlet on the nodes and relations and (ii) a workflow
implementing this functionality. The topology fragment contains (i) a graph of
typed nodes that may be interconnected by typed relations and (ii) so called
Management Annotations that are attached to the nodes or relations. These
annotations describe abstract tasks to be performed on the associated element:
each annotation has well-defined semantics but exposes no details about its ac-
tual implementation. Thus, they hide complexity and describe tasks decoupled
from concrete implementations. All details about the technical implementation
are hidden behind the topology fragment and implemented by the workflow. For
example, the Create-Annotation specifies that the associated element gets instan-
tiated or installed by the respective planlet. The concrete implementation is up
to the planlet. In addition, planlets implement a uniform interface for invoking
them and define input parameters that have to be provided by the caller, e. g.,
required account credentials. Due to these properties, planlets are capable of in-
tegrating different technologies into a common model without exposing technical
details. As planlets implement their functionality as workflows, they inherit the
features from workflow technology as described in Section 2.3

Provisioning Topologies are used to define the provisioning of applications. A
Provisioning Topology is an application topology that consists of nodes and rela-
tions annotated with Management Annotations. These annotations define which
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tasks have to be performed to provision the application. Elements in Provisioning
Topologies may specify properties and operations they provide. Operations pro-
vide information such as file references to scripts or URLs to service endpoints.
This topology serves as input for a plan generator that generates a provisioning
plan by orchestrating multiple planlets.

3.1 Management Annotations

There are two classes of Management Annotations: (i) Structural Annotations
and (ii) Domain-specific Annotations. The first class is fixed and contains two
generic annotations defining that the associated element gets created or destroyed
by the planlet. Thus, they modify the topology in terms of its structure. The
second class contains custom annotations that are needed to describe tasks of
a certain domain. For example, an EzportTables-Annotation for database nodes
defines that tables are exported by the planlet. Thus, this class makes the ap-
proach extensible towards all conceivable kinds of tasks. Furthermore, domain-
specific annotations may define additional information in the form of properties
which are used by the planlet for customization. For instance, the ExportTables-
Annotation defines the tables that have to be exported and the target storage.

3.2 Preconditions and Effects

Planlets may define preconditions to be fulfilled prior to the execution of the
planlet. Preconditions include value range restrictions on properties. Each prop-
erty specified on an element contained in the planlet’s topology fragment must
be initially available in the topology model or set by another planlet before. To
manage these properties, planlets write and read them from an instance model,
which is based on the Provisioning Topology. The effects of planlets are expressed
through Management Annotations and properties: Properties that are annotated
with a Create-Annotation are created by the planlet and may be used by other
planlets. For example, a planlet that deploys an application on a Web server
may have preconditions in the form of server IP-Address and credentials which
are set by another planlet that installed the Web server before. Thus, planlets
use properties to communicate with each other indirectly. The preconditions and
effects of planlets are matched against Provisioning Topologies to find a set of
planlets that are able to provision the whole application.

Figure 2 presents an example. The Provisioning Topology depicted on the left
gets provisioned by the two planlets shown on the right. The planlet on the bot-
tom instantiates an Ubuntu Linux operating system running in a virtual machine
on Amazon EC2. This is depicted by the topology fragment on the left of the plan-
let: the Ubuntu and VM nodes as well as the underlying hosted-on relations have a
Create- Annotation attached and, thus, get instantiated by the planlet. This topol-
ogy fragment is matched by the corresponding nodes and relations contained in
the Provisioning Topology based on the types and annotations of the elements (de-
picted by the blue arrows). In addition, the state properties of both nodes get set to
“instantiated” and the credentials and IP-address properties of the Ubuntu node
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Fig. 2. Provisioning Topology (left) and matching Management Planlets (right)

to a meaningful value. This is expressed by the Create-Annotations attached to
the corresponding properties. The planlet also defines a precondition in the form
of the OSVersion property of the Ubuntu node: It is able to provision this stack for
versions 13.04 and 12.04. This precondition is matched by the Provisioning Topol-
ogy. As Amazon EC2 is always running, there is no need to instantiate that node
explicitly. Thus, the planlet is applicable. The planlet on the top is able to install
an ApachePHPServer on Ubuntu. It specifies preconditions on the Ubuntu node
in terms of state, credentials, and IP-address, which are all fulfilled after the
former planlet was executed. In general, preconditions determine the execution
order of planlets.

3.3 Transparent Integration

In this section, we describe how Management Planlets are used to integrate script-
centric and service-centric provisioning technologies transparently. Technical
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details are hidden by planlets as the topology fragment exposes the functionality
only in an abstract fashion. This abstraction allows combining service-centric and
script-centric technologies without exposing any details about the implementation
to the plan generator: The implementation details are up to the planlet creator.
As a consequence, the plan generator and the application developer, who specifies
the Provisioning Topology, do not have to care about the technical details. We call
this Transparent Integration because all technical details are invisible. This kind of
integration is suited for regularly used tasks in which standard or common compo-
nents are involved that are both not specific to a certain application. For example,
the instantiation of an Ubuntu virtual machine on Amazon EC2 is such a task in
which service invocations are involved. Installing an Apache Web server on this
virtual machine afterwards is a typical script task. Therefore the Chef community,
for instance, provides recipes for this installation. All in all, both tasks are suited
to be integrated transparently through Generic Planlets because each component
as well as both tasks are common and likely to be reused. This transparent inte-
gration supports the reusability of expert knowledge across different domains and
technologies. We implemented the plain provisioning of both stacks of our motivat-
ing scenario as Generic Planlets. That includes provisioning of VM and operating
system, installation of the Web server, deployment of the PHP application, and
the instantiation of DBEnvironment and product database.

3.4 Standards Compliance

Proprietary approaches as discussed in the related work (Section [Z3]) are based
on proprietary domain-specific languages (DSLs). DSLs prevent these approaches
to be portable and accepted by a broad audience as the languages require special
knowledge and technical skills. A main strength of Management Planlets is the
applicability to the OASIS TOSCA standard [12], which provides a standardized
format to describe application topologies and their management in a portable
fashion. We proved this by a prototypical implementation [2].

3.5 Customization Drawback

As shown in the previous sections, planlets provide a means to abstract tasks
from concrete operation implementations to automate their combined execution.
Application developers only need to specify the desired tasks in a Provisioning
Topology without having any doubt about the final execution. However, these
Generic Planlets cannot serve all customization requirements the application de-
velopers may have. Custom components such as the Web shop frontend of our
motivating scenario often need special consideration. For example, to establish
the connection to the database, the application needs a configuration in the form
of database credentials and endpoint information. As there is no standardized
or common way for this task, it is not possible to implement a planlet that deals
with this in a generic and reusable way. Thus, application developers need to
implement specific planlets to inject custom behavior for an actually simple task.
These so called Custom Planlets can be combined with the Generic Planlets in



140 U. Breitenbiicher et al.

a seamless way. This is, however, not always sufficient as writing planlets causes
unnecessary overhead if only a simple service call or script execution is needed
to serve the needs. In addition, the Custom Planlets are hardly reusable as they
are targeted to a very special custom task. To tackle this issue, we extend the
concept of Management Planlets in the following section. The presented exten-
sion enables configuration of provisioning by integrating service calls or script
executions directly into the generated provisioning plan without corrupting the
overall concept. The new approach enables application developers to customize
provisioning without the need to write planlets by themselves.

4 Integrating Script- and Service-Centric Technologies

Management Planlets currently support the Transparent Integration of script-
centric and service-centric provisioning technologies implicitly. However, if special
tasks are needed, implementing Custom Planlets is not appropriate as discussed in
Sectionf3.5l Thus, we need a means to ezxplicitly integrate customization scripts and
service calls generically. Therefore, we extend the concept of Management Planlets
to enable an Fzplicit Integration of different technologies into the generated pro-
visioning workflow. The combination of Transparent and Explicit Integration en-
ables integrating script-centric and service-centric provisioning technologies in a
seamless fashion. This allows application developers to benefit from Generic Plan-
lets and to customize the provisioning at any point through using the Explicit In-
tegration without the need to write own Custom Planlets.

4.1 Explicit Integration

In this section, we present the main contribution of this paper that provides a
means to integrate script executions and service invocations of various types ex-
plicitly into the overall automatically generated provisioning flow. Therefore, we
introduce Generic Lifecycle Management Planlets (GLMP from now on) that
serve as generic technology integration mechanism to implement lifecycle ac-
tions. GLMPs enable custom implementation of provisioning and configuration
logic specifically for a certain application, component, or relation. They are able
to directly execute a specific script- or service-based operation implementation
that implements one or multiple Management Annotations. Thus, GLMPs en-
able binding custom operation implementations to abstract tasks which are rep-
resented by Management Annotations. This enables application developers to
inject own provisioning and configuration logic without the need to implement
Custom Planlets. Thus, the operational logic gets distributed over the Provision-
ing Topology of an application and Management Planlets.

Figure Blshows the general concept by an example describing how an HTTPS
service call can be used to configure a node. On the left, it depicts the DBEnvi-
ronment of the motivating scenario. This node needs to be created and configured,
as denoted by a Create-Annotation and a Configure-Annotation. It provides a Se-
tupFrequentBackup operation of type HT'TPS (1 in Figure[3) that implements (2)
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Fig. 3. DBEnvironment node with custom HTTPS operation bound to Configure-
Annotation (left) and compatible HTTPS Configuration GLMP (right)

the Configure-Annotation (3). On the right hand side, the figure shows an HTTPS
Configuration GLMP that matches the DBEnvironment node: The GLMP is appli-
cable to single nodes of any type (denoted by the star symbol in the type parenthe-
ses). It is able to invoke services via HTTPS (1 in Figure[]) in order to configure
a node (3). This is shown by the operation-annotation-binding (2). The planlet,
however, has a precondition in the form of a state property that must be set to
instantiated. Thus, this GLMP is applicable after the DBEnvironment node was
created by another planlet that sets the state-property accordingly.

A GLMP is responsible to perform one or multiple lifecycle actions on an
element. For this paper, we use a simple lifecycle that is sufficient for most
provisioning scenarios [4]: each node and relation goes through the lifecycle ac-
tions instantiation, configuration, and termination. The instantiation action is
represented by the Create-Annotation. Each planlet that performs this annota-
tion sets the state-property on the corresponding element to “instantiated” after
completion. This state-property serves as precondition for planlets that perform
the Configure-Annotation on that element. Thus, the Configure-Annotation is al-
ways processed after the Create-Annotation. This enables a fine grained injection
of provisioning logic in the desired phase of an element’s lifecycle. Termination
is out of scope for this paper. This lifecycle may be extended to support more
complex needs, e. g., by executing Prepare-Annotations before instantiation.

Operation-Annotation-Binding. An operation may be implemented through
various kinds of technologies. Thus, their integration mechanisms differ signifi-
cantly from each other and need specific additional information. GLMPs offer a
way to define information for each operation type individually: Each operation
type defines its custom binding information as shown in Figure @ The type of
the operation defines its semantics and the meaning of this information. The
example shows binding information for an HTTPS call. All elements contained
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in the binding having the prefix "http” are technology-specific and ignored by
the plan generator. They are used to provide needed information used by the
GLMP; such as request URI and HTTP method in this example. The Implements
elements specify the annotations that are implemented by the operation. This
information is used by the plan generator to select GLMPs, which is explained in
Section LTl Binding-information may not be available at design time, e. g., end-
points of configuration services provided by components themselves are typically
not known until the component is provisioned. The Data Handling Specification
introduced in the next section enables defining lazy bindings.
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* 4 \ <Implements>DBEnvironment.Configure</Implements>
~ e <http:Method>POST</http:Method>
DBEnvironment ‘ <http:HTTPSRequestURI>
( AmazonDBInstance ) https://rds.amazonaws.com/
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Fig. 4. Data Handling Specification for GLMP that invokes an HT'TPS Web service

Data Handling Specification. Operations may have several input and output
parameters. This depends on the implementation technology: Services have typ-
ically one output parameter, scripts may define several environment variables as
output parameters. Thus, data handling is operation type specific and up to the
corresponding GLMP. Many kinds of operations need input parameters that de-
pend on properties in the topology. For example, to setup the frequent backup on
the DBEnvironment node of our motivating scenario, an HTTPS call to the Ama-
zon Query API is required. This call needs query parameters such as DBInstan-
celd and AWSAccessKeyld, which are properties of nodes: The DBInstanceld is
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a property of the DBEnvironment node itself whereas the AWSAccessKeyld is
a property of the underlying DBaaSCloud node. Therefore, we introduce a Data
Handling Specification as shown in Figure @l This allows assigning properties
and default values to input parameters (path element ”in”) and output param-
eters (path element "out”) to element properties as shown in Figure @l This
specification is read by the plan generator and GLMP. The plan generator uses
the information to check the applicability of a GLMP by analyzing assigns: If an
assigned topology property is not available, the implemented annotation is not
executable. GLMPs use this specification to retrieve the needed input parame-
ters by accessing the specified element properties and default values. Converting
data is up to the GLMPs, e.g., a string property to an environment variable
for scripts. All input parameters which are not assigned with a default value or
property are exposed to the input message of the generated provisioning plan.
These parameters have to be set by the caller and are routed by the provisioning
plan to the corresponding GLMP that receives an additional list of parameters
that are not defined in the specification as input. This kind of data handling
is similar to data assign activities in BPEL and Variability Points in Cafe [11].
To enable lazy binding, the Data Handling Specification may be used also to as-
sign properties to operation-specific elements in the binding specification. This
information can be read by the GLMP to complete the binding at runtime.

Technology-Specific Preconditions. The preconditions of a GLMP depend
on the technology to be integrated. Services offered by nodes have other precon-
ditions than scripts that typically run on the underlying operating system. Thus,
the planlet’s topology fragment depends on characteristics of the respective tech-
nology and provides a means to define preconditions in the form of nodes, their
dependencies, and properties. To provide an additional means that enables defin-
ing very specific requirements of operations, we extend management operations
by properties: each property of an operation defined in the topology must be
compatible with a property of the corresponding operation defined in the plan-
let’s topology fragment. The set of properties is prescribed by the operation’s
type. In contrast to the Data Handling Specification, which is processed by the
planlets, these properties are evaluated by the framework to select appropriate
planlets during plan generation. Properties are required, for example, for defin-
ing script-based management operations on relationships. If a script implements
the Create-Annotation of a directed relationship in the Provisioning Topology,
a property is used to define if it has to be executed on the infrastructure of the
source node or on the infrastructure of the target node. Depending on the used
operating systems, different planlets may be needed for different property values.

Extended Workflow Generation. In Breitenbiicher et al. [2], we presented
a concept for provisioning plan generation based on planlets. We extend this
algorithm to support GLMPs. In general, GLMPs are used similarly to normal
planlets: they are checked for compatibility in terms of types, preconditions, ef-
fects, and Management Annotations. However, the generation algorithm needs
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to be extended: (i) first, the matchmaking of topology and planlet fragments
is extended to support operation-annotation binding specification of GLMPs: If
the plan generator checks compatibility of annotations that are implemented
by an operation, both annotation and implementing operation in GLMP and
Provisioning Topology must have the same types. In addition, the properties
of both operations must be compatible. (ii) The generator has to consider the
Data Handling Specification, which influences applicability of GLMPs: an anno-
tation implemented by an operation must not be processed by a GLMP until all
assigned properties are available. In addition, output parameters that are writ-
ten into properties must be considered, too. (iii) The generator prefers GLMPs
whenever possible to Generic Planlets in order to treat custom implementations
with a higher priority. This enables application developers to customize the pro-
visioning.

5 Case Study

In this section, we present a case study to prove the approach’s feasibility based
on the Web shop. As already mentioned in Section [3.3] the plain provisioning
of both stacks is completely done by Generic Planlets. To perform the custom
tasks, we developed GLMPs that support the following technologies and tasks:

n MySQL-based configuration n Chef-based configuration

( MySQLDatabase )‘.}‘\‘ State : Instantiated ,’:

. ChefCookbook
State : Instantiated

Host B

Username :*

Password :* ( hosted-on)
DBName :* !

,"’ (Linux)
* MysQLScript 4 -
State : Instantiated

IP-Address : *
SSHUser  : *
SSHPW D

Fig. 5. GLMPs executing MySQL scripts (left) and Chef cookbooks (right)

To establish the MySQLConnection from PHP application to database, we
implemented a small shell script that gets the endpoint of the database and
credentials as input via environment variables. To setup the frequent database
backup, we use the Amazon Query API that provides HTTPS services for this
task. The corresponding GLMP is shown in Figure Bl the corresponding binding
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and Data Handling Specification in Figure [l The initial data import into the
product database is done via an SQL script. The corresponding GLMP is shown
in Figure [ on the top left. The binding specifies the location of the SQL script,
database endpoint and credentials are extracted by the GLMP from the MySQL-
Database node automatically. To ensure that this information is available, the
GLMP defines a target node of type MySQLDatabase that must be running
already. Thus, this example shows how technology specific preconditions can be
used to model the requirements and characteristics of technologies. To install
God to monitor the Apache Web server, we use a Chef cookbook to implement
the corresponding operation which is bound to a Configure-Annotation attached
to the Web server. The GLMP shown in Figure B on the right executes this. It
uses a transitive relation, which ignores all elements between source and target,
of type hosted-on and requires an underlying Linux operating system with corre-
sponding SSH credentials and IP-Address. Internally, it installs the Chef agent
on the operating system by using SSH and executes the specified cookbook.

6 Evaluation

In this Section, we evaluate our approach against the most similar publicly ac-
cessible implemented approaches. The features compared in Table 1 are derived
from the challenges discussed in Section 2.3l and explained in the following. Thus,
they represent requirements that must be fulfilled to be able to provision the kind
of Cloud applications used in our motivating scenario (cf. Section 21]) fully auto-
mated. An x denotes that the approach supports the corresponding functionality
without limitations. An x in parentheses denotes partial support.

Table 1. Feature Evaluation

Feature GLMP CloudForm. Heat Puppet Chef Juju Workflows Cafe
Component Wiring (x) x) x & x X X
Xaa$S Integration
Multi-Cloud

Full Customization
Multi-Script
Multi-Service

Explicit Integration
Transparent Integration
Fully-Automated
Standards Compliant
Complete Top. Model
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Component Wiring means establishing relations between nodes, e. g., connect-
ing a PHP application to a database. CloudFormation enables this by embedding
hard-wired scripts into the template that access properties of resources. This is
similar to our data flow definitions but limited to resources that are contained in
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the template and, thus, provisioned on Amazon. Heat implements the CloudFor-
mation specification and comes with similar problems. The script-centric tech-
nologies are able to wire components on a very low level based on custom scripts.
However, this approach is limited as discussed in Section 2.3l XaaS Integration
means the capability to provision and configure multiple service offerings of dif-
ferent types. CloudFormation and Heat are coupled to the service types provided
by Amazon and cannot deal with others in a practicable way. The Multi-Cloud
feature enables integrating different Cloud providers. All approaches support this
except CloudFormation that is bound to Amazon. Heat supports this partially
as OpenStack is used as Cloud operating system. All script-centric technologies
are not affected by the underlying Cloud infrastructure and, thus, multi-Cloud
ready. Juju can be used in conjunction with different Cloud providers, but a par-
ticular composite service instance is bound to one provider. Full Customization
means that provisioning may be customized by the application developer in each
detail. The concept of GLMPs enables this in three ways: (i) custom Planlets
may be implemented to customize certain node combinations, (ii) GLMPs are
able to integrate low level logic in a seamless fashion, and (iii) as Management
Planlets are used to generate a Provisioning Workflow that is executed after
the generation, this workflow may be adapted arbitrarily. All other features ex-
cept workflows and Cafe are not able to provide this feature. Multi-Script and
Multi-Service means that various kinds of script and management service calls
respectively can be integrated seamlessly into the provisioning process. GLMPs
support this integration directly as shown in Section Bl With Juju it is possible to
combine different scripting languages. All other technologies, except workflows,
that are made to orchestrate services, and Cafe, that employs workflows, only
indirectly as they need wrapping code (scripts) for integration. Explicit Integra-
tion means that no visible glue code is needed for integrating any technology.
GLMPs support this feature as technical execution details are hidden. Script-
centric approaches do not support this feature as they need to create glue code,
e.g., for invoking SOAP services. Even workflows, and thus Cafe, do not sup-
port this feature as they do not abstract from fine-grained tasks and wrapping
code is needed to invoke scripts. Fully-Automated provisioning is the key feature
for Cloud computing. The script-centric technologies Puppet and Chef do not
support this feature directly. To enable the fully-automated provisioning of multi-
stack applications, there are tools such as Marionette Collective or Spiceweasel.
Workflows need to be created by hand. Standards Compliant (”de jure”) are only
Management Planlets as they support TOSCA as topology model and BPEL as
workflow language. Workflows and Cafe are partially compliant as they may use
the BPEL or BPMN standards but do not support any standard for the mod-
eling of applications. This feature is important to create portable applications.
Complete Topology Model means that nodes as well as relations are explicitly
modeled. Only Management Planlets support this feature that is important to
maintain the application: if relations are modeled implicitly only, it is hard to
recognize them. Of course, most of the missing features of CloudFormation, Heat,
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and the script-based approaches can be emulated by using low-level shell scripts.
However, this is not efficient and the result is hard to maintain.

7 Conclusion and Future Work

In this paper, we presented an approach that enables the integration of script-
centric and service-centric provisioning and configuration technologies. The ap-
proach is based on Management Planlets and enables to customize and automate
the provisioning of composite Cloud applications. The validation showed the fea-
sibility of our approach and the detailed evaluation, comparing the supported
features to other approaches in this area, proved its relevance. We plan to extend
our approach in the future to support influencing the execution order of Manage-
ment Annotations in order to provide a fully customizable approach independent
from restricted lifecycle operations. In addition, we focus on management of ap-
plications and apply the presented approach also in this area.
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Abstract. In this paper, we present a social contert as a service
(SCaaS) platform for managing adaptations in collaborative pervasive
applications that support interactions among a dynamic group of actors
such as users, stakeholders, infrastructure services, businesses and so on.
Such interactions are based on predefined agreements and constraints
that characterize the relationships between the actors and are modeled
with the notion of social contezt. In complex and changing environments,
such interaction relationships, and thus social contexts, are also subject
to change. In existing approaches, the relationships among actors are not
modeled explicitly, and instead are often hard-coded into the applica-
tion. Furthermore, these approaches do not provide adequate adaptation
support for such relationships as the changes occur in user requirements
and environments. In our approach, inter-actor relationships in an appli-
cation are modeled explicitly using social contexts, and their execution
environment is generated and adaptations are managed by the SCaaS
platform. The key features of our approach include externalization of
the interaction relationships from the applications, representation and
modeling of such relationships from a domain and actor perspectives,
their implementation using a service oriented paradigm, and support
for their runtime adaptation. We quantify the platform’s adaptation
overhead and demonstrate its feasibility and applicability by developing
a telematics application that supports cooperative convoy.

1 Introduction

Mobile computing has brought a wireless revolution in recent years, enabling
mobile internet access as an indispensable way of modern life. It has radically
changed the way people perform tasks, access information and interact with one
another. At the same time, the emergence of service-oriented technology and
interoperability standards (e.g., Web Services) has made it possible to develop
systems intended to support people’s social activities and organizations’ work.
This trend has paved the way of a new breed of software systems that can
mediate both tasks of individuals and collaborative tasks of a group in pervasive
environments [1].

R. Meersman et al. (Eds.): OTM 2013, LNCS 8185, pp. 149-[[66] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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We view a collaborative pervasive environment (CPE) as an interaction space
among users where users collaborate with each other towards a common objective
by sharing information that has been provided by other participating actors.
These actors could be users or services or sensors embedded in the environment.
Such collaboration is subject to the agreements and constraints relevant to the
relationships among actors, which are dynamic and need to adapt in response
to the changes in user requirements and environmental factors.

Collaborative pervasive applications (CPAs), raise major challenges in terms
of their development and management, including the dynamic aspect of them and
their environments. The use of services |15] offers the possibility to design, deploy
and manage these applications dynamically, providing the flexibility required.

Most of the approaches in the pervasive computing literature mainly focus
on tasks of individual users, and provide very limited support to collaborative
tasks of a group of actors [2]. Furthermore, existing approaches in developing
collaborative pervasive applications (e.g., [448]), and middleware architectures
and frameworks for pervasive computing |14] are limited in supporting the dy-
namic relationships between actors, which themselves are an important aspect of
context. In particular, there is a lack of support for managing the adaptation in
such relationships in response to changes in the requirements and environments.

This research explores the concept of social context as a means to represent
the relationships among actors and presents a platform to provide support for
adaptation by managing such social contexts and their changes, in a service-
oriented manner. Social context in computing is often used to refer to the people,
groups and organizations that an individual interacts with [3]. Taking this view,
we define social context as a representation of the interactions among the relevant
actors. That is, social context defines the constructed relationships between social
roles, and these relationships define and constrain the interactions between the
actors playing those roles. To model social context, we employ Role-Oriented
Adaptive Design (ROAD) [16] among many different approaches to design role-
based software systems using agent paradigm, as ROAD brings a number of
design principles that support flexible management and runtime adaptations.
One of the key principles of ROAD is separation of functional and management
operations. We model social context from two perspectives: domain-centric and
player-centric [12]. A domain-centric social context (DCSC) model captures a
collaborative view of the interaction relationships among the actors whereas a
player-centric social context (PCSC) model captures an actor’s coordinated view
of all its interactions (across domains).

In this paper, we present a SCaaS platform for developing collaborative per-
vasive applications from their high-level specifications (represented in terms of
DCSCs and PCSCs), and for managing their adaptations to cope with runtime
changes. Figure [[ presents an overview of the SCaa$S platform. SCaaS takes the
DCSC and PCSC models (specified by an application designer) as inputs, and
instantiates these models by generating management and interaction interfaces
(as Web Services) for applications to invoke. Thus, using applications (running
on mobile devices) actors can interact with each other and manage their social
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Fig. 1. Overview of the SCaaS platform

contexts. In particular, we focus on how the SCaaS platform supports runtime
adaptation in social contexts to cope with changes in the evolving user require-
ments and environmental factors. In relation to the SCaaS platform, this paper
makes the following four major contributions: (1) we identify different types of
changes and the various adaptations to cope with such changes, and we propose
management operations and present possible ways to perform adaptations using
these operations, (2) we introduce states of the social context and its elements
to enable adaptation in a safe manner, (3) we propose a protocol for adaptation
propagation from DCSCs to PCSCs, and (4) Finally, we implement a SCaaS
platform for creating the execution environment of social contexts and manag-
ing their runtime adaptations, and quantify the platform’s adaptation overhead.

The paper is organized as follows. Section 2] presents a scenario where ap-
plications need to interact, collaborate and adapt in pervasive environments.
After giving an overview of our social context models in Sect. Bl we present the
SCaaS platform for managing adaptations in social contexts in Sect.[dl Section
discusses its prototype implementation, while Sect. [l presents the experimental
evaluation and a case study. After reviewing related research in Sect. [, we con-
clude the paper in Sect.

2 Application Scenario

Consider that two groups of tourists in two cars hired from two different rental
companies want to drive together from Melbourne to Sydney. The car rental
companies provide different types of support to their customers based on the cus-
tomers’ insurance policies, service availability, and so on. Let us assume that the
two cars, Car#1 and Car#2, are rented from Budget and AVIS respectively.
In a cooperative convoy, a vehicle interacts with other vehicles, service
providers and infrastructure systems to make the travel safe and convenient.
Through these interactions a vehicle can share information (acquired from the
service providers and infrastructure systems) with other vehicles. Such interac-
tions are subject to defined agreements and constraints among the entities (i.e.,
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vehicle to vehicle, vehicle to service providers, and vehicle to infrastructure).
For instance, drivers of Car#1 and Car#2 want to form a cooperative convoy
to make their travel safe and convenient by collaborating and interacting with
each other. These two cars have access to different types of services: Car#1 has
access to a Travel Guide Service (TGS) while Car#2 has access to a real time
Traffic Management Service (TMS). In the cooperative convoy, they decide that
Car#1 is the leading car (LC) whilst Car#2 is the following car (FC). The two
cars follow the same route chosen by the leading car as it has access to a TGS.
In addition, the drivers of both cars agree on a number of issues. For instance,
they will always keep the distance between them less than 1000m. Car#2 (the
following car) will send road blocks information (obtained from its TMS) to
Car#1 (the leading car) if there is any. Car#1 gets the updated route plan
from its TGS by specifying its preferences (e.g., avoid the route with blocked
road) and notifies that route information to Car#2. Both cars notify each other
of their positions every 10 seconds. If either vehicle experiences mechanical
problems (e.g., flat tyre, engine issue) it needs to notify the other vehicle.

Applications facilitating the cooperative convoy need to fulfill two major re-
quirements. First, the applications should support interactions complying with
the agreed interaction relationships (i.e., constraints and obligations). For the
drivers to perform the additional tasks (e.g., forwarding information) may cause
distraction and have undesirable consequences. Thus, to facilitate collaboration
with less distraction, the applications need to provide a coordinated view of the
interactions, allow drivers to specify their coordination preferences and perform
the coordination in an automated manner. Second, the applications need to
support runtime adaptation as the interaction relationships evolve over time,
and need to adapt with the changes in requirements and environments. For in-
stance, a mechanical problem of the leading car may require it to handover the
leading car role to one of the following cars (assuming there are multiple follow-
ing cars). Because of heavy rain, the maximum distance may need to be reduced
from 1000m to 600m. A third vehicle could join when the convoy is on the way;
or the break-down of a following vehicle might result in its leaving the convoy
before reaching the destination.

To address the first requirement, in our previous work [12], we have pro-
posed an approach to modeling interaction relationships from both the domain
and player perspectives. The DCSC model allows the interactions associated with
a domain such as Budget or AVIS or Cooperative Convoy to be captured, while
the PCSC model provides an overall view of all the interactions of a particular
individual (e.g., driver of Car#1) and allows coordination among its interactions.

To address the second requirement, in this paper, we propose the SCaaS
platform where the DCSC and PCSC are the basis of this platform. At runtime,
the interaction relationships captured by DCSCs need to adapt with the changes
in user requirements and environments. However, the PCSCs are dependent
on DCSCs. The SCaaS platform manages both the DCSCs and PCSCs, and
their dependencies in a consistent manner by supporting the adaptations in the
DCSCs and the adaptation propagation from DCSCs to PCSCs as changes occur.
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3 Social Context Models: An Overview
In this section, we briefly discuss the DCSC and PCSC, and illustrate how these

social context modeling perspectives allow us to capture the above cooperative
convoy scenario. A detailed discussion can be found in [12].
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Fig.2. Social context models for a cooperative convoy: (a) ConvoyDCSC,

(b) Car#1PCSC, (c) Car#2PCSC

3.1 Domain-Centric Social Context Models

The Domain-Centric Social Context (DCSC) model captures the relationships
among social roles associated with a particular domain or environment such as a
company, a cooperative convoy, and so on. A DCSC model comprises of four key
elements: social role, relationship, player, and organizer role. A social role repre-
sents the expected functional interactions of a participating actor with respect to
the social context. Social roles are loosely-coupled elements and are modeled as
first class entities, and as such they are separated from their players (e.g., actors)
who play those roles. A relationship is an association between two social roles,
which represents the interactions and interdependencies between those roles (or
their corresponding players or actors). It mediates the interactions between so-
cial roles by defining what functional interactions can occur between the social
roles and the sequences of these interactions (named conversations). In addition,
a relationship also defines the non-functional requirements of the interactions in
terms of operational parameters and obligations (e.g., time constraints on inter-
actions) imposed on the players associated with that relationship. The organizer
role and its player provide the capability for managing and adapting a social
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context to cope with changes in the requirements and dynamic environments.
While social roles, players and relationships are entities at the social context’s
functional layer, the organizer role and its player are entities at the social con-
text’s management layer.

In the above scenario, there are three domains that need to be modeled,
namely, the two car rental companies (Budget and AVIS) and the cooperative
convoy. According to the agreements between the drivers of the two cars, the
ConvoyDCSC model (see Fig. Zh) consists of two roles: LeadingCar (LC) and
FollowingCar (FC), and their interactions are captured in the R4 (LC-FC) re-
lationship (see Table [I) where an interaction is represented using a message
signature and a direction of the message (i.e., AtoB, BtoA or both). Figure Bl
shows an XML representation of the ¢8 interaction. Also, there may be other
constraints and behavioral properties (e.g., conversations, obligations (e.g., ol
in Table[)), but for simplicity we do not include all of them. As Car#1 plays the
leading car role, it is also designated to play the organizer role of the ConvoyD-
CSC model. So, by playing the organizer role (through an application interface),
the leading car driver can change the model (e.g., add, delete or update roles
and relationships) at runtime. In a similar way, we can also model BudgetDCSC
and AVISDCSC where Car#1 and Car#2 play the RentedCar role. Due to page
limit, we do not present the details of these models which can be found in [17].

Table 1. Partial description of R4 (LC-FC) relationship in ConvoyDCSC

Specification from scenario Notational representation

FC sends ahead road blocks information toi7:{notifyRoadBlock, FCtoLC, ack}
the LC

LC updates the route information to the FC i8:{routeUpdate, LCtoFC, ack}
Both cars notify each other of their i19:{positionUpdate}//bi-directional
positions every 10 seconds 01:{i9,Time,periodic,=,10,seconds}
One car notifies mechanical problems to the i10:{notifyMechanicallssue}

other car

Either vehicle may leave the convoy i11:{leaveConvoy }

Maximum distance between the LC and FC pl:{maxDistance=1000m }

is 1000m

<tnsl:Interaction name="routeUpdate" id="ig">
<Direction>LCtoFC</Direction>
<Parameters>
<Parameter>
<Type>String</Type>
<Name>routedetails</Name>
</Parameter>
</Parameters>
<Return>String</Return:>
</tnsl:Interaction>

Fig. 3. XML representation of the i8 social interaction
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3.2 Player-Centric Social Context Models

In addition to the common view of a domain-centric social context model, an
actor may have its own perception or view of the domain with respect to the
role(s) it plays and the interactions it participates in that domain. Moreover, an
actor may operate in different domains. Thus, we also model the social context
from an actor’s perspective, namely Player-Centric Social Context (PCSC). The
PCSC model provides an overall view of all the interactions of an individual
(across different domains) and allows coordination of its interactions.

Fig. @b and Fig. Bk show the player-centric models of Car#1 and Car#2
respectively (and how they relate to the domain models). Like a DCSC, a PCSC
contains social roles, actors/players and an organizer role. In addition, it contains
a coordinator role and role-centric relationships. In the PCSC, all social roles
are played by the actor (application) in question and are connected with the
coordinator role through the role-centric relationships. The coordinator role is a
means of achieving inter-domain coordination, i.e., interactions in one domain
can be used for interactions in another domain. An actor can coordinate its
interactions explicitly through the application’s user interface or it may define
some rules or use an intelligent application to coordinate its interactions on its
behalf [12]. A role-centric relationship is the aggregation of all the relationships
associated with a particular social role in a DCSC model, but localized in the
player-centric model. For example, the Rr2 role-centric relationship in the PCSC
of Car#1 is the aggregation of R1, R2 and R3 in the BudgeDCSC.

4 The SCaaS Platform

4.1 Social Context at Runtime

Social contexts are not just a modeling or design-time construct, and they are
also runtime entities that mediate runtime interactions between actors. Interac-
tions among an actor, its player-centric social context model, and the relevant
domain-centric social context models are loosely coupled and use a messaging
style. A (runtime) social context acts as a message router that (1) receives mes-
sages from an actor, (2) evaluates conditions specified in associated relationships,
and (3) passes the messages to another actor or a social context (as a player)
or notifies the actor(s) in case of any condition violation. For the PCSC, all the
incoming and outgoing messages are intercepted by the coordinator role which
is played by the actor’s coordination application. The application coordinates
messages on behalf of the actor based on her preferences.

SCaaS facilitates the runtime realization of social contexts for supporting
mediated interactions between collaborative actors, such as those of Car#1 and
Car#2. However, the requirements of such applications are subject to continuous
change. Thus, social contexts need to be managed and adapted to ensure the
proper functioning and evolution of the applications in which the social contexts
play a part. In the rest of this section, we discuss the management and adaptation
support provided by the SCaaS platform in offering social context as a service.
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4.2 Types of Changes

In general, there are two types of changes that require adaptation in a social
context as well as across social contexts.

Changes in Environments. During convoy, it may start to rain heavily or the
cars may move from one jurisdiction to another which operates different traffic
management systems. Such changes cause social context adaptation and are
referred to as changes in environments.

Changes in Requirements. A third vehicle could join when the convoy is al-
ready on the way; a broken-down following car might leave the convoy before
reaching its destination; or the leading car might have a mechanical problem
which requires to handover the leading car role to one of the following cars (as-
suming multiple following cars). Such situations also cause adaptation and are
referred to as changes in requirements.

4.3 Adaptations in a Social Context

Runtime adaptation, often called dynamic adaptation, is a widely used term and
is extensively studied in multiple disciplines. In pervasive computing, this term is
used to denote any kind of modification at the running phase of the system [19].
In general, such runtime adaptation can be classified into two categories: parame-
ter adaptation and structure (compositional) adaptation [18]. The adaptation in
a social context to cope with the changes in user requirements and environments
also can be of these two types: structural (compositional) and parametric.
We achieve structural adaptation in two ways:

— Modifying topology — Adding and removing social roles, players and rela-
tionships are carried out. For instance, a third vehicle could join the convoy
when it is already on the way, or a broken-down following car leaves the con-
voy before reaching the destination. These situations lead to the addition or
removal of roles, players and relationships in the ConvoyDCSC.

— Modifying the binding between a social role and its player — The same social
role can be played by different players at different times. The binding be-
tween the role and the players is dynamic. For instance, in the AVISDCSC;
the traffic management role can be played by different traffic management
systems in the convoy at different times as the vehicle moves from one ju-
risdiction to another. Also due to a mechanical problem of the leading car
(Car#1), the Car#1PCSC needs to unbind from the leading car role in
the ConvoyDCSC' and one of the following cars can be assigned to play the
leading car role by binding that car’s PCSC to the leading car role in the
ConvoyDCSC.

We achieve parametric adaptation through the modifying relationships where
adding, removing or updating interactions, obligations, conversations and op-
erational parameters are carried out. For instance, in the ConvoyDCSC; the
maxDistance parameter value in R4 relationship may be required to be reduced,
from 1000m to 600m because of heavy rain.
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Management Operations and Adaptation Rules. The organizer role pro-
vides the management capability of a social context. The principle of separation
between a role and its player is also applied to the organizer role. The orga-
nizer role is internal to a social context and allows its player to manage both
the structure and parameters of the social context. The organizer role presents
management rights over a runtime social context model, for example, to an ac-
tor who owns the runtime model. The organizer role exposes a management
interface that contains methods for manipulating the structure and parameter
of the runtime social context model such as addRole, deleteRole, addRelation-
ship (addRel), deleteRelationship, addInteraction, deleteInteraction, addConver-
sation, deleteConversation, addObligation, deleteObligation, addOperationalPa-
rameter, deleteOperationalParameter, bindRolePlayer, and unbindRolePlayer.

By playing the organizer role, a human can perform adaptation manually us-
ing a graphical interface. On the other hand, automatic adaptation can be defined
and performed through a computer program or an agent or a set of predefined
adaptation rules as a player of organizer. For example, the maxzDistance pa-
rameter value can be reset to 600m using the following Event-Condition-Action
(ECA) rule:

adaptation-rule "Update maximum distance"
when
EnvironmentChangeEvent (name=="RainingStatusValueChanged") //Event
then
if (rainingStatus == HEAVY_RAIN) //Condition
callMethodInOrgInterface("updateOperationalParam("R4" ,maxDistance,600m)")

Social Context States and Safe Change. To perform adaptation in a safe
manner without affecting the message flow and loss of messages, we maintain the
state of each entity, i.e., social role, relationship and runtime social context as a
whole. Figure @l shows the states and their transitions. When a social context is
deployed all of its entities enter into Idle state. When a conversation is started,
the associated social roles and relationship move to the Active state and remain
there until the conversation completes. A social context enters into Active state
when any of its social roles or relationships becomes Active and remains there
until all of its roles and relationships become Idle. When an adaptation operation
(structural or parametric) starts, the entity enters into the Reconfiguration state.
The time when a change cannot be made is the moment when the entity is
in Active state. For instance, an adaptation operation cannot be performed in
a social role or relationship when a conversation (request/response) associated
with these entities is in progress. In that case, the adaptation request will be
buffered and executed in the future after the entities enter into the Idle state.

4.4 Adaptations across Social Contexts

As stated in the previous section, a PCSC provides a coordinated view of all the
interactions of an individual across different domains, and an individual plays
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roles in multiple domains/DCSCs through her PCSC. Thus, an adaptation in a
DCSC should be propagated to its corresponding PCSCs. Figure Bl shows a basic
protocol for such propagation. In this protocol, the DCSC organizer triggers the
adaptation in a PCSC by invoking the following methods: triggerRoleAcquisition,
triggerRoleRelinquishment and trigger UpdateRelationship.
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Fig. 5. Cross-DCSC/PCSC adaptation propagation

The adaptations across social contexts have three aspects:

1. Binding a player to a social role in the DCSC — When a player binds to a role
in a DCSC, her PCSC should add that role and its role-centric relationship.
Thus, for the bindRolePlayer request, the DCSC invokes computeRole Centri-
cRel method to compute the role-centric relationship of a particular social
role which is the aggregation of all the relationships associated with that
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Algorithm 1. Computing Role-centric Relationship

1:

11:
12:
13:
14:
15:
16:
17:
18:
19:

procedure COMPUTEROLECENTRICREL(sc, ) > r is a social role and sc is a
social context
roleCentricRel < empty > create an empty relationship
relList < get AllReldRole(sc,r) > relationships connected to r
for all rel € relList do > rel is a relationship in the relList
for all i € rel do > ¢ is an interaction in rel
roleCentricRel.addInteraction(i)
end for
for all c € rel do > ¢ is a conversation in rel
roleCentricRel.addConversation(c)
end for
for all o € rel do > o is an obligation in rel
roleCentricRel.addObligation(o)
end for
for all p € rel do > p is an operational parameter in rel
roleCentricRel.addOperational Param(p)
end for
end for

return roleCentricRel
end procedure

social role in the DCSC (see Algorithm [I]). Then the DCSC invokes the trig-
gerRoleAcquisition method in the PCSC organizer with the social role and
its role-centric relationship, as parameters. The PCSC organizer executes
roleAcquisition method to adapt its structure by adding a social role and
relationship based on the received information.

. Unbinding a player from a role in the DCSC — When a player is unbound

from the DCSC, her PCSC should be adapted by removing that role and its
role-centric relationship. Thus, for the unbindRolePlayer request the DCSC
invokes the triggerRoleRelinquishment method with the social role name as
the parameter. The PCSC organizer executes roleRelinquishment method to
adapt its structure by deleting the social role, and the relationship between
that social role and the coordinator role, when those entities are in Idle state
(i.e., safe to delete).

. Updating a relationship in the DCSC — All the updates in a relationship

and/or a social role in a DCSC should be propagated to the corresponding
PCSC(s). Thus, for any modification request in a relationship (i.e., to add,
delete or update an interaction, conversation or obligation), the DCSC or-
ganizer invokes the triggerUpdateRelationship method in the PCSCs which
are bound to the associated social roles in that relationship. Then the PCSC
organizer executes the updateRelationship method to reflect the changes.
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4.5 Revisiting the Scenario

Let us consider a situation that requires management and adaptation in a social
context and across social contexts which can be addressed using the SCaaS
platform.

If the leading car (Car#1) breaks-down, the ConvoyDCSC' organizer player
(the leading car driver) invokes (through a user interface) the unbindRolePlayer
method to unbind Car#1PCSC from the LC and then the ConvoyDCSC (orga-
nizer) invokes the triggerRoleRelinquishment(“LC”) method in Car#1PCSC. As
a result, the Car#1PCSC updates its structure by deleting the LC role and the
relationship between the LC and Coordinator role (see Fig. [B@). Furthermore,
to assign a following car (say Car#2) to play the leading car role, the Convoy-
DCSC organizer player invokes the unbindRolePlayer(“FC”, urlCar#2PCSC)
followed by bindRolePlayer( “LC” urlCar#2PCSC) to first unbind Car#2PCSC
from the following car role and then bind it to the leading car role. As a result,
the ConvoyDCSC organizer invokes the triggerRoleRelinquishment and trigger-
RoleAcquisition methods respectively which ultimately updates the Car#2PCSC
by deleting the FC role and its associated relationship (see Fig. Bl@) followed by
adding the LC role and its associated relationship (see Fig. [6(D).

lrigg/erBoLgfelinquishment triggerRoleRelinquishment triggerRoleAcquisition
v - - P )

/ ConvoyDCSC

X Deletion

Fig. 6. Runtime adaptation in social context models due to break-down of leading car

5 Prototype Implementation

We have implemented the SCaaS platform by adopting and extending the
ROAD4WS } which is an extension to the Apache Axisd] web service engine
for deploying adaptive service compositions. The SCaaS platform exploits
JAXB 2.04 for creating DCSCs and PCSCs runtime from their XML descrip-
tors. JAXB helps the generation of classes and interfaces of runtime models
automatically using an XML schema. The platform exposes each social role as
a service, the associated interactions of the role as operations of that service.

!http://axis.apache.org/
2 == - ————
http://jcp.org/en/jsr/detail?id=22
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Fig. 7. The SCaaS platform architecture

The conversation and obligations specified in the social relationship are eval-
uated as event-condition-action rules and implemented using Drooldl. Actors
(players) playing the roles invoke the operations which create messages. Such
messages are routed to other players who they are collaborating with. As illus-
trated in Fig. [l the SCaa$S platform generates runtime social contexts which are
able to (1) handle requests received from players (i.e., applications); (2) check se-
curity settings for authorized access; (3) allocate requests into a message queue;
(4) forward messages to corresponding social roles; (5) evaluate conditions spec-
ified in the relationships; (6) send requests to relevant players. A runtime social
context also can (7) receive a management request (from a user/application)
and adapt itself accordingly, and (8) propagate the adaptation to other social
contexts as necessary. The SCaaS Management module handles (9) platform
level management requests such as create, delete, deploy and undeploy social
contexts as required by the user/application. Interactions between the runtime
models and their players (i.e., external interactions) are supported by exchanging
SOAPH messages.

The runtime adaptations are supported by the Java reflection mechanism and
the Drools engine. To cope with the changes in environments and requirements,
at runtime, Javassistl] allows generation of new classes and modification of ex-
isting classes, which helps to add new social roles/relationships and change ex-
isting roles/relationships, respectively. Drools engine allows the SCaaS to inject
new rules and delete existing rules from the working memory which facilitates
the addition and deletion of conversations, obligations and parameters in the

3http://www. jboss.org/drools/
4http://www.w3.org/TR/soap/
® http://www.jboss.org/javassist
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relationships. This way of implementation provides flexible and easy runtime
adaptation in a particular entity of a social context without interrupting the
other entities of that social context.

6 Experimental Evaluation and Case Study

The goal of our experiment had to quantify the SCaaS platform’s adaptation
overhead. We installed the SCaaS platform on a machine with Core i3 2.2 GHz
CPU, 8GB RAM and Windows 7 OS. We used Java 1.6, Drools 2, Tomcat
7.0.21 and Axis2 1.6.1 in this experiment. As a case study, we also implemented
the motivating scenario as a proof-of-concept application, and measured the
application’s adaptation overhead in real-life experiment to demonstrate the
feasibility and applicability of the SCaaS-based application.

6.1 Adaptation Overhead

To evaluate the adaptation overhead, we deployed 100 DCSCs where each DCSC
is consisted of 10 roles connected in a ring topology using 10 relationships, and
each relationship is comprised 6 interactions, 6 conversations and 6 obligations.
Once we deployed 100 DCSCs to the SCaaS platform, SCaaS created 10 PCSCs
for 10 players where each player plays a role in each of the 100 DCSCs. Thus,
each PCSC contained 100 social roles and 100 role-centric relationships. We exe-
cuted each of the structural and parametric adaptation operations (e.g, addRole,
addConv) 1000 times over the 100 DCSCs. We measured the time from the mo-
ment the adaptation was requested, to the moment Axis2 updated the services.
The box plots in Fig. [§ show the summary of the results where the horizontal
line inside each of the boxes represents the median (average time). The results
show that the deletion operations (e.g., delRole, delRel, and unbindRP) take less
time compared to the addition operations (i.e., addRole, addRel, and bindRP).
Figure[Bh shows the time required to perform different structural and parametric
adaptations in a social context. The results show that the structural adaptations
take more time than the parametric adaptations. Among the structural adap-
tation operations, adding a relationship (addRel) in a social context takes the
longest time, around 68 millisecond (ms) (on average), as it needs to update the
configuration of two social roles, where as deleting a social role (delRole) takes
the least time, around 5ms. For different parametric adaptation operations, the
required time is related to rule injections and deletions in the Drools engine and
lies between 162 and 486 microseconds.

The box plots in Fig. Bb illustrate the adaptation overhead results across a
DCSC and a PCSC. The leftmost figure shows the total time required for the
bindRP (bind role-player) and unbindRP (unbind role-player) structural adap-
tations. The middle figure shows the time required for each step in the bindRP
adaptation, including the time to add a URL to a social role (addURLtoSR),
to compute a role centric relationship (compRoleCenRel) using Algorithm 1, to
send a request to a PCSC (sendReqToPCSC'), and to execute the role acquisi-
tion method (exeRoleAcq). The rightmost figure shows the time required for each
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step in the unbindRP adaptation, including the time to delete an URL from a
social role (delURL4SR), to send a request to a PCSC (sendReqToPCSC'), and
to execute the role relinquishment method (exeRoleRelq). The results show that
on average the bindRP and unbindRP operations take 100ms and 33ms, respec-
tively, which we believe is an acceptable overhead in collaborative applications.

6.2 Case Study

To demonstrate the real-world applicability and feasibility of our approach, we
have developed an adaptive collaborative application on top of the SCaaS plat-
form, called SocioTelematics that enables multiple cars to form cooperative con-
voys. This application allows the drivers to see each other’s positions on the
Google Maps. Using this application, drivers in the convoy can adapt and man-
age their social contexts and interactions. The SCaaS makes it easy to develop
this application based on their supposed interactions and without worrying about
the underlying message communication and the evaluation of the messages, as
the runtime support and adaptation of these social contexts and interactions
are externalized to and managed by the SCaaS platform. Moreover, the runtime
adaptation capability provided by the SCaaS platform allows the application
to respond to changes in requirements and environmental factors, without any
change in the application code.

We evaluated the application’s adaptation overhead using two cars in a co-
operative convoy over 50 kilometres of driving where the SCaaS platform was
deployed in the Amazon EC2 and the two client SocioTelematics applications
were running on two in-car Android Samsung Galaxy Tabs with 3G connections.
The results in Table 2] show that given the 1.12 second communication latency



164 M.A. Kabir et al.

Table 2. Time required to perform adaptation operations

Operations Time

Send an adaptation request from the SocioTelematics application to 1.121 sec
the Amazon server over a 3G network

Add a new car to the ConvoyDCSC at runtime, i.e., addRole, addRel 0.209 sec
and bindRP

Remove a car from the ConvoyDCSC at runtime, i.e., unbindRP, delRel 0.046 sec
and delRole

Change the ol operational parameter in R4 relationship 0.422ms

between the application and the server, on average the time to add and remove a
car to and from the convoy at runtime take 1.33 sec (i.e., 1.121+40.209) and 1.167
sec, respectively, which we believe are acceptable times in a cooperative convoy.

7 Related Work

7.1 Platform for Collaborative Pervasive Applications

The need for supporting collaboration in pervasive computing environments has
emerged in recent years (e.g., [4], [8]). Such research has focused on collaborative
interactions between different types of actors such as user-user and device-device,
for various purposes. The SAPERE [4] middleware exploits social network graph
to establish collaboration for sharing data among spatially collocated users de-
vices. CoCA |] is a ontology-based context-aware service platform for sharing
of computational resources among devices in a neighbourhood. Both SAPERE
and CoCA focus on collaboration among devices, where SCaaS focuses on col-
laboration among users. Similar to SCaaS, MoCA |[6], a middleware architecture
for developing context-aware collaborative applications, focuses on collaboration
among users. But unlike SCaaS, the collaborations among users in MoCA are
not based on predefined goals or tasks, rather driven by spontaneous and occa-
sional initiatives. CASMAS [7] and UseNet [8] focus on collaborative activities
among users to achieve a common goal like SCaaS. But none of them explicitly
model the interactions among users.

Moreover, all of the above approaches lack support for managing the dy-
namicity and complexity of the social context as highlighted in this paper. The
relationships between actors and their adaptations are not modeled explicitly,
and instead are often hard-coded directly into the applications. To the best of
our knowledge, there is no work to date that addresses the runtime adapta-
tion of social context models in response to the changes in requirements and
environments.

7.2 Middleware Support for Runtime Adaptation

Much research has been carried out into middleware support for runtime
adaptation in context-aware systems (e.g., MADAM [9] and 3PC [10]) and
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service-oriented systems (e.g., MUSIC [11] and MOSES [20]). These middle-
ware solutions mainly target the tasks of individual users/applications and
have focused on reconfiguring applications’ settings (rather than interaction
relationships) based on physical context information (e.g., place, time)/quality
of service requirements (e.g., performance, reliability), rather than interaction
relationships. Moreover, their proposed runtime models are application-specific
and cannot be used to model interaction-relationships among collaborative
actors.

In contrast to these solutions, the SCaaS platform targets collaborative per-
vasive applications, and focuses on executing adaptation by explicitly realizing
interaction relationships using social contexts and providing an organizer inter-
face to change such social contexts. On the other hand, SCaaS does not address
the monitoring of environment changes (i.e., physical context information), ana-
lyzing such information or making adaptation decisions. In that sense, the SCaaS
middleware is not a substitute for existing middleware solutions that manages
physical context information, rather can be built on top of those solutions as
appropriate, in order to manage (as a service) social interactions and context
adaptation for collaborative pervasive applications.

8 Conclusion

We have presented a novel Social Context as a Service platform for supporting
application-level adaptations and enabling mediated-interactions among actors
(individuals with their applications) in collaborative pervasive environments.
Our approach externalizes interaction-relationships from the application imple-
mentation, explicitly models the interactions in terms of social contexts, sepa-
rates functional interactions from management operations, and provides runtime
realization of social contexts. All these facilitate the systematic management of
dynamic interaction-relationships between actors and support their adaptation
to cope with the changes in user requirements and environments.

SCaaS facilitates both structural and parametric adaptations in social con-
texts which are realized through the management (organizer) interface of the
social contexts. SCaaS also maintains the inherent dependencies among social
contexts and keeps them consistent through coordinated cross-social context
adaptation. Our model-driven approach and service-oriented implementation
make it easier to develop different adaptive collaborative applications on top
of SCaaS. We have quantified the adaptation overhead of the SCaaS platform
through an experimental evaluation and demonstrated its applicability with a
cooperative convoy telematics application.
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Abstract. Conventional incentive mechanisms were designed for business envi-
ronments involving static business processes and a limited number of actors. They
are not easily applicable to crowdsourcing and other social computing platforms,
characterized by dynamic collaboration patterns and high numbers of actors, be-
cause the effects of incentives in these environments are often unforeseen and
more costly than in a well-controlled environment of a traditional company.

In this paper we investigate how to design and calibrate incentive schemes for
crowdsourcing processes by simulating joint effects of a combination of differ-
ent participation and incentive mechanisms applied to a working crowd. More
specifically, we present a simulation model of incentive schemes and evaluate it
on a relevant real-world scenario. We show how the model is used to simulate
different compositions of incentive mechanisms and model parameters, and how
these choices influence the costs on the system provider side and the number of
malicious workers.

Keywords: rewards, incentives, crowdsourcing, social computing, collective
adaptive systems.

1 Introduction

Research on incentives in crowdsourcing systems has been increasingly attracting
interest recently (e.g., [19/11J1519]). Today’s commercial crowdsourcing systems
mostly deal with simple tasks and lack worker interactions and dependencies. Such
collaborative patterns in many ways resemble traditional piece-work, enabling use of
conventional pay-for-performance incentive mechanisms [16]. These existing incentive
mechanisms are based upon statistical models (e.g., agency theory) that take into con-
sideration workers engaging in contractual, long-term relationships with a traditional
company and seeking to maximize their utility metrics (see Section ). However, as
social computing systems grow more complex (e.g., Collective Adaptive Systemsﬂ) the
web scale and unstable nature of crowd worker interactions with the system makes the
use of traditional incentives unpredictable and inappropriate.
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Conventional incentive models completely disregard social characteristics of the
crowd, such as coordinated group actions, social/regional/ethnic peculiaritites, volun-
tary work [6]], importance of reputation/flaunting [[18]], or web-scale malicious behavior
[21]. An additional complication is that these phenomena change often and characterize
different subsets of the crowd differently in different moments. This makes development
of appropriate mathematical incentive models difficult. Specifically, the root cause lies
in insufficient understanding of the implications arising from a particular combination
of worker participation patterns and applied incentive schemes.

The system designer needs to consider additional factors, such as: emerging, unex-
pected and malicious worker behavior, incentive applicability, range of stability, reward
fairness, expected costs, reward values and timing. Failing to do so leads to exploding
costs and work overload, as the system cannot scale with the extent of user participation.
Unbalanced rewards keep new members from joining or cause established members to
feel unappreciated and leave. Ill-conceived incentives allow users to game the system,
prove ineffective against vandalism, or assign too many privileges to particular mem-
bers tempting them to abuse their power [[13]].

This calls for a systematic approach in designing and evaluating incentive schemes
before deployment on real-world social computing systems. In [[16] we surveyed ex-
isting incentive practices in traditional companies and different crowdsourcing plat-
forms and illustrated the shortcomings of applying conventional incentive mechanisms
in crowdsourcing environments. We then proposed how to combine proven atomic in-
centive mechanisms into scalable and portable incentive schemes suitable for social
computing systems. Based on these conclusions, in [[15l17] we presented a model and
a system capable of deploying and executing such mechanisms. Continuing on this
line of research in this paper we now investigate how to select, customize and eval-
uate appropriate atomic incentive mechanisms and how to compose them for a given
crowdsourcing scenario. Specifically, we propose modeling and simulating various par-
ticipation options available to workers, activities and costs on the system provider side,
how user actions are transformed into rewards, and how these rewards in turn influence
user behavior. Further justification for this approach is presented in Section 2

The contributions of this paper are:

Abstract simulation model of incentive mechanisms for crowdsourcing (Section[3)).
. Concrete incentive model for a real-world crowdsourcing scenario based on 1.

3. Complete modeling and simulation methodology, detailing the implementation and
evaluation processes to design a concrete incentive model such as 2. (Section[3)

N =

The validity and capabilities of the model and the methodology are evaluated through
a relevant simulation scenario.

The remainder of this paper is structured as follows. Section Pl provides a discussion
on related work and our previous work. Section [3] provides an overview of our ap-
proach, the abstract incentive model and the simulation rationale. Section (] presents
two relevant scenarios that we use as the environment to demonstrate and evaluate
the methodology. We discuss the methodology and concrete design decisions in Sec-
tion |3l A scenario case-study in Section [6] demonstrates the simulation’s usefulness to
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provide insights into behavior and effectiveness of selected incentive mechanisms and
other design decisions. Section [7] gives an outlook on future work and concludes this

paper.
2 Background and Related Work

Previous research on incentives can be roughly categorized in two groups. One group
seeks to find optimal incentives in formally defined environments through precise math-
ematical models (e.g., principal-agent theory [812]], game theory [4/7]). Both the agent
(worker) and the authority (employer) are seen as entities deciding on their actions
with the exclusive goal of maximizing gain or achieving a predefined goal. Although
successfully used in microeconomic models, these incentive models do not fully cap-
ture the diversity and unpredictability of human behavior that becomes accentuated in
a crowdsourcing environment. These disadvantages (see [[L1]]) prompted the advent of
another direction in research of incentives in crowdsourcing.

The other group examines the effects of incentives by running experiments on exist-
ing crowdsourcing platforms and rewarding real human subjects with actual monetary
rewards (e.g., [9I11]). The major disadvantages of this approach are its high cost and
duration. Furthermore, although seemingly yielding realistic findings, there is evidence
that the low amounts of monetary rewards used in these experiments make the findings
applicable only for a very limited range of simple activities, such as image tagging and
text translation. These and other shortcomings that this type of research suffers from are
listed in [1]].

In contrast to these two approaches, our intention is not to devise novel nor optimal
incentive mechanisms for crowdsourcing, but rather to offer system designers a method-
ology for quickly selecting, composing and customizing existing, real-world atomic in-
centive mechanisms [16/19], and roughly predicting the effects of their composition in
dynamic crowdsourcing environments. The model and simulation parameters can be
changed dynamically, allowing quick testing of different incentive scheme setups and
behavioral responses at low cost. The schemes can then be deployed on systems such
as [15U17]] and provided as a service to the third parties.

Our simulation approach allows modeling of incentives and responses of workers of
arbitrary complexity. Specifically, we employ principles of agent-based social simula-
tion [[LOJ5], an effective and inexpensive scientific method for investigating behavioral
responses of large sets of human subjects. As we are primarily interested in investigat-
ing how reputation affects (malicious) behavior, we characterize each agent by repu-
tation metric, as laboratory experiments confirmed that reputation promotes desirable
behavior in a variety of different experimental settings [20/12/T4/18].

However, unlike the usual approach where agents interact directly (and thus benefit
from cooperative behavior or suffer from defective behavior), we introduce a provider
that facilitates interactions and determines the benefits or costs of those interactions.
Reputation allows the provider to assess an agents reliability. Consequently, pure rep-
utation sharing alone is insufficient. We require additional incentive mechanisms to
obtain cooperative behavior beyond the users intrinsic level. Further differences to the
conventional agent-based simulation include the explicit, detailed modeling of the un-
derlying collaboration patterns, thereby building upon our previous work [3]].
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3 Incentive Mechanisms for Crowdsourcing Processes

Any incentive mechanism in general involves two interested parties - an authority and a
worker (actor, agent). The authority is interested in stimulating, promoting or discour-
aging certain behavioral responses in workers. The incentive exhibits its psychological
effect by promising the worker a reward or a punishment based on the actions the worker
will perform. The wish to get the reward or escape the punishment drives the worker’s
decisions on future actions. The reward (punishment) can be material or psychological
(e.g., a change of status in a community — ranking, promotion). The type, timings and
amounts of reward need to be carefully considered to achieve the wanted effect of influ-
encing a specific behavior in a planned direction. In addition, introduction of incentives
introduces additional costs for the authority who hopes to compensate for them through
the newly arisen worker behavior (e.g., increased productivity).

However, as soon as an incentive mechanism is introduced, it produces dysfunctional
behavioral responses in the worker population. The workers adapt to the new rules and
change their working patterns, often in unpredictable or even malicious ways, trying
to misuse the new incentive to profit more than the rest of the population [13]. The
authority compensates for this by introducing other incentive mechanisms targeting the
dysfunctional behavior, further increasing the authority-side costs, and causing new
types of dysfunctional behavior. However, once the proper combination of incentive
mechanisms is put in place and calibrated, the system enters a stable state. The problem
with the crowdsourcing processes is that the system may not stay long in a stable state
due to an unforeseen change in worker participation or collaboration pattern. Therefore,
the incentive setup needs to be reconfigured and re-calibrated as quickly as possible, in
order to avoid incurring high costs to the authority. This feedback control-loop involving
the authority and the worker represents the actual incentive mechanism that we model
and simulate in this paper.

Modeling an incentive mechanism, therefore, always involves modeling both the
authority and the worker side, as well as the possible interactions between them. In
Figure [Ilwe show an abstract representation of the model of incentive mechanism that
we implement in the following sections.

Workers differentiate from each other by having different sets of personal character-
istics (e.g., accuracy, speed, experience). The characteristics are determined by a private
set of variables stored in the internal state S. Usually, the variables are normally dis-
tributed across the worker population, although particular variables can be intentionally
given predefined values to provoke a certain type of behavior. The internal state also
contains records of worker’s past actions. The internal state is private to the worker, and
is used as one of the inputs for the decision-making function f, that chooses the next
action to perform.

Apart from the internal state, each worker is characterized by the publicly exposed set
of performance metrics M that are defined and constantly updated by the authority for
each worker. The performance metrics reflect the authority’s perception of the worker’s
past interactions with the system (e.g., trust, rank, expertise, responsiveness). Knowing
this allows the worker to decide better on his future actions. For example, knowing that
a poor reputation will disqualify him from getting a reward in future may drive the
worker to work better or to quit the system altogether. It also allows him to compare
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Fig. 1. Incentive mechanisms need to capture the interaction between worker and authority

with other workers. Therefore, the set of performance metrics is another input for the
decision-making function f,.

The third input for the decision-making function f; is the set of promised rewards
(punishments) R. Rewards are expressed as publicly advertised amounts/increments in
certain parameters that serve as the recognized means of payment/prestige within the
system (e.g., money, points, stakes/shares, badges). They are specified per action per
artifact and per performance metrics, thus making them also dependent per user. For
example, a reward may promise an increase of at least 100 points to any/first user who
performs the action of rating an artifact. The amount of points can then be further in-
creased or decreased depending on the user’s reputation.

Worker interacts with the authority solely by performing actions over artifacts (K)
offered to the worker population by the authority. Worker’s behavior can thus be de-
scribed as a sequence of actions in time, interleaved with periods of idling (idling be-
ing a special-case of action). The set of possible actions is the same for every worker.
However, the effects of the execution of an action may be different, depending on the
worker’s personal characteristics from the internal state S. For example, a worker with
innate precision and bigger experience can improve an artifact better than the worker
not possessing those qualities.

As previously stated, worker’s next action is selected through the use of a decision-
making function f, = f(S, M, R) potentially considering all of the following factors:
a) the statistically or intentionally determined personality of the worker; b) historical
record of past actions; c) authority’s view of one’s own performance; d) performance
of other workers; and e) promised rewards, with respect to the current state of one’s
performance metrics. The decision-making function is arbitrarily defined by the system
designer. For example, we can use a utility-maximization function, as described in the
papers cited in Section

The authority’s motivation for offering artifacts for processing to the crowd is to ex-
ploit the crowd’s numerosity to either achieve higher quality of the artifacts (e.g., in
terms of accuracy, relevance, creativity), or lower the cost (e.g., in terms of time or
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money). This motivation guides the authority’s choice of incentive mechanisms. Au-
thority has at its disposal a number of incentive mechanisms IM;. Each one of them
should be designed to target/modify only a small number of very specific parameters
(see later). Thus, it is the proper addition or composition of incentive mechanisms that
allows the overall effect of an incentive scheme, as well as fine-tuning and runtime
modifications.

An incentive mechanism /M takes as inputs: 1) the current state of an artifact K;;
2) the current performance metrics of a worker M; and optionally 3) the output from
another incentive mechanism returning the same type of reward — R’,,. The output of an
incentive mechanism is the amount/increment of the reward R, to offer to the worker
M for the action gy, over artifact K;.

IM : (Ki7 Mst,ak) - Rak (l)

The true power of incentive mechanisms lies in the possibility of their combination.
The reward (fz) can be calculated through a number of additions (+) and/or functional
compositions (o) of different incentive mechanisms. For example, a worker may be
given an increment in points for each time he worked on an artifact in the past. Each of
those increments can then be modified, depending on how many other workers worked
on that same artifact. In addition, the total increment in points can be further modified
according to the worker’s current reputation. The finally calculated increment value
represents the promised reward. The set of finally calculated rewards per worker R,, =
{fr,>.--» f.} 1s then advertised to the workers, influencing their future behavior, and
closing the feedback loop.

The major difficulty in designing a successful incentive scheme lies in properly choos-
ing the set of incentive parameters (performance metrics, incentive mechanisms, and
their compositions). Often, the possible effects when using one set of parameters are
unclear at design time, and an experimental or a simulation evaluation is needed to de-
termine them. A proven set of incentive parameters is usually called an incentive scheme.

4 Motivating Scenarios

Here we present two relevant scenarios for which our simulation model and methodol-
ogy can be used to design and evaluate appropriate incentive schemes.

Citizen-Driven Traffic Reporting. Local governments have a responsibility to pro-
vide timely information on road travel conditions. This involves spending consider-
able resources on managing information sources as well as maintaining communication
channels with the public. Encouraging citizens to share information on road damages,
accidents, rockfalls, or flooding reduces these costs while providing better geographi-
cal coverage and more up to date informatior. Such crowdsourcing process, however,
poses data quality related challenges in terms of assessing data correctness, complete-
ness, relevance, and duplication.

2 For a real world example visit the Aberdeen City Council’s SmartJourney initiative at
http://smartjourney.co.uk/
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Crowdsourced Software Testing. Traditional software testing is a lengthy and expen-
sive process involving teams of dedicated engineers. Software companied] may decide
to partially crowdsource this process to cut time and costs and increase the number and
accuracy of detected defects. This involves letting the remote testers detect bugs in dif-
ferent software modules and usage environments and submitting bug reports. Testers
with different reputations provide reports of varying quality and change the assigned
bug severity. As single bugs can be reported multiple times in separate reports, testers
can also declare two reports as duplicates.

The two scenarios exhibit great similarities. The expected savings in time and money
can in both cases be outweighed by an incorrect setup and application of incentive
mechanisms. Furthermore, the system could suffer from high numbers of purposely
incorrect or inaccurate bug report submissions, driving the processing costs high. For
the purpose of this paper, we join and generalize the two scenarios into a single, abstract
one that we will use in our simulation setup:

The Authority seeks to lower the time and cost of processing a large number of
Reports on various Situations occurring in the interest domain of the Authority. The
Workers are independent agents, occasionally and irregularly engaging with the system
managed by the Authority to perform one of the following Actions: Submit a new Re-
port on a Situation, Improve an existing Report, Rate the accuracy and importance of an
existing Report, inform the Authority of his belief that two existing Reports should be
considered Duplicates. The Worker actions are driven by the combination of the follow-
ing factors: a) possibility to earn Points (translating to increased chances of exchanging
them for money); b) possibility to earn Reputation (translating to a higher status in the
community); and ¢) the intrinsic property of people to contribute and help or to behave
maliciously. In order to influence and (de-)motivate workers, the Authority employs a
number of Incentive Mechanisms, collectively referred to as Incentive Scheme.

This scenario also needs to address the following challenges:

— Crowdsourced report assessment. The effort required for manual validation of wo-
rker-provided reports may easily outweigh the gained effort and cost reduction from
crowdsourced reporting in the first place. Hence, workers need to be properly stimu-
lated to supplement and enrich existing reports as well as vote on their importance,
thereby lifting the verification burden off the authority. The system also needs to
strike a balance not to collect too much information.

— Worker reputation (trust). A worker’s reputation serves as one potential indicator
for data reliability, assuming that reputable workers are likely to provide mostly
accurate information. Subsequently, reports from workers with unknown or low
reputation need to undergo more thorough peer assessment. The system must sup-
port continuous adjustment of workers’ reputation.

— Adjustable and composable incentive scheme. An effective incentive scheme needs
to consider all past citizen actions, the current state of a report and the predicted
costs of processing a report manually in order to decide whether and how to stim-
ulate workers to provide additional information. It also needs to correctly identify
and punish undesirable and selfish behavior (e.g., false information, deliberate du-
plication of reports, intentional up/downgrading of reports).

3 For example, Wwww . utest.com
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The resulting complexity arising from the possible combination and configuration of
worker behavior, incentive schemes, and processing costs requires a detailed analysis
to identify a stable and predictable system configuration and its boundaries.

5 Modeling and Simulation Methodology

Our methodology for simulating worker participation and incentive mechanisms in
crowdsourcing processes is depicted in Figure[2] It consists of four basic steps, usually
performed in multiple iterations: i) defining a domain-specific meta-model by extending
a core meta-model; ii) capturing worker’s behavioral/participation patterns and reward
calculation into an executable model; iii) defining scenarios, assumptions, and config-
urations for individual simulation runs; and iv) evaluating and interpreting simulation
results. These steps are described in more detail below.

We use the DomainPrd] modeling and simulation tool suite in each of the outlined
methodology steps to design and instantiate executable models of incentive mechanisms
and run simulations of those models. The tool allows creating custom simulation lan-
guages through metamodeling and supports agent-based and discrete event simulation
semantics (see [3l]). However, our overall approach is generic and can be easily applied
using a different modeling and simulation environment.

DomainPro Designer DomainPro Designer
(Language Design Mode ) (Model Design Mode ) DomainPro Analyst

Incentive-
specific Default
SimulationModel

System-specifc
Simulation
Instance

H
#Incentive-centric
Meta-Model

Simulation
Model

H
. . i
§ Simulation Core E -.__f Domain-specific

i Meta-Model ¢ i Meta-Model
o 3 ey
________________ ]

Add Domain-Specific Define Simulation
Extensions Behavior

Simulation Simulation
Instance —l Results

Run and Observe
Simulation

Define Instances and
Configuration

Refinement

Fig. 2. The methodology of simulation design and development

The simulation core meta-model is implemented in the DomainPro Modeling Lan-
guage. Optional extensions result in a domain-specific meta-model that defines which
component types, connector types, configuration parameters, and links a simulation
model may exhibit. In our case, we extend the core meta-model to obtain what we re-
fer to as incentive-centric meta-model (Section [5.1). The obtained incentive-centric
meta-model serves as the basis for defining the simulation behavior, i.e., the executable
simulation model (Section [5.2). Obtaining the executable simulation model requires
defining workers’ behavioral parameters, authority’s business logic (including incentive

*|www . quandarypeak . com, Open-source version forthcoming.


www.quandarypeak.com

Simulation-Based Modeling and Evaluation of Incentive Schemes 175

mechanisms and cost metrics), the environment and the control flow conditions between
them. Finally, prior to each execution, the executable simulation model requires a quick
runtime configuration in terms of the number of worker instances and monitored per-
formance metrics (Section[6.1)). During the execution, we do near real-time monitoring
of metrics, and if necessary, perform simulation stepping and premature termination of
the simulation run to execute model refinements.

The tool we use enables refinement at any modeling phase. A designer will typically
start with simple meta- and simulation models to explore the basic system behavior. She
will subsequently refine the meta-model to add, for example, configuration parameters
and extend the functionality at the modeling level. This enables testing simple incentive
mechanisms first, and then extending and composing them once their idiosyncrasies are
well understood.

5.1 Incentive-Centric Meta-Model

The derived meta-model (Fig3) reflects the conceptual view of incentive mechanisms
as presented in Section[3l A ParticipationPattern consists of Actors (Users or Providers)
and the InteractionObjects. Actors exhibit Behavior that encapsulates different UserAc-
tivities. InteractionObjects contain ObjActivities that define allowed and reward-yielding
activities on an InteractionObject. InternalSequences, ExternalSequence, and Object-
Sequence determine the control flow among activities by specifying trigger conditions.
The EnvGenerator drives the simulation by controlling the generation of interaction ob-
jects (artifacts) for the Workers to act upon, and for the Authority to check and further
process. The AromicData within a SimulationElementType defines which data may be
passed between UserActivities and/or ObjActivities when an InternalSequence, Exter-
nalSequence, or ObjectSequence fires. While arbitrary data types can be passed along,
only AtomicData of type int, double, long, or boolean may be used as observable met-
rics during simulation execution. The exact applicable metrics are defined later on, on
the simulation instance level.

As previously outlined, the iterative nature of the modeling process usually requires
extending the core meta-model with domain-specific elements, as the need for them is
identified. The domain-specific extensions we introduce are highlighted in bold/blue in
Figure

5.2 Simulation Model of the Real-World Scenario

In this section we derive an executable simulation model for evaluating the impact of
various design decisions taken during the modeling of the case-study scenario from
Section @l Specifically, the goals of the simulation are:

i) prototyping and evaluating various incentive schemes;
ii) determining the impact of malicious user behavior;
iii) observing trends in processing costs, reward payments, report accuracy, and user
activities.
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Fig. 3. Simulation meta-model including domain specific extensions in bold/blue

Figure @ provides a partial screenshot of the case-study simulation model.

The simulation model comprises over 40 simulation parameters, determining various
factors, such as: distribution of various personality characteristics in the worker popula-
tion, injected worker roles (e.g., malicious, lazy), base costs for the authority, selection
and composition of incentive mechanisms. Due to space limitations, describing them
all in detail/formally is not possible. Therefore, the rest of this section is written in a
narrative style.

Location and importance characterize a Situation. Situations can be generated with
user-determined time, location and importance distributions, allowing us to concentrate
more problematic (important) situations around a predefined location in selected time
intervals, if needed. For the purpose of this paper, we generate situations with uniform
probability across all the three dimensions. The SituationGenerator contains the activ-
ities for creating new situations and calculating phase-specific simulation metrics on
cost, reputation, points, actions, and importance across reports, situations and workers.

The Worker’s SetNextStep activity represents the implementation of the worker’s
decision-making function f;, introduced in Section Bl As previously explained, the
worker here considers the next action to perform based on: 1) internal state (e.g., loca-
tion), including innate, population-distributed personality characteristics (e.g, laziness,
isMalicious); 2) current performance metrics (e.g., reputation, points); 3) advertized
rewards (detectionReward, ratingReward, improvementReward).

Worker’s location determines his/her proximity to a situation, and, thus, the likeli-
hood to detect or act upon that situation (the smaller the distance, the higher the prob-
ability). However, two workers at the same distance from a situation will not equally
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Fig. 4. Partial screenshot of the implemented case-study simulation model in DomainPro De-
signer

likely act upon it. This depends on their personality, past behavior, and the number of
points they currently have.

Points and reputation are the principal two metrics by which the authority assesses
Workers in our scenario. In principle, points are used by the Authority as the main factor
to stimulate activity of a Worker. The more points, the less likely will a worker idle. On
the other hand, a higher reputation implies that the Worker will more likely produce
artifacts of higher quality. Each new worker joining the system starts with the same
default point and reputation values. Precisely how the two metrics are interpreted and
changed thereafter depends on the incentive mechanisms used (see below).

The four Behavior activities produce the respective artifacts — Reports, Updateln-
fos, RatingInfos and DuplicateInfos. Worker’s internal state determines the deviations
of accuracy, importance, improvement effect, and rating value of the newly created
artifacts. The subsequently triggered Report-located activities (CreatedR, ImprovedR,
RatedR and Detected) determine the worker action’s effect on the two metrics that rep-
resent the artifact’s state and data quality metrics at the same time — report accuracy
and importance. We use Bayes estimation to tackle the cold-start assessment of report
accuracy and importance, taking into account average values of existing reports and the
reputation of the worker itself.

The produced artifacts are queued at the Authority side for batch processing. In Pre-
Processing activity we determine whether a Report is ready for being processed. This
depends on the report’s quality metrics, which in turn depend on the amount and value
of worker-provided inputs.

Processing reports causes costs for the Authority. The primary cost factors are low
quality reports and undetected duplicate reports. Secondary costs arise when work-
ers focus their actions on unimportant reports while ignoring more important ones.
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Therefore, the Authority incentivizes the workers to submit required amounts of quality
artifacts. As noted in Section[d] gathering as much inexpensive data from the crowd as
possible was the original reason for the introduction of a crowdsourced process in the
first place.

Our proof-of-concept simulation model for the given scenario defines three basic
incentive mechanisms:

— IM,: Users are assigned fixed amounts of points per action, independent of the
artifact. Submitting yields most points.

— IM;: The amount of points is increased before assignment, depending on the cur-
rent quality metrics of the report. E.g., the fewer ratings or improvements the higher
the increment in points.

— IMj5: Users are assigned a reputation. The reputation rises with accurately submit-
ted reports, useful report improvements, correctly rated importance and correctly
flagged duplicates.

As we shall see in Section[6.1l we can compose these three mechanisms in different
ways to produce different incentive schemes which we can run and compare.

Workers that behave differently than usual can be easily injected into the system for
simulation purposes by defining new roles and generating new workers or converting
existing workers to take up those roles. For demonstration purposes we define only a
single additional role - that of a malicious worker.

Malicious worker behavior is designed to cause maximum cost for the Authority. To
this end, we assume malicious workers to have a good perception of the actual situation
characteristics. Hence, upon submission they will set initial report importance low and
provide very inaccurate information subsequently. For important existing reports they
submit negative improvements (i.e., conflicting or irrelevant information) and rate them
low and while doing the opposite for unimportant reports.

6 Evaluation

For evaluating our approach, we keep using the case-study scenario from the previous
sections and perform a set of experiments on it. All provided experimental data is aver-
aged from multiple, identically configured simulation runs. Details on the experiment
setup are followed by experiment resull presentation and gained insights.

6.1 Experiment Setup

Timing Aspects. We control the pace of the simulation by determining the amount of
situations created per phase. Taking a reading of all relevant (i.e., experiment-specific)
metrics at the end of each phase provides an insight on how these metrics change over
time. All our simulations last for 250 time units (), consisting of 10 phases of 25¢ each.
Batch creation of situations is representative for real world environments such as bugs
that typically emerge upon a major software release or spikes in traffic impediments

3> Data available here: http://tinyurl.com/scekic-dorn-dustdar-coopisi3
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coinciding with sudden weather changes. Report submission takes 5¢, while improving,
rating, and duplication flagging require only 1. The exact values are irrelevant as we
only need to express the fact that reporting requires considerably more time than the
other actions. Processing of worker-provided data on the provider side occurs every 1t.
Note here, that for the purpose of the case study, we are only interested in the generic
processing costs rather than the time it takes to process that data. Each report is assumed
to cause 10 cost units for zero-quality, and almost no cost when quality (through worker-
provided improvements) approaches 1.

Scenario-Specific Thresholds. As we aim for high-quality data and significant crowd-
base confirmation, the following thresholds need to be met before a report is considered
for processing: at least three updates and high accuracy (> 0.75); or five ratings and
medium importance (> 0.5); or four duplication alerts; or being reported by a worker
of high reputation (> 0.8) and having high importance (> 0.7). Workers obtain various
amounts of points for (correct) actions, the amount depending on the value of the action
to the provider and the incentive scheme used.

Worker Behavior Configuration. A worker’s base behavior is defined as 70% proba-
bility idling for 1¢, 20% submitting or duplication reporting, and 10% rating or improv-
ing. Obtained points and reputation increase the likelihood to engage in an action rather
than idle. The base behavior represents rather active workers. We deliberately simulate
only the top-k most involved workers in a community as these have most impact on
benefits as well as on costs. Unless noted otherwise, k = 100 for all experiments.

Composite Incentive Schemes. The experiments utilize one or more of the following
three Composite Incentive Schemes — CIS, introduced in Section[5.2}

- CIS1=1IM,
— CIS2 = IM5 o IM; = IMy(IM))
— CIS3=CIS2 +IMs = IMy o IM; + IM;

CIS1 promises and pays a stable amount of points for all actions. CIS2 dynamically
adjusts assigned points based on the currently available worker-provided data, but at
least as high rewards as CIS1. CIS3 additionally introduces reputation calculation.

6.2 Experiments

Experiment 1: Comparing Composite Incentive Schemes. Here we compare the im-
pact of CIS1, CIS2, and CIS3 on costs, assigned rewards, report accuracy, and timely
processing. Figure [3] displays incurred costs across the simulation duration. All three
schemes prove suitable as they allow 100 workers to provide sufficient data to have
20 situations processed at equally high accuracy. They differ, however, significantly in
cost development (Fig3] inset), primarily caused by undetected duplicate reports (on
average 0.2, 0.25, and 0.4 duplicates per report per phase for CIS1, CIS2, and CIS3,
respectively). CIS1 yields stable and overall lowest costs as the points paid induce just
the right level of activity to avoid workers getting too active and thus causing duplicates.
This is exactly the shortcoming of CIS2 which overpays workers that subsequently be-
come overly active. CIS3 pays even more, and additionally encourages worker activity
through reputation. The cost fluctuations are caused by the unpredictable number of
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duplicates (however remaining within bounds). Although more costly and less stable,
CIS3 is able to identify and subsequently mitigate malicious workers (see Experiment
3 below).

Experiment 2: The Effect of Worker/Situation Mismatch. Here we analyze the ef-
fects of having too few or too many workers per situation. In particular, we observe
per phase: the cost, points assigned, report importance (as reflecting situation impor-
tance), and reputation when: i) the active core community shrinks to 20 workers while
encountering 50 situations (20u/50s); i) a balance of workers and situations (100u/25s);
iii) many active workers but only a few situations (100u/5s).

A surplus in situations (20u/50s) causes workers to become highly engaged, resulting
in rapid reputation rise (Fig[Z] bottom) coupled with extremely high values of accumu-
lated rewarding points (Figl6linset). Costs per report remain low as duplicates become
less likely with many situations to select from (0.18 duplicates per report). Here, CIS3
promises more reward for already highly-rated reports to counteract the expected inabil-
ity to obtain sufficient worker input for all situation (on average 22 reports per phase out
of 50). Subsequently, the authority receives correct ratings for reports and can focus on
processing the most important ones. Compare the importance of addressed situations in
Figure [/ltop. A surplus in active workers (100u/5s) suffers from the inverse effect. As
there is little to do, reputation and rewards grow very slowly. Perceiving little benefit,
workers may potentially leave while the authority has a difficult time distinguishing be-
tween malicious and non malicious workers. Configurations (100u/5s) and (100u/25s)
manage to provide reports for all situations, therefore having average report importance
remaining near 0.5, the average importance assigned across situations.
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Experiment 3: Effect of Malicious Workers. Here we evaluate the effects of an in-
creasing amount of malicious workers on cost when applying CIS3. Figures [§] and
detail cost and reputation for 0%, 20%, 30%, 40%, and 50% malicious workers. All
workers are considered of equal, medium reputation 0.5 upon simulation start. The
drop in costs across time (observed for all configurations) highlights that the mecha-
nism indeed learns to distinguish between regular, trustworthy workers and malicious
workers. The irregular occurrence of undetected duplicates cause the fluctuations in cost
apparent for 0% and 20% malicious workers. Beyond that, however, costs are primarily
determined by low accuracy induced by malicious workers. CIS3 appears to work ac-
ceptably well up to 20% malicious workers. Beyond this threshold harsher reputation
penalties and worker blocking (when dropping below a certain reputation value) need
to be put in place. In severe cases lowering the default reputation assessment might be
applicable but requires consideration of side effects (i.e., thereby increasing the entry

barrier for new workers).

6.3 Limitations and Discussion

Simulations of complex socio-technical processes such as the use-case presented here
can only cover particular aspects of interest, never all details. Thus any results in terms
of absolute numbers are unsuitable to be applied directly in a real-world systems. In-
stead, the simulation enables incentive scheme engineers to compare the impact of dif-
ferent design decisions and decide what trade-offs need to be made. The simulation
outcome provides an understanding what mechanisms might fail earlier, which strate-
gies behave more predictably, and which configurations result in a more robust system

design.

In particular, the presented comparison of CISs in Experiment 1 gives insight into the
impact of overpaying as well as indicating that the CIS3 would do well to additionally
include a mechanism to limit submissions and better reward the action of flagging the
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duplicates. Experiment 2 provides insights on the effect of having too few or too many
workers for a given number of situations. It highlights the need to adjust rewards and
reputation in reaction to shifts in the environment and/or worker community structure.
Experiment 3 provides insight into the cost development in the presence of malicious
worker and highlights the potential for mechanism extension.

True advantages of our simulation approach can be appreciated when used together
with an automated system for incentive management (e.g., [17]). The incentive man-
agement system can then be used to provide a number of simulation parameters, so that
the system architect can quickly set up a simulation environment resembling the real
system. The new incentive mechanisms and their combinations can then be tried out
and the feedback sent to the incentive management system which can then re-adjust its
incentive scheme setup.

7 Conclusion and Outlook

In this paper we presented a methodology for modeling and simulating incentives in
crowdsourcing environments, highlighting the challenges with which the system archi-
tects are faced, and pointing to a possible way of alleviating them. We intend to continue
our work on modeling incentives, trying to devise suitable models for different and more
complex processes and environments. In the long run, we intend to develop a uniform
and generally applicable language/notation for the description and ad-hoc instantiation
of various incentive processes on real-world socio-technical systems.
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Abstract. Existing social networks are based on centralised architec-
tures that manage users, store data, and monitor the security policy of
the system. In this work, we present DS*, a Distributed Social and Se-
mantic Search System that allows users to share and search for content
among friends and clusters of users that specialise on the query topic.
In DS*, nodes that are semantically, thematically, or socially similar are
automatically discovered and logically organised into groups. Content
retrieval is then performed by routing queries towards social friends and
clusters of nodes that are likely to answer them. In this way, search re-
ceives two facets: the social facet, addressing friends, and the semantic
facet, addressing nodes that are semantically close to the queries. Our
experiments demonstrate that searching only among friends is not ef-
fective in distributed social networks, and showcase the necessity and
importance of semantic friendship.

1 Introduction

In recent years a number of social networking services have been developed to
offer users a new way of sharing, searching, and commenting on user-generated
content. Following the development of such services, people have shown great
interest in participating in “social” activities by generating and sharing vast
amounts of content, ranging from personal vacation photos to blog posts, or
comments and like/agree/disagree tags. All these social networking services are
typically provided by a centralised site, where users need to upload their content,
thus giving away access control and ownership rights as a requirement to making
it available to others. This centralised administrative authority may sometimes
utilise the content in any profitable way, from selling contact details to marketing
firms to mining of user information for advertising purposes. Furthermore, the
rate of growth of both content and user participation in such services raises
concerns about the scalability of the centralised architectures used, as they are
called to serve millions of users and gigabytes of content every day.
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Idea and Challenges. In this work, we present a distributed social networking
architecture that allows users to share and search for content in a fully decentralised
way, while at the same time maintaining access control and ownership of their con-
tent. Such a design is ideal for implementing scientific or enterprise social networks,
where people are reluctant to upload their data to a third party. Our work builds
upon research results from the peer-to-peer (P2P) paradigm, such as those utilis-
ing unstructured, small-world, and semantic overlay networks (SONs) [1I213]. Re-
placing the centralised authority with a distributed self-manageable community of
nodes removes access control and ownership issues and ensures high-scalability and
low maintenance costs. For this reason, recent efforts in the industry and the liter-
ature have also resorted to the P2P paradigm for building decentralised social net-
works and platforms (like Dlasporai KrawlerXﬂ, and OpenSomaﬁ ), and have de-
veloped architectures [4] and prototype systems [5] relying mainly on Distributed
Hash Tables (DHTSs). Contrary to DHTs that focus on providing accurate loca-
tion mechanisms, DS* emphasises on node autonomy, content-based grouping of
nodes, and loose component architecture by relying on the SON paradigm. The
designed system is scalable (requires no centralised component), privacy-aware
(users maintain ownership and control over their content), automatic (requires no
intervention by the user), general (works for any type of content), and adaptive
(adjusts to changes of user content or interests).

In DS*, node organisation is achieved by executing identification and group-
ing of semantic friends (periodically) by each node. This protocol operates by
establishing connections among semantically similar nodes (in addition to the
social connections) and by discarding connections that are outdated or pointing
to dissimilar nodes. The goal of this protocol is to create groups/clusters of nodes
with similar interests. User queries can then be resolved by routing the query
towards friends and nodes specialising to the query topic. In this way, content
search is leveraged to another type of friendship often ignored in social networks:
the semantic friendship emerging from common user interests or user profiles.

Contribution. In the light of the above, the contributions of this work are
threefold:

— We define a distributed social networking architecture that offers fundamen-
tal social interactions, while emphasising on content search, user autonomy,
and data ownership. To the best of our knowledge, this is the first approach
to propose a distributed social networking system that introduces the notion
of semantic friendship between users.

— We present the protocols and services that regulate node interactions. We
provide details on the definition of the semantic friendship between users,
present details on the distributed social and semantic search algorithms, and
discuss system implementation issues.

— We show the importance of semantic friendship in such a distributed context
by means of experimentation with real social networking data, both on a

! https://joindiaspora.com/
2 http://www.krawler.com/
3http://docs.opensocial .org/display/0S/Home
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simulated environment and on a prototype system. Our experiments show
that by resorting only to friends for content retrieval we achieve recall as
low as 10%, while introducing a basic notion of semantic similarity between
nodes increases recall to 30%, but incurs high message traffic. Contrary, with
the utilisation of semantic friendship we achieve a recall up to 80%, while
message traffic is kept low.

Application Scenario. As an example of an application scenario let us con-
sider Mary, a computer scientist whose main field of expertise is bioinformatics.
Mary is interested in following the work of prominent researchers in the area
and willing to share her own work and ideas with other researchers; this inter-
action would help her set-up her research agenda and generate innovative ideas.
Currently, she would have to (i) resort to a number of digital libraries or sci-
entific databanks, like DBLP or GenBank, to identify interesting bibliography,
(ii) use one of the numerous centralised social networks, like LinkedIn or Re-
searchGate (aimed for professional or research use), to follow the work of other
researchers, and (iii) use one of the numerous file hosting services, like Dropbox
or Fileserve, to exchange her dataset with her colleagues. Clearly, Mary would
benefit from accessing a Web 2.0-inspired solution that is able to provide socially-
/semantically-aware search and data sharing with ownership and access control
in an integrated service. This system would be a valuable tool, beyond anything
supported in current centralised social networks, that would allow Mary to save
both time and effort.

In our example scenario, consider a research community comprised of re-
searchers working in different institutions and content providers of scientific
material, like digital libraries, scientific publishers, or scientific databanks. In
this context, each user will personalise and maintain its own node in the distri-
buted social network that will act as an access point to the network services. A
node will allow its user to socially connect with colleagues or collaborators and
exchange ideas, manuscripts, or even datasets in a P2P fashion, thus maintaining
full control of the data dissemination process. Additionally, a user might also be
semantically connected in an automatic but user-centered fashion to other nodes
with similar interests —maintained either by other researchers in the same field
or by specialised content providers. Additionally, nodes may also be deployed
by larger institutions, like research centers or content providers (e.g., CiteSeer,
ACM, Springer), to provide access points for their content that may be freely
disseminated or even priced (on the basis of pay-per-item or subscriptions). The
DS* architecture would be a promising solution to such a setting as it (i) empha-
sises the seamless integration of information sources, (ii) supports user-centered
access control over the shared content, and (iii) enhances fault tolerance and
requires no central administration authority.

The rest of the paper is organised as follows. Section [2] discusses related work.
Section [3] introduces the proposed architecture, implemented services, and pro-
tocols that regulate node interactions, while Section [ presents our experimental
evaluation on a simulated environment and on the deployed prototype system.
Finally, Section [B] concludes the paper and discusses future research directions.
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2 Related Work

In this section, we discuss related work in the context of platforms for distributed
social networks and social data management.

2.1 Distributed Social Platforms

All available social networks (e.g., Facebook, LinkedIn, Elgg) are currently based
on centralised solutions both for storing and managing of content, which set scal-
ability limitations on the system and reduce fault-tolerance. Industry has already
detected these drawbacks and has lately turned into solutions that diverge from
the centralised model of the existing systems by developing platforms, such as Di-
aspora, Krawler and OpenSocial, that provide APIs to support application host-
ing in remote application servers, owned and managed by the application
providers. In a similar spirit, a strand of research work also moved towards hierar-
chical organisations for supporting distributed social networking. The distributed
social systems SuperNova [6] and Scope [7] are based on a two-tier architecture,
where nodes with higher computing capability become super-nodes and form an
overlay to provide distributed data management of the P2P social network. Client
nodes connect to super-nodes and rely on them for bootstrapping, sharing their
content, and accessing the shared information. Although all of the platforms and
system schemes propose the decentralisation of the social services, one of the main
issues of the centralised architectures persists: the existence of a single point where
user information is collected and may be exploited.

To alleviate the above disadvantage, distributed platforms for social online
networks based on the P2P paradigm were proposed [8[9/10]. LifeSocial. KOM
[10] is a plugin-based extendible social platform that provides secure communica-
tion and user-based data access control, and integrates a monitoring component
that allows users and operators to observe the quality of the distributed system.
Similar efforts aimed at spontaneous social networking; they include proposals
for distributed social services in resource constrained devices (like tablets or
smartphones) [T1I12] or in environments with no infrastructure guarantees (e.g.,
high-attendance events) [7]. All these approaches offer different types of distri-
buted social platforms that allow users to create communities, share content,
and send messages, but do not emphasise expressive content search mechanisms.

Finally, other approaches in distributed social networking emphasise on de-
livering innovative and competitive services; SCIMS [I3] relies on an ontology-
based model for managing social relationships and status, the work in [14] aims
at personalising search results based on user context and friendship relations,
while Gemstone [I5] targets data availability in the absence of the data owner.
To achieve this, a replica storage scheme based on social relationships, online
patterns of nodes, and user experiences is utilised.

2.2 Distributed Social Data Management

Our work fits mainly into the area of data management in distributed social
networks and is inspired by previous approaches on SONs [I2l3] and on works
that emphasise on distributed content location in social networks. Works like
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the eXO [] and SoNet [I6] systems are, similarly to DS*, inspired by the P2P
paradigm to provide content location and management services on large-scale
decentralised social networks. To do so, the authors rely on a structured overlay
and exploit the accurate location mechanisms, but de-emphasise node autonomy.
Contrary to these approaches, DS* employs a loose component architecture and
introduces a new type of social relations between nodes: the semantic closeness of
content. In this way, nodes that are similar in terms of content, create emergent
groups likewise to the creation of social relations. Our work shares ideas with the
Social CDN system [I7], where social caches (links among friends) are introduced
as a way to alleviate the network traffic and optimise data dissemination (mainly
by social updates). In [17], social cache selection is formulated as the neighbour-
dominating set problem and a family of algorithms is proposed and evaluated.
Contrary to DS*, where the emphasis is on efficiently supporting expressive
content retrieval in the social paradigm, the emphasis on Social CDN is on the
reduction on network traffic to facilitate fundamental social interactions.

The loose component architecture and the emphasis on node autonomy of [18]
resemble the architectural design of DS?*, where an unstructured overlay network
of nodes is utilised to support the distributed social infrastructure. However, the
focus of [I8] is on the design of gossip protocols for efficiently disseminating
profile updates to all interested users and does not put any attention to the
problem of content search and management.

Furthermore, the concept of creating and maintaining social connections in
distributed infrastructures is affined with the problem of distributed data man-
agement in P2P networks. In SONs [BIT9], “social” connections between the peers
(e.g., similarity of content, pattern, or distance in a physical level) are exploited
to direct the search to nodes with relevant data (e.g., as in [20] that studies query
routing strategies based on “social” relationships). Other works on SONs (e.g.,
[2]) focus more on the organisation of P2P networks as small-world networks,
where peers self-organise in groups of similar interests to facilitate message-
efficient query answering. Our work on DS* borrows concepts and ideas from
research on SONs and extends them for facilitating efficient and effective data
management in a social network setting. We suggest that SONs offe