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Preface

Artificial Intelligence is a branch of computer science, continuously and rapidly
evolving. It is a fact that more and more sophisticated modeling techniques are
published in the literature all the time, capable of tackling complicated and chal-
lenging problems. Artificial Neural Networks (ANN) and other Soft Computing
approaches seek inspiration from the world of biology to enable the development
of real world intelligent systems.

EANN is a well established event with a very long and successful history.
Eighteen years have passed since the first organization in Otaniemi, Finland,
in 1995. For the following years it has a continuous and dynamic presence as a
major European scientific event. An important milestone is year 2009, when its
guidance by a steering committee of the INNS (EANN Special Interest Group)
was initiated. Thus, from that moment the conference has been continuously
supported technically, by the International Neural Network Society (INNS).

This volume contains the papers that were accepted for oral presentation at
the 14th EANN conference and its satellite workshops. This volume belongs to
the CCIS Springer Series. The event was held during September 13-16, 2013
at the “Athina Pallas” Resort and Conference Center in Halkidiki, Greece, and
was supported by the Aristotle University of Thessaloniki and the Democritus
University of Thrace.

Three workshops on timely Al subjects were organized successfully and col-
located with EANN’2013:

1. The Second Mining Humanistic Data (MHD) Workshop supported by the
Tonian University and the University of Patras. We wish to express our gratitude
to Spyros Sioutas and Christos Makris for their common effort towards the or-
ganization of the Second MHD Workshop. Also we would like to thank Vassilios
Verykios of the Hellenic Open University, Greece, and Evaggelia Pitoura of the
University of Ioannina, Greece, for their keynote lectures in the MHD workshop

2. The Third Computational Intelligence Applications in Bioinformatics
(CIAB) Workshop supported by the University of Patras. We are grateful to
Spyros Likothanasis for his kind efforts towards the management of the CIAB
Workshop and for his keynote lecture in the frame of this event.

3. The First Innovative European Policies and Applied Measures for Devel-
oping Smart Cities (IPMSC) Workshop, supported by the Hellenic Telecommu-
nications Organization. The IPMSC was driven by the hard work of Ioannis
P. Chochliouros and Ioannis M. Stephanakis Hellenic Telecommunications Or-
ganization - OTE, Greece.

Three keynote speakers were invited and they gave lectures in timely aspects of
AT and ANN. Finally, a highly interesting tutorial entitled “Neural Networks for
Digital Media Analysis and Description” was delivered by Anastasios Tefas of
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the Aristotle University of Thessaloniki, Greece. We wish to express our sincere
thanks to the invited keynote speakers and to Anastasios Tefas.

The diverse nature of papers presented, demonstrates the vitality of neural
computing and related soft computing approaches and proves the very wide
range of ANN applications as well. On the other hand, this volume contains basic
research papers, presenting variations and extensions of several approaches.

The Organizing Committee was delighted by the overwhelming response to
the call for papers. All papers have passed through a peer review process by at
least 2 independent academic referees. Where needed a third referee was con-
sulted to resolve any conflicts. Overall 40% of the submitted manuscripts (to-
tally 91) were accepted to be presented in the EANN and in the three satellite
workshops. The accepted papers of the 8h ATAI conference are related to the
following thematic topics:

evolutionary algorithms, adaptive algorithms, control approaches, soft com-
puting applications, ANN, ensembles, bioinformatics, classification, pattern recog-
nition, medical applications of Al, fuzzy linference, filtering, SOM, RBF, image —
video analysis, learning, social media applications, community based governance

The authors came from 28 different countries from all over Europe (e.g. Aus-
tria, Bulgaria, Cyprus, Czech Republic, Finland, France, Germany, Greece, Hol-
land, Italy, Poland, Portugal, Slovakia, Slovenia, Spain, UK, Ukraine, Russia,
Romania, Serbia), Americas (e.g. Brazil, USA, Mexico), Asia (e.g., China, In-
dia, Iran, Pakistan,), Africa (e.g. Egypt, Tunisia, Algeria) and Oceania (New
Zealand).

September 2013 Lazaros Iliadis
Harris Papadopoulos
Chrisina Jayne
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Keynotes

Nikola Kasabov: Founding Director and Chief Scientist of the Knowledge Engi-
neering and Discovery Research Institute (KEDRI), Auckland. Chair of Knowl-
edge Engineering at the School of Computing and Mathematical Sciences at
Auckland University of Technology. Fellow of the Royal Society of New Zealand,
Fellow of the New Zealand Computer Society and a Senior Member of IEEE.

Keynote Presentation Subject: “Neurocomputing for Spatio/Spectro-Temporal
Pattern Recognition and Early Event Prediction: Methods, Systems, Applica-
tions”

Neurocomputing for Spatio/Spectro-Temporal Pattern Recognition
and Early Event Prediction: Methods, Systems, Applications

Nikola Kasabov, Fellow IEEE, Fellow RSNZ
Director, Knowledge Engineering and Discovery Research Institute - KEDRI,
Auckland University of Technology, NZ
nkasabov@aut.ac.nz, www.kedri.aut.ac.nz

Abstract. The talk presents a brief overview of contemporary methods for neu-
rocomputation, including: evolving connections systems (ECOS) and evolving
neuro-fuzzy systems [1]; evolving spiking neural networks (eSNN) [2-5]; evo-
lutionary and neurogenetic systems [6]; quantum inspired evolutionary com-
putation [7,8]; rule extraction from eSNN [9]. These methods are suitable for
incremental adaptive, on-line learning from spatio-temporal data and for data
mining. But the main focus of the talk is how they can learn to predict early
the outcome of an input spatio-temporal pattern, before the whole pattern is
entered in a system. This is demonstrated on several applications in bioinfor-
matics, such as stroke occurrence prediction, and brain data modeling for brain-
computer interfaces [10], on ecological and environmental modeling [11]. eSNN
have proved superior for spatio-and spectro-temporal data analysis, modeling,
pattern recognition and early event prediction as outcome of recognized patterns
when partially presented.

Future directions are discussed. Materials related to the lecture, such as
papers, data and software systems can be found from www.kedri.aut.ac.nz and
also from: www.theneucom.com and http://ncs.ethz.ch/projects/evospike/.
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Machine Learning for Big Data Analytics

Erkki Oja
Aalto University, Finland
erkki.oja®aalto.fi

Abstract. During the past 30 years, the amount of stored digital data has
roughly doubled every 40 months. Today, about 2.5 quintillion bytes are created
very day. This data comes from sensor networks, cameras, microphones, mobile
devices, software logs etc. Part of it is scientific data especially in particle physics,
astronomy and genomics, part of it comes from other sectors of society such as
internet text and documents, web logs, medical records, military surveillance,
photo and video archives and e-commerce. This data poses a unique challenge
in data mining: finding meaningful things out of the data masses. Central al-
gorithmic techniques to process and mine the data are classification, clustering,
neural networks, pattern recognition, regression, visualization etc. Many of these
fall under the term machine learning. In the author’s research group at Aalto
University, Finland, machine learning techniques are developed and applied to
many of the above problems together with other research institutes and industry.
The talk will cover some recent algorithmic discoveries and illustrate the prob-
lem area with case studies in speech recognition and synthesis, video recognition,
brain imaging, and large-scale climate research.

Marios Polycarpou is a Fellow of the IEEE and currently serves as the Pres-
ident of the IEEE Computational Intelligence Society. He has served as the
Editor-in-Chief of the IEEE Transactions on Neural Networks and Learning Sys-
tems from 2004 until 2010. He participated in more than 60 research projects/grants,
funded by several agencies and industry in Europe and the United States. In
2011, Dr. Polycarpou was awarded the prestigious European Research Council
(ERC) Advanced Grant.

Distributed Sensor Fault Diagnosis in Big Data Environments

Marios Polycarpou
University of Cyprus
mpolycar@ucy.ac.cy

Abstract. The emergence of networked embedded systems and sensor/actuator
networks has given rise to advanced monitoring and control applications, where
a large amount of sensor data is collected and processed in real-time in order
to achieve smooth and efficient operation of the underlying system. The current
trend is towards larger and larger sensor data sets, leading to so called big data
environments. However, in situations where faults arise in one or more of the
sensing devices, this may lead to a serious degradation in performance or even
to an overall system failure. The goal of this presentation is to motivate the need
for fault diagnosis in complex distributed dynamical systems and to provide a
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methodology for detecting and isolating multiple sensor faults in a class of non-
linear dynamical systems. The detection of faults in sensor groups is conducted
using robust analytical redundancy relations, formulated by structured residuals
and adaptive thresholds. Various estimation algorithms will be presented and
illustrated, and directions for future research will be discussed.

We hope that these proceedings will help researchers worldwide to under-
stand and to be aware of new ANN aspects. We do believe that they will be of
major interest for scientists over the globe and that they will stimulate further
research in the domain of Artificial Neural Networks and Al in general.
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Evaluating Sentiment in Annual Reports for Financial
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Abstract. Sentiment in annual reports is recognized as being an important
determinant of future financial performance. The aim of this study is to examine
the effect of the sentiment on future financial distress. We evaluated the
sentiment in the annual reports of U.S. companies using word categorization
(rule-based) approach. We used six categories of sentiment, together with
financial indicators, as the inputs of neural networks and support vector
machines. The results indicate that the sentiment information significantly
improves the accuracy of the used classifiers.

Keywords: Sentiment analysis, annual reports, financial distress, neural
networks, support vector machines.

1 Introduction

Understanding how financial and non-financial determinants affect corporate
financial distress is obviously of great importance to the stakeholders of companies.
Corporate financial distress has a major effect on creditor-debtor relationships and
corporate capital structure. The most serious forms of corporate financial distress are
represented by corporate default on creditor claims and filing for bankruptcy. Thus,
the attention of the researchers has been attracted to two related branches, i.e.
corporate credit rating prediction and bankruptcy prediction, for reviews see [1], [2]
and [3]. Much research has been aimed at elucidating the mechanisms of corporate
financial distress prediction using financial determinants such as profitability,
liquidity, and debt ratios. These approaches have evolved from the use of univariate
and multivariate statistical models [4] to recent use of artificial intelligence (Al)
methods such as neural networks (NNs) [5,6,7], support vector machines (SVMs)
[6,7], fuzzy rule-based systems [8,9], or evolutionary algorithms [10].

One of the AI approaches commonly used in the literature for financial distress
prediction is the application of NNs and related support vector machines SVMs. The
fact that these methods significantly outperform traditional statistical methods in
financial distress prediction problems has been demonstrated in many previous
studies, see e.g. [1,2]. Even though various Al methods have been used in previous
research, they have not been capable to fully explain the described complex relations

L. Iliadis, H. Papadopoulos, and C. Jayne (Eds.): EANN 2013, Part II, CCIS 384, pp. 1—@] 2013.
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yet. We assume that this fact is caused by omitting important qualitative determinants
which can be substantially extracted from corporate annual reports.

A growing body of literature has recently employed textual analysis of annual
reports, newspaper articles and other documents to forecast financial performance
[11] and stock prices trend [12,13]. The results have indicated that the tone of the
documents (sentiment) is significantly correlated with profitability, trading volume,
unexpected earnings, etc. [14], Sentiment analysis has been also successfully used to
predict fraud detection [14]. However, far too little attention has been paid to the use
of sentiment analysis in financial distress prediction. The objective of our work is to
explore the consequences of using both quantitative (i.e. financial ratios) and
qualitative (sentiment) information in predicting corporate financial distress. We
hypothesize that the use of sentiment results in significantly more accurate corporate
financial distress prediction models. We use NNs and SVMs to test this hypothesis.

The rest of this paper is organized as follows. First, we briefly review previous
literature on sentiment analysis of corporate annual reports. Next, we present the methods
used for the sentiment analysis and for the prediction of financial distress. In section 4,
dataset is described. Finally, the results of experiments are provided and analyzed.

2 Previous Literature on Sentiment Analysis of Annual Reports

Annual reports are one of the most important external documents that reflect the
organizations’ financial performance and strategy. They are an important vehicle for
organizations to communicate with their stakeholders. They are usually composed by
two types of data, quantitative data (accounting and financial data drawn from
financial statements) and qualitative data (narrative texts). Our assumption on the
applicability of annual reports in corporate financial distress prediction problems is
supported by the following literature. Annual reports are not only the best possible
description of a company, but are also a description of a company’s managerial
priorities. Thus, communication strategies hidden in annual reports differ in terms of
the subjects emphasized when the company‘s performance worsens [15]. There are
two general approaches to sentiment analysis of text documents in the literature, word
categorization (bag of words) method (also known as a rule-based approach) and
statistical methods. Word categorization requires available dictionary of terms and
their categorization according to their sentiment (pre-defined rules). The main
problem of this approach is that such a dictionary is context sensitive. Thus, specific
dictionary has to be developed for each domain. Statistical approaches do not require
a dictionary but, on the other hand, the likelihood ratios have to be estimated based on
difficult to replicate and subjective classification of texts’ tone [12]. The study by [16]
uses word classification scheme into positive and negative categories to measure the
tone change in the management discussion and analysis section of corporate annual
reports. The results indicate that stock market reactions are significantly associated
with the tone change of the annual reports. An alternative statistical approach (Naive
Bayes classifier) is employed also by [17,18] to demonstrated the same result, i.e. that
the stock market reacts to the sentiment of annual reports and that the prediction of
future stock return can be significantly improved using the sentiment.

The quarterly reports of three global telecommunication companies were analyzed
by [19]. The results showed that the reports, besides giving information about past
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performance, showed some indications about future performance. The changes in the
writing style of the reports tended to approach the financial performance for the
following period. When a company performed well, and expected to continue doing
so, the tone of the report was positive with extensive use of optimistic vocabulary,
active verbs and clause constructions. On the contrary, if a company anticipated
worsening of its financial performance in the next quarter, the tone of financial report
became less optimistic and more conservative, using words and short sentence
construction with particularly negative financial connotation. The company avoided
directly stating the accomplished results in its quarterly reports, instead shifting the
subjects of emphasis in the report.

In [14], the dictionary for financial domain is proposed as an alternative to
traditional Harvard’s General Inquirer. Thus, the context specific tone of annual
reports can be captured. The comparative advantage of the financial dictionary has
been demonstrated on the predictions of returns, trading volume, return volatility,
fraud, material weakness, and unexpected earnings. In the study by [20], qualitative
textual content in annual reports is examined to predict fraud. Using the ~ test, the
results suggest that six categories of linguistic cues are associated with fraudulent
financial reporting, concretely the use of: (1) complex sentential structures, (2) low
readability, (3) positive tone, (4) passive voice, (5) uncertainty markers and (6)
adverbs. The management discussion and analysis section of corporate annual reports
are used by [11] to calculate a concept score and, thus, to develop a financial
ontology. This ontology is further applied to discriminate between bankrupt / non-
bankrupt and fraudulent / non-fraudulent firms. However, only relatively low
prediction accuracy (less than 84%) has been achieved in the case of bankruptcy
prediction problem mainly due to a small dataset. Apart from annual reports, the
sentiment of other financial text documents has been studied recently such as news
stories [12,21], IPO prospectuses [22] or earnings press releases [23]. Statistical
approaches such as Naive Bayes classifier, vector distance classifier, discriminant-
based classifier, and adjective-adverb phrase classifier are used by [24] to analyze the
sentiment of stock message boards. The sentiment analysis proves to be a significant
determinant of stock index levels, trading volumes and volatility. In general, previous
findings support the hypothesis that qualitative verbal communication by managers is,
together with quantitative information, important determinant of future corporate
financial performance and stock returns.

3 Research Methodology

Our research methodology is depicted in Fig. 1. First, data were collected both from
annual reports (10-Ks) and financial statements. The linguistic pre-processing step
includes tokenization and lemmatization [25]. The sequence of tagged lemmas
represents potential term candidates which were compared with the financial
dictionary developed by [14] in order to obtain word categorization according to the
sentiment. In the next stage, the #f.idf term weighting scheme was applied to obtain
the importance of terms in the corpus of annual reports. An average weight was then
calculated for each sentiment category. The quantitative data pre-processing included
the treatment of missing values and data standardization. We used median values to
replace missing values. Then data were standardized using the Z-score to prevent
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problems with different scales. Both sentiment and financial indicators were used as
inputs to the NNs and SVMs classifiers. In this section, we present the basic notions
of the used methods, i.e. sentiment analysis (the construction of the term weighting
scheme) and classification methods (the prediction of financial distress).

s Text information Linguistic Term Term weighting
from annual reports —> preprocessing — filter — scheme

Word categorization %
from dictionary

Quantitative indicators from

Data pre- NN,
> financial statements

— processing — SVMs —

Fig. 1. Research methodology

3.1  Sentiment Analysis

Extracting the sentiment from text is a complex problem because the categorization of
words is not always unambiguous. The ambiguity can be resolved using context
knowledge. The main issue with the sentiment analysis of textual documents is the
right choice of positive (neutral, negative, etc.) terms. This word categorization (bag
of words) is difficult since words may have various meanings and, moreover, the tone
of the words may be different in individual domains. Thus, specific word
categorizations have been proposed for financial domain [14]. We used the most
common #f.idf (term frequency-inverse document frequency) term weighting scheme,
where weights are defined as follows

(I+log(ef; ))) N
—10 N

g
Wi ;i =1 (1+1log(a)) df,
0 otherwise

if tf,. 21
o M

where N represents the total number of documents in the sample, df; denotes the
number of documents with at least one occurrence of the i-th term, ff;; is the
frequency of the i-th term in the j-th document, and a denotes the average term count
in the document.

Following [14], the following categories of terms were considered in our study:

Negative (e.g. loss, bankruptcy, problem, suffer, unable, weak), wf = 2349,
Positive (e.g. achieve, effective, gain, progress, strong, succeed), wf = 354,
Uncertainty (e.g. ambiguity, assume, risk, unknown, variable), wf =291,
Litigious (e.g. allege, amend, bail, contract, indict, legal, sue), wf = 871,
Modal strong (e.g. always, definitely, strongly, undoubtedly), wf = 19,
Modal weak (e.g. nearly, seldom, sometimes, suggest), wf =27,

o a0 o
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where wf denotes the frequency of terms in the word categories listed in the financial
dictionary. The frequency of net positive words was calculated as the positive term
count minus the count for negation (positive terms are easily qualified or
compromised) [14].

3.2  Neural Networks and Support Vector Machines

The j-th output f(x,d,w) of perceptron type feed-forward neural networks (FFNNs)
[26] can be expressed for example as follows

K J
T dw) = kézvk (d(/ézwj’kxj’k))’ @

where v, is the vector of synapses’ weights among neurons in hidden layer and output
neuron, w;, is the vector of synapses’ weights among input neurons and neurons in
hidden layer, k is the index of neuron in hidden layer, K is the number of neurons in
hidden layer, d is the activation function, j is the index of the input neuron, J is the
number of the input neurons per one neuron in hidden layer, and x;, is the input vector
of FENN. The j-th output f(x,H,w) radial basis radial basis function (RBF) NN [26]
can be defined this way

q
fj (x,H,w) = ‘zleyihi(x) > 3

i=
where H={h;(x),hy(x), ... ,h(x), ... ,h(x)} is a set of activation functions RBF of
neurons in hidden layer and w;; are synapse weights. Each of m components of vector
X=(X;,X2, ... X, ... »X,) 1S an input value for g activation functions h;(x) (usually

Gaussian). The j-th output fi(x,H,w) of RBF NN represents a linear combination of
outputs from ¢ RBF neurons and corresponding synapse weights w.
The output f(x,) of SVMs is defined this way

N
Jx) = _glal- yik(x;.x,) +b, “)

where X, is the evaluated pattern, N is the number of support vectors, X; are support
vectors, ¢; are Lagrange multipliers determined in the optimization process, k is the
actual kernel function k(x,x;). Given some training data D, a set of n points of the
form D={(x;,y)| x,e R”, y;e {-1,1}}," where the y; is either 1 or —1, indicating the class
to which the point x; belongs. For standard SVM problem, the smallest possible
optimization involves two Lagrange multipliers because the Lagrange multipliers
must obey a linear equality constraint. At every step, the SVM trained by the
sequential minimal optimization (SMO) [27] chooses two Lagrange multipliers to
jointly optimize, finds the optimal values for these multipliers, and updates the SVM
to reflect new optimal values. The SVM trained by stochastic gradient descent (SGD)

method [28] are based on non-differentiable loss functions, where we optimize
220w + X [1—(yxw + b)]-, ©)

where w is the weight vector, b the bias, A the regularization parameter and the class
labels y are from {—1,1}.
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4 Dataset

In our study, the prediction of financial distress was realized as a two-class problem.
The classes were represented by investment grade (IG) and non-investment grade
(NG) assigned by a highly regarded Standard & Poor’s rating agency. IG bonds
expose investors to a low default risk because their issuers are considered able to meet
their obligations. On the contrary, NG bonds are considered high risk for bondholders.

Input variables (determinants of financial distress) used in our study for describing
companies can be divided into two main groups: financial indicators and sentiment
indicators, see Table 1.

Table 1. Input and output variables describing the dataset

Variable Variable
x;  Enterprise value x1;  Dividend yield
x,  Cash x1p  Payout ratio
x3  Revenues x13  Standard deviation of stock price
x4  Earnings per share x4 Frequency of negative terms
xs  Return on equity x5 Frequency of positive terms
Xx¢  Price to book value x16  Frequency of uncertainty terms
x;  Enterprise value / earnings x17  Frequency of litigious terms
xg  Price to earnings per share x1g3  Frequency of strong modal terms
X9 Market debt / total capital X19  Frequency of weak modal terms
x10  High to low stock price class {IG, NG}

We used several subgroups of financial indicators such as size, profitability ratios,
liquidity ratios, leverage ratios, and market value ratios. Sentiment indicators are
strongly related to financial indicators as demonstrated in previous studies. In
addition, sentiment analysis also refers to the business position of a company. This
position involves business diversification, business risk, character (reputation),
organizational problems, management evaluation, accounting quality, etc. These
parameters are difficult to measure quentitatively since their evaluation requires
expert knowledge. Therefore, we employed sentiment analysis in order to cover the
business position and, thus, to improve the performance of classifiers.

Quantitative financial indicators were drawn from the Value Line database, while
sentiment indicators were drawn from annual reports available at U.S. Securities and
Exchange Commission EDGAR System. Both types of input variables were collected
for U.S. companies in the year 2010, while the output classes assigned by Standard &
Poor’s rating agency were obtained for the year 2011. We excluded the companies
from mining and financial industries to prevent problems with industry-specific input
variables [9]. As a result, we were able to collect data for 520 U.S. companies, 195 of
them classified into IG and 325 classified into NG category.

The financially distressed companies (NG class) showed the following sentiment
characteristic: a more negative, less positive, more uncertain, less litigious and more
modal tone (Table 2).
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Further, we tested the merits of input attributes using the Relief algorithm [29] with
10-fold cross-validation (Table 3). The leverage ratio x;4, and market value ratios seem
to be the most important predictors of financial distress. However, the sentiment in
annual reports (especially positive, litigious and weak modal) also appears to be a
relevant determinant of financial distress.

Table 2. Descriptive statistics on sentiment indicators

1G NG

Mean Std.Dev. Min Max Mean Std.Dev. Min Max
x4 1975 0.052 1.779 2.145 1.982 0.066 1.804 2.196
x5 1.803 0.048 1.639 1.980 1.787 0.041 1.616 1.890
xis 1910 0.046 1783 2.034 1.914 0.037 1.676 2.002
x;7  1.929 0.116 1.663 2.200 1.908 0.119 1.623 2.210
xig  1.715 0.069 1.493 1.862 1.727 0.058 1.384 1.854
X9 1.574 0.098 1.302 1913 1.576 0.080 1.323 1.833

Table 3. The ranking of input variables using the Relief algorithm

Merit Rank Merit Rank
Xog 0.049+0.003 1.2+0.4  x¢ 0.004+0.001 11.9+1.3
xio  0.044+0.002 1.8+0.4 x, 0.004+0.000 12.2+1.4

x;3  0.037+0.002 3.0+0.0 x5 0.003+0.001 13.6x1.7
x;; 0.018+0.001 4.0+0.0 x6 0.003+0.001 13.6+2.0
Xy 0.014+0.001 4.0+0.0 x, 0.003+0.001 13.7+1.7

x5 0.013+0.002 5.840.6 x5 0.002+0.001 16.3+0.8
x17  0.008+0.001 7.8x1.3 x4 0.001+0.001 16.4+0.9
X9  0.008+0.001 8.4+1.0 x; 0.001+0.000 17.60.5
X3 0.008+0.002 8.6+0.8 x4 -0.002+0.000 19.0+0.0

Xg 0.006+0.002 9.8+2.1

5 Financial Distress Prediction Using NNs and SVMs

The dataset was divided into training and testing data in relation 1:1. This division
was realized five times. Since we used a two-class dataset we recorded classification
accuracy (Acc), F-measure (a combination of precision and recall) and the Matthews
correlation coefficient (MCC) (a correlation coefficient between the observed and
predicted binary classifications, also known as the phi coefficient) on testing data as
the measures of classification performance. In order to avoid over-fitting, we carried
out experiments with different values of NNs and SVMs’ parameters using 10-fold
cross-validation on the training data.

We used the FFNN, RBF NN, SVM trained by the SMO, and SVM trained by the
SGD method for financial distress prediction. In addition, we employed logistic
regression (LR) as a representative of traditional statistical methods. The FFNN was
trained using the backpropagation algorithm with momentum. The following parameters
of the FFNN were set and examined: the number of neurons in the hidden layer = {5,10,
... ,30}, learning rate = 0.1, momentum = 0.2, and the number of epochs = 2000. The
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RBF NN was trained with the BFGS (Broyden-Fletcher-Goldfarb-Shanno) method. The
initial centres for the Gaussian RBFs were found using k-means algorithm. The initial
sigma values were set to the maximum distance between any center and its nearest
neighbour in the set of centers. We tested various numbers of the RBF functions from
the set {2'2% ... 2°}. The SVM trained by the SMO was tested for linear, polynomial
(exponent = 2) and RBF kernel functions (gamma = 0.01) with the complexity
C= {20,21, ,210}. Finally, the SVM trained using the SGD was examined for the
number of epochs = 100 and learning rate = {0.01,0.05}.

First, we examined the performance of classifiers using only financial indicators
(Table 4). In this case, the FFNN outperformed other methods with the accuracy of
91.84%. This also holds true for the F-measure and MCC measures indicating that the
FFNN worked well for both classes, IG and NG. The second set of experiments made
use of sentiment indicators, too. As shown in Table 5, the significant improvement of
the classification performance was achieved for RBF NNs and SVMs using the
sentiment information. On the other hand, the LR and FFNN classifiers’ performance
improved but not significantly.

Table 4. Classification performance using only financial indicators

Acc [%] F-measure MCC
LR 89.60+0.00 0.895+0.000 0.777+0.000
FFNN 91.84+0.61 0.918+0.006 0.826+0.014
RBF 88.68+0.02 0.886+0.019 0.757+0.039

SVMgsmo  89.80+1.79 0.896+0.019 0.781+0.037
SVMgsp  90.78+1.91 0.907+0.021 0.80320.041

Table 5. Classification performance using financial and sentiment indicators

Acc [%] F-measure MCC
LR 90.52+1.15 0.905+0.012 0.797+0.025
FFNN 92.22+0.73 0.923+0.007 0.835+0.007
RBF 91.86+0.54**  0.918+0.005**  0.826+0.012**

SVMsmo  91.90+0.25*%  0.919+0.003*  0.827+0.005*
SVMsep  92.40+1.05*%  0.924+0.011*  0.838+0.023*

Legend: we tested if the improvement over the non-sentiment models was statistically
significant using the paired #-test at p = 0.01 ***, p =0.05 ** and p = 0.1*.

6 Conclusion

A strong relationship between qualitative (textual) information and corporate financial
performance and stock returns has been reported in the literature. Prior studies that
have noted the importance of sentiment in annual reports examined the impact of the
sentiment of financial market ratios such as stock prices, trading volumes or volatility.

The present study was designed to determine the effect of sentiment in annual
reports on financial distress represented by IG and NG classes. Returning to the
hypothesis posed at the beginning of this study, it is now possible to state that the use
of sentiment indicators results in significantly more accurate corporate financial
distress prediction models. Another important finding is that it seems to be the
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frequency of positive terms that has the most important impact on financial distress
prediction. The study has gone some way towards enhancing our understanding of
financial distress prediction. Our findings have broader important implications for
related issues such as the prediction of the start of financial crises since corporate
financial distress prediction models are used as early warning indicators.

A high complexity of the investigated problem was documented by the necessity to
use high values of the complexity parameter in SVMs (C = 2° or C = 2'%). SVMs
performed better than NNs when employing the sentiment information. This finding
suggests that the SVMs better coped with the growing dimensionality of the data
induced by using additional inputs. The growing dimensionality increased
computational complexity in the case of the NNs but not in the case of SVMs. Thus,
NN became more prone to both over-fitting and local minima. A number of caveats
need to be noted regarding the present study. The most important limitation lies in the
fact that the words in the word categories may have various importance for financial
distress prediction and, thus, the accuracy improvement of the models is limited. A
further study with more focus on statistical approach is therefore suggested. In
addition, we suggest to make use of the unlabelled data in future research [2,30].

The experiments in this study were carried out in Statistica 10 (linguistic pre-
processing) and Weka 3.7.5 (NNs and SVMs) in MS Windows 7 operation system.
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Abstract. The detection of various types of repeats is a fundamental
and well studied problem in stringology. In this paper we present exten-
sions to this problem with applications to bioinformatics. In this paper
we consider the detection of all exact and approximate inverted repeats,
as well as all exact and approximate weighted inverted repeats and give
efficient algorithms for their computation.

1 Introduction

Next generation sequencing technologies produce DNA/RNA sequences as a
huge number of short fragments. These fragments are then reconstructed into a
single string through various assembly methods. The reconstructed DNA /RNA
sequence is one dimensional and does not take into account any type of sec-
ondary structures which may be present in the original sequence. Deriving the
secondary structure is an important step in the analysis of sequences, in the case
of RNA, the secondary structure can have a great affect on the resulting proteins
function. Inverted repeats are one such secondary structure and represent areas
where the DNA/RNA can fold back on itself to create the well known double
helix structure. From a stringological perspective, inverted repeats or ‘hairpins’
in DNA or RNA sequences are factors of the sequence that occur with a reverse
and complemented version of it in close proximity, where the complement is
defined by the Watson-Crick pairing. It is known that determining the optimal
secondary structure of RNA is NP-Hard under some models of computation and
the only polynomial algorithms, for other models of computation, are far from
practical with a complexity of O(n®) [15]. However, the same is not true for
detecting inverted repeats. Existing work on detecting inverted repeats, from a
biological context, tends to focus on probabilistic methods for their detection,
such as the the method proposed in [I2] which makes use of local alignments
as well probabilistic techniques. Additionally there exists a well know statisti-
cal tool called the ‘Inverted Repeats Finder which uses a stochastic model of

! Tandem repeat finder can be found here http://tandem.bu.edu/trf/trf.html

L. Iliadis, H. Papadopoulos, and C. Jayne (Eds.): EANN 2013, Part II, CCIS 384, pp. 11-[[J] 2013.
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repeats to analyse DNA. Inverted Repeats Finder is a popular tool which gives
good results, however, none of the approaches mentioned above provide an exact
solution to the problem of finding inverted repeats.

Pseudoknots are another secondary that can occur as part of the secondary
structure of RNA and are known to be an important part for certain cell activ-
ity [4], as well as playing an important role in viral infiltration [19]. A pseudoknot
occurs when two or more inverted repeats ‘overlap’, in the sense that one in-
verted repeat forms on part of an existing inverted repeat. Although there exists
polynomial time algorithms for computing some pseudoknots, the problem is in
general know to be NP-Hard and as such, a number of heuristics were proposed.
Most heuristics for this task are based on dynamic programming [I] and strug-
gle to detect the complex interactions of the non-nested base pairs that form
pseudoknots, even the newer methods of stochastic context free grammars [2/13]
struggle to detect this. Clearly inverted repeats are the building blocks for pseu-
doknots, so efficient algorithms for the detection of inverted repeats may lead to
more accurate and biologically meaningful heuristics for detecting pseudoknots.

2 Background

The detection of inverted repeats can be considered as the detection of palin-
dromes in strings. Within the stringology community there has been a great deal
of work on the detection of palindromes. There exists linear time algorithms for
the detection of the longest palindrome [17] in a string and for the detection of the
maximal palindromes in a string [7]. Additionally there is work on approximate
detection of palindromes, [20] detects maximal palindromes under edit distance
in time O(k2n), later [9] did the same but in time O(kn). These techniques
make use of global alignments and incremental string comparison techniques to
compute the maximal palindromes. These solutions essentially compute maxi-
mal inverted repeats, however, it is not clear that the maximal inverted repeat
is more biologically meaningful than any other. Therefore it is an important
problem to be able to identify all of the inverted repeats and not just maximal
inverted repeats.

A related problem is the detection of all or just the distinct squares in a
string. Detecting squares is a well studied problem in stringology and is fun-
damental in the detection of repetitions. Early work on detecting squares lead
to linear time algorithms to test squarefreeness of a string and O(nlogn) algo-
rithms for computing all the squares in a string [16]. Later it was shown that
simple algorithms based on suffix tree traversals can also lead to an O(nlogn)
algorithm [21I] or a suffix tree can be ‘marked’, in linear time, in such a way
that all of the squares are implicitly represented in the tree. This trick allows
Gusfield et al [§] to avoid reporting all the squares and get around the O(n logn)
barrier implied by works such as [0] and instead they report the distinct squares
in linear time, as the number of distinct squares is (’)(nE It was later shown
by Kolpakov and Kucherov [14] that the number of maximal periodicities, also

2 See [8] for details on this bound.
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known as runs, was actually linear in the length of the string and they gave an
algorithm for their computation.

In this paper we first show that, for the exact case, it is possible to report
all inverted repeats in linear time, we then propose extensions to approximate
inverted repeats and the case of weighted strings.

The paper is structured as follows, Section 1 gives an introduction, Section 2
provides background information on previous works, Section 3 gives preliminaries
and problem definitions, Section 4 presents our algorithms, and finally Section
5 some concluding remarks.

3 Preliminaries

An alphabet X is a finite non-empty set, of size o, whose elements are called
letters. A string on an alphabet X' is a finite, possibly empty, sequence of elements
of Y. The zero-letter sequence is called the empty string, and is denoted by &.
The length of a string x is defined as the length of the sequence associated with
the string z, and is denoted by |z|. We denote by z[i], for all 0 < i < |z, the
letter at index ¢ of z. Each index 4, for all 0 <4 < |z|, is a position in z when
x # e. It follows that the ith letter of z is the letter at position ¢ in x, and that

x=zx[0..|z] —1].

A string z is a factor of a string y if there exist two strings v and v, such that
y = uxv. Let the strings x,y,u, and v, such that y = uzv. If u = ¢, then z is a
prefix of y. If v = ¢, then x is a suffiz of y.

Let x be a non-empty string and y be a string. We say that there exists an
occurrence of x in y, or, more simply, that  occurs in y, when z is a factor of y.
Every occurrence of x can be characterised by a position in y. Thus we say that
x occurs at the starting position i in y when y[i..i+4 |x| — 1] = . It is sometimes
more suitable to consider the ending position i + |x| — 1. For succinctness we
sometimes refer to x[i] as i,. We denote by x the reverse of z.

A weighted sequence z is a sequence of position, where each position z[i]
consists of a set of ordered pairs. Each pair has the form (o, 7;(0)), where m;(0)
is the probability of having the character, o, at position i. For every position
z[i], 0 <i<n, Xa m(o)=1.

A factor of a weighted sequence starting at position 7 and of length j is defined
is a sequence u[0Ju[l] .. u[j—1] s.t,ulk] € z[k+i] for 0 < k < i—j. The probability
of a factor occurring is Hf;& i (uli])

The Hamming distance between strings u and v, both of length n, is the
number of positions ¢, 0 < i < n, such that u[i] # v[i]. Given a nonnegative
integer k, we write u = v if the Hamming distance between u and v is at
most k.

For symbols the following are equivalent under complement, denoted =.

— A=T
- C=G
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- G=C
- T=A

Given 2 non empty strings of equal length u,v we say u=v if and only if
uli]=vli] for 0 < i < n and we denoted the complement of a factor u as .

In the case of a weighted sequence the complement takes the probabilities of
its complementary symbol.

Problem 1. Given a text x find all inverted repeats. Where a inverted repeats is
a factor of the text of the form u@® or vau’ and a € X.

Problem 2. Given a text x find all approximate inverted repeats with at most
k-mismatches. Where an approximate inverted repeat is a factor of the text of
the form uwa® or uaa® st u =5 @™ and a € X.

Problem 3. Given a weighted text z find all weighted inverted repeats with prob-
ability at least u. Where a weighted inverted repeat is a factor of the text of the
form ua® or uau® s.t w(va?) > pand a € X.

Problem 4. Given a weighted text x find all approximate weighted inverted re-
peats with probability at least p and at most k-mismatches. Where a weighted
inverted repeat is a factor of the text of the form ua® or uaa® s.t m(ua) > pu
and v = @' and a € X.

4 Algorithm

In this section we begin with a few definitions, then we give our approach for
computing exact inverted repeats, the modifications to k-mismatches and finally
we present the extensions of these 2 algorithms for the case of weighted strings.

We begin by defining the centre of an inverted repeat, an example of this can
be seen in Example [1I

Definition 1. An inverted repeat of length { is centered around i iff x[i —
Coal=xli+ 1. i+ 14+ orafi—L. . i]=xfi+2..i4+ L+ 2]

To compute all the inverted repeats of a string we initially compute all max-
imal inverted repeats from their centre. If we take a string x and its reverse
complement Z* then the maximal inverted repeat centred at some position i
is either the longest common prefix (LCP) of x[i] and z%[n — i] or the longest
common prefix of z[i] and Z%[n — i + 1]. To report all of these in linear time
we must be able to compute lce(z[i], Z%[n — i]) and lce(z[i],Z%[n — i + 1]) in
constant time. For the rest of the article we focus on how to compute inverted
repeats of the form u@’, clearly the other case can be handled similarly. To do
that we make use of range minimum queries (RMQ). Give an array A[0..n — 1]
of integers and two indices, ¢, j, a RMQ asks for the index of the minimum value
within the range Afi..j]. To compute the exact inverted repeats we proceed as
follows.
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Build the generalised suffix array [18], inverse suffix array and LCP array [6]
of  and z%

— Preprocess the LCP array for RMQ queries

Find the LCE for the suffixes starting at (iy,n — izr), for 0 <i < n.

The result, for 0 < i < n, will be the maximal inverted repeat centred at

To find the longest common extension we use one of the simple algorithms
presented in [I0]. Following the preprocessing mentioned above we perform the
following query in constant time to compute the LCE of any two suffixes.

LCE(p, q) = LCP[RMQycp (iSA[p] + 1,iSA[q])]

Require: InvertedRepeat(z, n)
Compute SA, iSA, LCP, and RMQ, cp of z£ZF$.
fori< 0ton—1do

01 « lce(%, 2n — 7);

02 « lce(4,2n — i+ 1);
for j <« 0tod; — 1 do
Report(i — 7,2 * j);

end for
for j < 0to d2 — 1 do
Report(i — 7,2 % j + 1);
end for
end for

Following this scheme we can compute all maximal inverted repeats in time
O(n). We then make use of the following fact, allowing us to report all inverted
repeats in O(n + «) where « is the number of inverted repeats.

Fact 2. If the LCE of the suffizes iz,n — izr is of length £, then every factor
x[i—j..i+7], for 1 <j < ¥, is an inverted repeat.

Due to this, it is clear that we can report all occurrences directly in time pro-
portional to their size as shown in Algorithm [l So we get the following.

Theorem 3. Algorithm alR solves problem [ in time O(n + «)

Example 1. Given the string GAGAGAACCGTACGGT, then there exists a
maximal inverted repeat, ACCGTACGGT of length 10, centred at position 10.
There also exists non-maximal inverted repeats of length 2, 4, 6 and 8 also centred
at position 10.
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4.1 Inverted Repeats with k-Mismatches

To compute the maximal inverted repeats with up to k-mismatches we perform
the same processing we did for exact inverted repeats but with a slight modifica-
tion to the latter half of the algorithm. The approach we adopt is similar to that
used in [3] and consists of performing k + 1 LCE queries instead of a single LCE
query for each index. Assume we have performed one LCE query and a mismatch
occurred at index p, ¢, we now simply take another LCE query from the suffixes
starting at p + 1, ¢ + 1. After performing this k£ 4+ 1 times we find the maximal
inverted repeats with at most k-mismatches.

With a slight modification to the technique we used to report all inverted
repeats, see Fact 1, it can be applied to the approximate case as well. Applying
Fact 1 allow us to report all inverted repeats under hamming distance in time
O(kn+ «). A brief outline is as follows, after the i-th LCE query, with 1 <i <k
we have the maximal inverted repeat with up to ¢ — 1 mismatches. Assume we
have already reported inverted repeats with up to i — 2 mismatches, we simply
apply Fact 1 and report the new inverted repeats between the the last mismatch
and the extension from the new LCE query. Doing this k£ 4+ 1 times, we report
all inverted repeats with at most k-mismatches. Note that this increases the
processing done at each extension from constant to proportional to the number
of new occurrences, but the total time remains O(kn + ).

Theorem 4. Algorithm akIR solves problem [ in time O(kn + «)

4.2 Extensions to Weighted Strings

For weighted strings our general approach is the same but some of the details are
a little different. For instance we use space efficient suffix arrays for our previous
algorithms, however, there is no such data structure for weighted sequences. So,
we make use of the weighted suffix tree of [I1]. First we give a brief introduction
to the weighted suffix tree and then outline our algorithm.

The Weighted Suffix Tree. In [I1], Iliopoulos et al. describe a method for
constructing a weighted suffix tree (abbreviated WST) for storing a set of suffixes
of a weighted sequence with probability of appearance greater than i in linear
time, where z is a given constant. The WST is distinct from the probabilistic
suffix tree in that is does not model any stochastic process and is designed to
work in the same way as a suffix tree, meaning that it maintains optimal search
times; something not possible with the probabilistic suffix tree. As previously
mentioned the WST is designed to behave exactly as a suffix tree and as such does
not actually contain any information about probability distributions within the
suffix tree itself, instead it only represents those suffixes which have probability
of occurring i As such the WST inherits all the interesting string manipulation
properties of the standard suffix tree. We give an informal definition of the
structure as follows: Let x be a weighted sequence, for every suffix starting at
position ¢ we define a list of possible weighted substrings so that the probability
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of appearance for each of them is greater than i We denote each of them as
x;,j, where j is the sub-word rank in arbitrary numbering. We define WST(z)
the weighted suffix tree of a weighted sequence x, as the compressed trie of a
portion of all the weighted substrings starting with each suffix z[i] of 28, $ ¢ X
Jhaving a probability of appearance greater than i Let L(v) denote the path-
label of node v in WST(z), which results by concatenating the edge labels along
the path from the root to v. Leaf v of WST(z) is labelled with index 4 if 35 > 0
such that L(v) = z;;[i..n] and w(z;;[i..n]) > 1, where j > 0 denote the j-th
weighted sub-word starting at position i. We define the leaf-list LL(v) of v as a
list of the leaf-labels in the subtree below v.

The resulting suffix tree has all the functionality a normal suffix tree, but
it only consists of those factors which have probability greater than i Due to
this we can use existing algorithms to pre-process it for lowest common ancestor
(LCA) queries and other classical algorithms applied to a suffix tree.

The outline of the algorithm is as follows.

Build the generalised suffix tree of z, Z%.

— Preprocess the suffix tree for LCA queries.
— Find the LCP for the suffixes starting at (i,,n — izr), for 0 < i < n.
The result, for 0 <4 < n, is maximal inverted repeats centred at x[i].

Although the general approach remains the same, we must take into consider-
ation non-solid letters. If one of the start points is not a solid letter, then we can
take the LCP of all the letters which could occur at both positions and take the
longest one to be the maximal inverted repeat, assuming a constant sized alpha-
bet this takes O(1) time. We now have inverted repeats where 7 (u), (@) > 1.
To ensure we only report inverted repeats of the form 7 (uu®) we start by re-
porting inverted repeats from the center and keeping track of the current total
probability of the inverted repeats as we go. As soon as the total probability of
the inverted repeats drops below the threshold, we stop reporting more inverted
repeats, this takes O(1) per inverted repeat.

Theorem 5. Algorithm wIR solves problem[3 in time O(n + «)

This is sufficient for the exact case, however, if we allow k-mismatches we now
have some extra considerations to take into account. For example, applying the
technique we used for regular strings we would actually find maximal inverted
repeats of the form u = uym; .. upmy where u; are factors of probability greater
than i and m; are mismatches. The problem being that the probability of u
occurring might actually be less than i To get over this problem we need to
know the length of a factor associated with a leaf. If we know that the leaf we
start with was only inserted up to some length ¢, when performing LCA queries
we can keep track of the length of the factor and if the length is greater than ¢
we simply cut it short at length ¢, even if it has not reached k-mismatches. This
can be done with a simple linear preprocessing scheme, a top down traversal of
the suffix tree labelling each node with the corresponding length until we reach
all leaves. Another problem, is that we may have non solid starting positions



18 C. Barton et al.

for each LCA query, and it may seem that this could up lead to o**! queries.
However, by [I1] we know that the number of possible factors starting at a non-
solid location is O(0?) where ¢ is a constant derived from the value of z and
thus O(1) possible factors starting at any position ¢. This fact combined with the
approach of terminating any match with length > ¢ means we can never check
more than the number of factors with probability > i starting at any position.
This leads us to the following.

Lemma 6. For a position i, there will be at most O(k) LCA queries.
Therefore.
Theorem 7. Algorithm wkIR solves problem[] in time O(kn + «)

In both of the above cases we may apply Fact 1 to retrieve non maximal
inverted repeats.

5 Conclusion and Future Work

In this paper we have given a number of linear time algorithms for finding in-
verted repeats in a number of different settings to aid in the identification of in-
verted repeats. The advantage of our approach over existing methods is twofold:
we provide extensions which allow for the reporting of all inverted repeats, rather
than simply the maximal ones and we present, to the best of our knowledge, the
first algorithms for the weighted string problem. In this paper we show how to
detect all exact and approximate hairpins, however, hairpin structures which
are the longest are not necessarily the most biologically meaningful. It has been
noted in various works that hairpin structures of length less than 3 are impos-
sible and hairpins can contain ‘bulges’ caused by mismatches, which effect the
stability of the loop. The stability is in fact affected by the length, the number
of mismatches and the bases involved in the ’paired regions’ (G — C' pairings
are more stable than A — U pairings). An interesting extension to the problem
considered here would be the detection of the most stable hairpins at each posi-
tion and the most stable hairpin with a bounded number of bulges. In addition
to this these algorithms need to be implemented and tested to determine their
practical efficiency.
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Abstract. With the advent and rapid spread of microblogging services, web in-
formation management finds a new research topic. Although classical informa-
tion retrieval methods and techniques help search engines and services to
present an adequate precision in lower recall levels (top-k results), the constant-
ly evolving information needs of microblogging users demand a different ap-
proach, which has to be adapted to the dynamic nature of On-line Social Net-
works (OSNs). In this work, we use Twitter as microblogging service, aiming to
investigate the query expansion provision that can be extracted from large
graphs, and compare it against classical query expansion methods that require
mainly prior knowledge, such as browsing history records or access and man-
agement of search logs. We provide a direct comparison with mainstream me-
dia services, such as Google, Yahoo!, Bing, NBC and Reuters, while we also
evaluate our approach by subjective comparisons in respect to the Google Hot
Searches service.

Keywords: Query expansion, Microblogging services, Twitter, Social Data
Mining.

1 Introduction

Microblogging is considered to be one of the most recent social raising issues of Web
2.0, being one of the key concepts that brought Social Web to the broad public. In
other words, microblogging could be considered as a "light" version of blogging,
where messages are restricted to less than a small amount of characters. Regarding
their actual message content, this may be either textual data (e.g. short sentences), or
even multimedia content (e.g. photos or hyperlinks to video sources). Yet, its simplic-
ity and ubiquitous usage possibilities have made it one of the new standards in social
communication; i.e., there is already a large number of social networks and sites that
appear to have incorporated few or more microblogging functionalities; Twitter and
Facebook being the most famous. The task of analyzing microblog posts and extract
meaningful information from them in a (semi-)automated manner has been considered
recently by some works in the literature, yet we believe their approaches are quite
different to the one presented herein. Being part of a vast amount of information
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disseminated on the Web, it is very crucial for users to find relevant information in
blogs or having recommendation in respect to their queries. Thus, modern information
services provide a lot of mechanisms for suggestions in respect to users’ information
needs expressed by mostly syntactic queries. Research on query suggestion is highly
related with query expansion [1], query substitution [2], query recommendation [3] or
query refinement [4]. All are considered as similar procedures, aiming to adjust an
initial user query into a revised one, which then returns more accurate results. In this
work, we deviate from the traditional query suggestion proposal in a sense that users
have their queries expanded directly from Twitter, and without having their queries or
browsing history processed by search engines.

The remainder of this paper is organized as follows. In the next section we provide
an overview over the related work on query analysis and expansion issues that need
addressing in microblogging services. Section 3 provides the methodology we use, as
well as the basic steps of our proposed algorithm. In Section 4, we describe a real case
study in order to clearly show how our query expansion mechanism works. Finally, in
Section 5, we evaluate our results against Google, Yahoo!, Bing, NBC and Reuters,
while we also evaluate our approach by subjective comparisons in respect to the
Google Hot Searches service. Section 6 concludes our work by summarizing the
derived outcomes, providing in parallel some of our future directions.

2 Related Work

In general, microblogging posts [5] form a special category of user-generated data
containing two major characteristics, that seriously affect linguistic analysis tech-
niques [6], namely: a) they contain strong vernacular (acronyms, spelling changes,
etc.) and, b) in principle they do not include any memorable repetition of words. Mo-
tivated by the observation that a microblog user retrieves information through queries
formulation in order to acquire meaningful information, researchers focus on each
post's characteristic features [7], whose quantitative evaluation could potentially af-
fect the way in which the relevance between the user query and its returned results
may be calculated. A first step towards this direction is discussed in [8], where au-
thors identify two feature categories, i.e., features related to the user query and thus
calculated as soon as the latter is formed and features that are not related to the specif-
ic query, but are inherent posts and thus calculated when the latter are modified, up-
dated or added. In the context of social networking, query expansion techniques are of
great inter-est using either previously constructed language models [9] or by taking
into account personal user preferences, such as those resulting from user microblog
posts and hashtags analysis [10]. The fact that microblog posts contain hashtags is
also exploited in the literature towards query expansion methodologies in the direc-
tion of acquiring information that the user "is not aware of" and formulate queries that
the user "does not know how to express" [11]. In [12], given a query, authors attempt
to identify a number of hashtags relevant to the given query, that may be used to ex-
pand it and lead to better results; the proposed method is based solely on statistical
techniques by building probabilistic language models for each available hashtag and
by using a suit-able microblog posts corpus. Even in our own recent previous work
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[13], we proposed the utilization of hashtags as the main source of information acqui-
sition by searching the specific query terms within microblog posts under the condi-
tion that the former need to appear as hashtags. Then we calculated the most common
hashtags that co-occur with the original query and thus expanded the query with the
new hashtags. Finally, another broad related research category is the one formed by
the observation that microblog posts are created during an actual event and contain
comments or in-formation directly related to it, thus leading to event detection
research efforts [14] based on posts and/or hashtags.

3 Proposed Query Expansion Mechanism

The microblogging service we use is Twitter and the Query Expansion (QE) mechan-
ism is based on concatenated terms, known as hashtags (prefixed with "#"). Hashtags
are actually a way Twitter users can semantically annotate the tweeted content, while
there are no complicated syntactic rules, so Twitter users can annotate the information
according to their will. This freedom of expression provide the best way to create a
vast pool of crowd-sourced meta-data, leading to trends that best describe a social
aware issue.

Prior to describing our QE method, we need to briefly introduce the context of cap-
ture-recapture experiments used in wildlife biological studies [15]. In these experi-
ments, animals, birds, fishes or insects (subjects of investigation) are captured,
marked and then released. If a marked individual is captured on a subsequent trapping
occasion, then it is mentioned as “recaptured”. Based on the number of marked indi-
viduals that are recaptured, and by using statistical models, we can estimate the total
population size, as well as the birth, death and survival rate of each species under
study. The sampling process is divided into k primary sampling periods, each of them
consisting of / secondary sampling periods. Among primary sampling periods we
assume that in the population we can have births, deaths and/or migration incidents.
This population is called “Open”. On the other hand, among secondary sampling pe-
riods the population is assumed closed, meaning that there are not gains of losses in
the population [15]. During a secondary sampling period a set of different species is
randomly selected, marked and keeping in parallel a history record of them, and then
released back to nature. After a specific time interval, the second secondary sampling
periods occurs and so forth, until the end of the last / secondary sampling period. Sec-
ondary periods are near and very short in time, while trapping occasions are consi-
dered instantaneous in order to assume that the populations under study are closed,
meaning that no losses or gains occur during these time intervals. However, longer
time intervals between primary sampling periods are desirable so evolution events can
occur (e.g. survival, movement, and growth), as defined in the basic structure of Pol-
lock’s robust design model [16], which extends the Jolly-Seber model [17].

In wild-life experiments this model is applied to open populations, in which death,
birth, and migration incidents possibly occur in the populations under study. In our
case, birth means the appearance of a new Twitter hashtag, while death and migration
incidents corresponds to evolution of hashtags. Moreover, a basic evolution metric we
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want to employ in our methodology is the survival rate of the subject under investiga-
tion (the expanded term in our paradigm). This actually highlights how durable in
time hashtags are correlated to each other in the created real-time graph.

Primary periods
FEd k'

[ h

[E I;I E
open H :
populaiion :
J J

=

ey
=

Secondary periods
N
R,

closed closed
population population

time (1)

Fig. 1. The modified structure of the sampling scheme used in this work

However, since it is impossible to assume that due time the population of Twitter
hashtags is closed, we modified the capture-recapture experimentations, in order to
simultaneously conduct the secondary periods. This does not violate the assumptions
of the Pollock’s model, since in the real-life case, biologists set traps to different loca-
tions in the same space universe (e.g. a lake, a national park), while in the Twitters-
phere the space universe cannot be separated. Thus, Figure 1 depicts the modified
structure of the sampling scheme we employ for the web paradigm. In our case, the
individuals under study are Twitter hashtags. The trapping occasions are the key-
words/seeds to be extended in our query. Each trapping occasion occurs in the prima-
ry sampling period, which we split in / secondary and simultaneously sampling occa-
sions. In each of these / sampling instances we capture (and then mark) some hashtags
with the same probability value p. By this we ensure that all secondary samplings are
made in a “close” pool of instances under the basic principle of the Pollock’s model.
Then by investigating the recaptured instances in subsequent primary occasions, we
calculate the survival probability of the examined hashtag according to Equation 1,
where (M; — m;) defines the marked hashtags not captured during the i sampling pe-
riod, while R; are the hashtags captured at the i period, marked, and then released for
possible recapture in future samplings.

I . S (1)
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4 Real-Life Experimentation: The Boston Marathon Bombing
Case

As case study we use the “Boston Marathon Bombing” case, where during the Boston
Marathon on April 15, 2013, two pressure cooker bombs exploded, killing 3 people
and injuring 264 individuals'. This shocking event was among the breaking news
globally for several weeks, since it was emotionally touched millions of people
worldwide. Apart from mainstream media (e.g. TV/Radio), social media platforms
covered all aspects of the incident disseminating an enormous amount of information,
which was created from millions of users. Especially in Twitter, information con-
tained not only shared information, but also personal opinions/thoughts, and constant-
ly new links related to the crime, directly related to user-generated hashtags as seman-
tic annotations. Having the experience for a previous work of ours [13], we selected
the words "Boston" and “Marathon” as the basic terms someone enters in a search
engine in order to find relevant information. It is worth noticing that even after one
week after the event, most search engines in their main front-end environment did not
suggest relevant terms after these terms. Our main contribution here is to provide
query expansion to the user’s submitted term(s) under the knowledge disseminated in
Twitter, without having any other access or use of search engines' query logs.

In Figure 2, we can see the filtered graph that presents the entities with the 10%
higher values in respect to eigenvector centrality (EiVC) values measured. This graph
corresponds to a captured instance in one of the secondary sampling occasions con-
ducted during our experiments. In this figure edges are classified as:

e Colour: black, name: searchQuery-from_user, explanation: This property is ap-
plied to edges between a Twitter user that used a queried term and the queried
term,

¢ Colour: green, name: from_user-to_user, explanation: This property is applied in
order to create an edge between a Twitter user that replied using a tweet to
(an)other Twitter user(s),

¢ Colour: red, name: from_user-mentioned_user, explanation: This property is ap-
plied in order to create an edge between a Twitter user who mentioned at a tweet
(an)other Twitter user(s) and the mentioned user(s),

¢ Colour: blue, name: from_user-tweeted_hashtag, explanation: This property is ap-
plied in order to create an edge between a Twitter user that included a hashtag in a
tweet and the included hashtag,

e Colour: Yellow, name: from_user-tweeted_URL, explanation: This property is
applied in order to create an edge between a Twitter user that included a Url in a
tweet and the included Url,

e Colour: Purple, name: hashtag-URL, explanation: This property is applied in or-
der to create an edge between hashtag and a Url in case that both of these hashtags
are included in a tweet.

! Boston Marathon bombings, http://en.wikipedia.org/wiki/Boston

_Marathon_bombings, last accessed in May 13, 2013.



Query Expansion with a Little Help from Twitter 25

Fig. 2. A random selected secondary sampling occasion (April 18, 2013)

Table 1. Query expansion and suggested terms / case study evaluation

Query terms Metrics Also suggested by
{Boston, Marathon} (in the same time period)
Extended Term Etl;t;‘t:y Score Google lﬁ) a:;! I;;]I;gcl I::;'

bostonstrong # 0.2082 X X X X
bostonbombing # 0.1571 v v
prayforboston # 0.08359 X X X X
news # 0.04921 v X X X
manhunt # 0.04425 X X X X
syria # 0.04232 X X X X

Similarly, nodes are classified as:

¢ Colour: Black, name: Trend/searchQuery, explanation: The queried term(s)

e from_user, colour: Black, explanation: A Twitter user that used the queried
term(s)

e Colour: Green, name: to_userexplanation: A Twitter user that received one or
more tweets as replies to a created tweet
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¢ Colour: Red, name: mentioned_user, explanation: A Twitter user who is men-
tioned at other users' tweets

¢ Colour: Blue, name: tweeted_hashtag, explanation: A hashtag that is included in a
tweet

¢ Colour: Yellow, name: tweeted_URL, explanation: A Url that is included in a
tweet

5 Evaluation

In order to evaluate our QE mechanism we firstly compare the results derived from
our case study in respect to the query suggestions of well-known search engines, like
Google, Yahoo!, Bing, as well as mainstream Web media services, such as Reuter
News and NBC. The second part of our evaluation, describes a generic evaluation,
which involves subjective user ratings for results obtained from our QE mechanisms
and Google.

5.1 Case Study Evaluation

Evaluation results for the “Boston Marathon” case are provided in Table I. Initial
query terms (“Boston”, “Marathon”) are on the left side of the table, and then follow
the expanded term(s). All suggested extra terms are according to a normalized surviv-

al probability of hashtag e during primary period i (@f), as defined in Equation 1.

Finally, the last four columns of Table I indicate whether the specific expanded query
has been suggested (even in different order of terms with respect to the seed term) by
Google, Yahoo!, Bing, NBC and Reuters’. The date we performed this evaluation was
April 18, 2013, just three days after the bombing incident. The trend analysis and the
expanded terms in respect to the initial provided, performed between subsequent pri-
mary periods, where each of them consisted of two simultaneously secondary periods
with capture probability equal to 0.3. We notice that apart a very good suggestion on
related web sources for direct information (e.g. BBC World, 7news, etc.), our me-
chanism proposes two other really noteworthy acquisition terms like “manhunt” and
“Syria”, which are not suggested by the other four search services. It is worth noticing
that during the next day (April 19, 2013) where one of the suspects was arrested, our
algorithm “captured” two hashtags related with the suspect name (#dzhokhartsarnaev,
#tsarnaev) having a quite high normalized scoring value (0.079 and 0.1302
respectively).

5.2  Evaluation against Google Hot Searches

In this sub-section we describe an evaluation of our QE mechanism in comparison
with Google Hot Searches® service. For the purposes of this evaluation 17 individuals

2 NBC search service is powered by Bing.
3 http://www.google.com/trends/hottrends
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were engaged. Their task was to subjectively rate the expanded queries against the
respective service from Google. Each individual (postgraduate students from an MBA
course class at National Technical University of Athens) was asked to select three
different events from Google Hot Searches for a specific testing period (a specific
week during March 2013). Each individual had to explicitly rate the suggested enti-
ties/hashtags derived by our QE mechanism, against their selected events as appear in
Google Hot Searches (in U.S.). The rating performed upon a five-point Likert scale as
indicated below:

Strongly disagree (totally irrelevant suggestion)
Disagree (not so good suggestion)

Neither agree nor disagree (nearly same suggestion)
Agree (potentially better)

5. Strongly agree (surely better)

e

After processing the one-week results we ended up with 87 unique related terms
(as these were provided by Google Hot Searches) in 31 distinct events (20 out of the
51 events were identical). The average amount of suggested terms per tested event
was 2.81, which practically means that nearly 3 terms in average expand the basic
term that describe an event. At Figure 3, we can see some points that indicate the
average evaluator rating for suggested hashtags, as derived from our QE mechanism
in respect to scoring value ¢. We noticed that the larger the ¢ is, the higher the mean
subjective rate appears in the five-point Likert scale. More specifically, suggested

hashtags that appeared as expanded terms having @ >(.7 (even as suggested in

concatenated format), were subjectively evaluated as more relevant presenting nearly

0.1 0.2 03 o 05 06 o.r 08 [1R:] 1

Fig. 3. Mean evaluator ratings vs. proposed hashtags
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one-point higher level in the Likert scale. In other words, this means that through
subsequent samplings in Twitter, several user-generated terms (hashtags) are more
descriptive in comparison to a related query term in Google’s log. This was somehow
expected, since we performed short-term trend analysis rather than long-term log
analysis, yet it is an indicative assumption that our QE method is in the right direc-
tion. We can also notice that the majority of subjective rates in average values (more
than 60%) were close or slightly higher in the third level (point 3) in the Likert scale,
thus indicating a “nearly same suggestion” in comparison to Google search service.

6 Conclusion — Future Directions

In this paper, we proposed a Query Expansion (QE) mechanism, which employs trend
analysis issues from microblogging services (case study in Twitter). In order to effi-
ciently analyze trends in terms of retrieving suggest terms for query expansion and
reducing the sampling cost, we used the well-known capture-recapture methodology,
which is mostly applied in biology experiments. For evaluating our proposal, we pre-
sented a recent real event, while we further evaluated it through subjective rates
against Google Hot Search service, having as pool a class of 17 postgraduate students.
Ongoing research is performed on how other Twitter entities like Twitter mentions
(@s), URIs and other related information (e.g. images, geo-location, replies) can be
part of suggested term expansion.
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Abstract. Emotions constitute a key factor in human communication. Human
emotion can be expressed through various mediums such as speech, facial ex-
pressions, gestures and textual data. A quite common way for people to com-
municate with each other and with computer systems is via written text. In this
paper we present an emotion detection system used to automatically recognize
emotions in text. The system takes as input natural language sentences, analyzes
them and determines the underlying emotion being conveyed. It implements a
keyword-based approach where the emotional state of a sentence is constituted
by the emotional affinity of the sentence’s emotional words. The system uses
lexical resources to spot words known to have emotional content and analyses
sentence structure to specify their strength. Experimental results indicate quite
satisfactory performance.

Keywords: Sentiment Analysis, Emotion Recognition, Affective Computing,
Human Computer Interaction, Natural Language Processing.

1 Introduction

Computer systems are increasingly involved in almost all aspects of everyday life. As
the field of artificial intelligence matures and grows, it enhances the capabilities and
the functionality of computer systems. A fundamental aspect of computer systems
concerns the way that human interact and communicate with them. It becomes more
and more important to be able to interact with them in a natural way, similar to the
way we interact with other humans.

Emotions constitute a key factor of human nature, which colors the way of human
communication. The role of emotions in human computer interaction was initially
investigated by Picard, who introduced the concept of affective computing [12], indi-
cating the importance of emotions in human computer interaction and drawing a di-
rection for interdisciplinary research from areas such as computer science, cognitive
science and psychology. The aim of affective computing is to enable computers to
recognize and express emotions and bridge the gap between the emotional human and
the computer by developing computational systems that recognize and adapt to the
user's emotional states [3]. Automatically recognizing and responding to a user’s af-
fective states can enhance the quality of the interaction, thereby making a computer
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interface more usable, enjoyable, and effective, which in learning systems may lead to
a better adaptation to the learner [13].

Human emotion can be expressed through various mediums such as speech, facial
expressions, gestures and textual data. The most common way for people to commu-
nicate with each other and with computer systems is via written text which is the main
communication mean and the backbone of the web. Recognizing emotional presence
in textual data is a domain with wide ranging applications. For example, conversa-
tional agents can greatly benefit from the identification of the emotional states of the
participants, achieving more realistic interactions at an emotional level. Moreover, in
intelligent tutoring systems, recognizing students’ emotional states could significantly
improve the learning procedure [16]. Furthermore, text-to-speech systems can adjust
the voice based on the recognized emotional content of the text and thus achieving
more smooth and vivid interactions.

In this paper, we address the problem of recognizing emotional presence in textual
data. More specifically, we present a system developed to recognize the presence of
the six basic emotions proposed by Ekman [6] in natural language sentences. The
system analyses the sentence’s structure using tools such as Stanford parser [4] and
uses lexical resources such as Wordnet Affect [17] to spot words known to convey
emotion. Then it specifies each emotional word strength and determines the sentence's
emotional status based on the sentence’s dependency graph.

The rest of this paper is structured as follows. Section 2 presents basic topics on
sentiment analysis and emotion recognition and describes related work. Section 3
presents the developed system, describes its architecture and analyses its functionali-
ty. Section 4 presents the evaluation study conducted and the results gathered. Finally,
section 5 concludes the paper and draws directions for future work.

2 Background and Related Work

2.1 Background

Emotion is considered to be a strong feeling deriving from one’s circumstances, mood
or relationships with others [5]. Studies have shown that analyzing and recognizing
affect in text is considered to be a complex, ‘NLP’ complete problem and the interpre-
tation varies depending on the context and the world knowledge [15].

Emotion representation is a basic aspect of an emotion recognition system. The
most popular models for representing emotions are the categorical and the dimension-
al model. The categorical model assumes a finite number of basic, discrete emotions,
each of which is serving a particular purpose. On the other hand, the dimensional
model represents emotions on a dimensional approach, where an emotional space is
created and each emotion lies in this space. A very popular categorical model is the
Ekman emotion model [6], which specifies six basic human emotions: “anger, dis-
gust, fear, happiness, sadness, surprise”. It has been used in several studies/systems
that recognize emotional text and facial expressions related to these emotional states.
Another model is the OCC (Ortony/Clore/Collins) model [10] which specifies 22
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emotion categories based on emotional reactions to situations and is mainly designed
to model human emotions in general.

To enhance systems knowledge and efficiency in recognizing emotions and senti-
ments in natural language different lexical resources have been developed. A well-
known lexical resource is WordNet Affect [17]. It is based on WordNet database and
extends it by adding a subset of synsets suitable to represent affective concepts. More
specifically, these synsets are annotated with one or more affective labels. Senti-
WordNet [7] is based on WordNet and associates each synset with three numerical
scores indicating the degree that the synset is objective, positive or negative.

In this work, we adopt the categorical model and more specifically the system de-
veloped implements the six basic emotion categories proposed by Ekman. In addition,
the developed system utilizes WordNet Affect to spot words known to convey emo-
tional content.

2.2  Related Work

The work presented in [1] explores automatic classification of sentences in children
fairy tales. The authors developed a corpus consisting of fairy tales sentences, which
were manually annotated with emotional information and explore sentence’s classifi-
cation according the Ekman’s emotion categories. In [18], authors spot affective key-
words and use a parser in order to identify the main objects of the sentence that are
associated with the sentence’s emotional words. The system generates emotional out-
put only if emotional word(s) refer to the main object. The work presented in [9] re-
cognizes Ekman’s basic emotions in online blog posts. The authors analyze the posts
using Machinese Syntax parser, spot emoticons and keywords that may appear in the
posts and use rule-based approach to determine sentence emotional content. In [8] the
OOC model is used to specify the students' emotions during they are playing educa-
tional games. The system analyses students’ behavior and infers students’ emotions in
order to adapt interaction to each individual student’s needs. In [11], a statistical ap-
proach is presented. The authors address the textual affect recognition task and
classify emotions in text by using word counts.

Moreover, in [2] a system that classifies song lyrics into mood categories is pre-
sented. The song lyrics undergo pre-processing steps such as stemming, stop words
and punctuation marks removal. Then the lyrics are classified into mood categories
using a bag-of-words approach, where each word is accompanied by its frequency in
the song and its tf-idf (term frequency-indirect document frequency) score.

3 Emotion Recognition System

In this section we present the developed system and analyze its functionality. In Fig.1,
the system architecture is illustrated. The system performs emotion recognition on a
sentence level. So, a given document is split into sentences by the sentence splitter.
Then, the system analyses each sentence’s structure. It uses a part-of-speech (POS)
tagger to specify each word’s grammatical role and base form (lemma) and creates the
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dependency tree (e.g. see Fig. 2), based on the words’ relationships, using the Stan-
ford parser. Words known to convey emotion are spotted using the lexical resources
of the knowledge base (KB). Then, for each emotional word the system analyses its
relations and the way it interacts with other words. Based on the words’ relationships,
identifies specific types of emotional word’s interactions with quantification words, in
order to specify its emotional strength. Finally, the overall sentence emotional status
is specified by combining the emotion content of the sentence emotional parts. This
process is implemented by the sentence emotion extractor.

Sentence splitter

v v

Text POS tagger Parser >
I .
Ll
Sentence
Knowledge base (KB) emotion
extractor
Emotional Quantifica- »
. Lad
words tion words

v

Emotion(s)

Fig. 1. The system architecture

So, the system for a given NL sentence proceeds as follows:

1. Use tree tagger to specify the words’ lemmas and grammatical roles.

2. Use Stanford parser to analyze sentence structure and get the dependencies and
the dependency tree

3. For each word use KB to determine whether it is emotional or not. If it is
3.1 Analyze its relationships
3.2 Check if a modification relationship with quantification words exists, ana-
lyze it and determine emotion strength.
3.3 Analyze the dependency tree, recognize sentence pattern/structure and
based on it determine the sentence's emotional content

The knowledge base (KB) stores information about emotional words, that is words
known to convey emotion(s). The recorded emotional words are taken from the
WordNet Affect lexical source, which we extended by manually adding 11 emotional
words, and for each word its grammatical role (e.g. noun, verb, adjective etc.) and
also its emotional category are stored. For example, an emotional word manually
added is the verb “kiss”, which is added to denote joy. Also KB stores quantification
words that may modify the strength of emotional words. Examples of such words are:
{all, none, very, quite, rather etc}. KB determines the emotional content of a sentence
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based on the analysis of the sentence as performed by the POS tagger and the Stan-
ford parser and the linguistic knowledge it holds, as presented above.

3.1  Sentence Analysis

The system, given a NL sentence, firstly uses a POS tagger in order to determine the
sentence’s syntactic information. POS tagging is a fundamental process in a NLP
system and gives a first level analysis of words’ roles in the sentence. More specifi-
cally, Tree Tagger tool [14], a widely used statistical morphosyntactic tagger and
lemmatizer, is used to specify for each word its base form (lemma) and its part of
speech tag, indentifying its grammatical role in the sentence. Then, the system uses
Stanford parser to get a deeper analysis of the sentence’s structure. Stanford parser
creates the parse tree and determines the type dependencies of the sentence providing
helpful assistance in sentence analysis. Dependencies indicate the way that words are
connected and interact with each other.

As an example, consider the sentence “She kissed her aunt with great happiness”.
In Figure 2 the sentence parse tree and the dependencies as specified by the Stanford
parser are presented.

kissed
n.s'u.bl/ yDbj
)
she aunt

prep _with

poss

happiness her

amod

great

Fig. 2. Dependency tree of the sentence “She kissed her aunt with great happiness”

The dependency represents grammatical relations between the sentence’s words.
They are presented as triplets: name of the relation, governor and dependent. For ex-
ample, nsubj (she,kissed) is an nominal subject relationship between the two words,
defining that the word ‘she’ is the subject of the word ‘kissed’.

3.2  Recognizing Emotional Words and Their Strength

After a given NL sentence is analyzed, the system proceeds in spotting emotional
words. To do so, the system utilizes lexical resources in order to be able to spot words
known to convey emotional context. KB, as mentioned above, stores information
about (a) emotional words and (b) quantification words.

The system, for every word of the sentence, searches to see if it is stored as an
emotional word in KB. If KB has recorded the word as emotional, it returns the emo-
tional category the word belongs to. If the system does not find any same emotional
word in the sentence, then it performs a deeper analysis of the sentence’s words in
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terms of synonyms and antonyms. The assumption is that a word’s synonym or an
antonym may be recognized as an emotional word and thus an emotional content may
underlies in the word.

KB also stores information about quantification words that quantify and modify the
strength of emotional words through interacting with them. So, we developed a list of
quantification words. Examples of such words are: {very, some, all, hardly, less etc}.
A special category of the quantification words are words that denote negation. These
negation words, when appear in a sentence, flip the polarity of the words that interact
with. Examples of negation words are: {none, no, not, never, nobody}. For each one,
its modification impact on words that interacts with is specified. So, words like 'very'
and 'great' have a strong positive impact on words that are related with, increasing
their emotional content, while negation words flip the emotional content. In Table 1,
example quantification words and their impact on emotional words are presented.

Table 1. Example quantification words and their impact

Word Modification impact
Very High
Great High
Hardly Average
Quite Average
Less Low
Not Flip

Low value is set to 20, average to 50 and high to 100. So, the quantification word
‘extremely’ when modifies an emotional word has an emotion strength set to 100 (max
emotional strength), whereas the quantification word 'quite' sets the emotion strength
to 20. These values have been specified based on empirical and experimental studies.

After emotional words are recognized, the system performs a deeper analysis re-
garding their role in the sentence and the type of their relationships/connections with
other words. More specifically, it tries to analyze special types of relationships that
may appear with quantification words. These relationships are recognized as ‘mod’
dependencies by the Stanford parser. So, these dependencies, connecting emotional
words with quantification words, are analyzed and a quantification word’s impact
defines the strength of the connected emotional word. As an example, consider the
sentence “She kissed her aunt with great happiness”. KB recognizes the word ‘kissed’
as emotional word to denote joy' and also the word ‘happiness’ as emotional word to
also denote 'joy'. The dependencies defined by the parser for the word ‘kissed’ are
nsubj(kissed-2,  She-1), root(ROOT-0, kissed-2), dobj(kissed-2, aunt-4),
prep_with(kissed-2, happiness-7). There isn’t any modification relationship so the
emotional strength of the word is set to high (100).

The dependencies defined for the word ‘happiness’ are amod(happiness-7, great-6)
and prep_with(kissed-2, happiness-7). The amod is recognized as a modification rela-
tionship and the word interacting with modification relationship on the emotional
word ‘happiness’ is the word ‘great’. This word is recorded by KB as having a
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positive high modification impact on the words it interacts with and thus adding to the
word’s happiness emotional strength, determining it to be high (100). So, the sentence
is recognized to have two emotional parts that denote 'joy' with strength set to high
(100) for the first and joy' with strength also set to high (100) for the second.

Finally, consider negation cases such as ‘is not very furious’, where the emotional
word 'furious' is detected to denote 'anger', the word ‘very’ has a high quantification
to the emotion and the negation detected flips/reverse the quantification to ‘low’ and
thus this sentence part emotional content is determined to be low (20) 'anger'.

3.3 Determining Sentence Emotional Content

After the emotional words of the sentence are recognized and their strength is deter-
mined, the system specifies the sentence's overall emotional content. To do so, ana-
lyzes the sentence’s structure. More specifically, it recognizes and analyses the basic
pattern of the sentence consisting of the sentence’s main verb, the object and the sub-
ject of it. So the pattern “Subject—Verb—Object” is extracted from the sentence based
on the dependencies. This pattern is the backbone of the sentence structure and holds
the core meaning of the sentence. Moreover, analyzing it can help the system in un-
derstanding the interactions of the sentence parts, that is the way the emotional parts
are connected. So, the system processes the sentence structure as follows:

1. Analyze the sentence dependencies and extract the subject-verb-object pattern.
2. For each grammatical role of the pattern (eg. object or verb or subject).
2.1 Specify if it is an emotional part.
2.2 Analyze its relationships with emotional parts (if any).
2.3 Specify its emotional content.
3. Combine emotional contents of the parts to specify the sentence overall
emotions.

For example, consider once again the above sentence “She kissed her aunt with great
happiness”. The basic pattern extracted is ‘she-kissed-aunt’. The word ‘kissed’, which
is the verb of the pattern, is determined as emotional part denoting joy, and also is
connected with the emotional part ‘happiness’ recognized to denote ‘joy'. So, the verb
of the pattern denotes 'joy' with strength set to high (100), the subject is neutral and
the object is neutral. Thus, the sentence's emotional content is the verb’s emotional
content and thus the sentence's overall emotion is set to joy' with strength set to high
(100). Actually, combination results are achieved via a rule-based approach.

4 Experimental Study

An experiment study was conducted to evaluate the system’s performance. We
created a corpus of 180 sentences and manually annotated them. More specifically,
the corpus consisted of 60 neutral sentences and 120 emotional which were equally
divided into the six emotional categories. The sentences where selected not to be
lengthy and also not suffering from many ambiguities and anaphoric expressions and
were selected from different sources such as, fairy tales, news headlines, web articles,
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scientific books and chatting conversations. During the annotation stage, for each
sentence were determined (a) the existence and the (b) degree of each one of the six
basic emotions. The emotion level ranges from 0 to 100, where 0 denotes the absence
of a specific emotion and 100 denotes that the specific emotion is very strong. So,
each sentence was associated with a vector representing the levels of the six emotions.
Human annotation is used as a ‘gold standard’ for the system evaluation.

The evaluation consisted in two parts. In the first, the system was evaluated in cha-
racterizing the sentences as either emotional (in case that recognizes emotional con-
tent) or neutral (in case of emotional absence). Since the system classifies sentences
either in emotional or in neutral class, we present the relevant metrics we used to
evaluate it. Evaluation of a classification model is usually based on the following
metrics: recall, precision, f_measure, which are defined as follows:

I = TE _TE __ 2xprec*rec
recall =g rEN - P S qpypge  Jmeasure = e

where, TE (true-emotional) is the number of sentences classified correctly as emo-
tional, FE (false-emotional) is the number of sentences that were incorrectly classified
as emotional, TN (true-neutral) is the number of sentences correctly classified as non-
emotional (i.e. neutral) and FN (false-neutral) is the number of sentences that are
incorrectly classified as non-emotional (i.e. neutral). The evaluation results of the
system’s performance are presented in Table 2.

Table 2. Evaluation metrics

Metric Value
Recall 0.850
Precision 0.935
F_measure 0.890

The results show a very good performance of the system. More specifically, from
the corpus of 180 sentences that were tested, it correctly identified the presence or the
absence of emotional content in 155 sentences. So, the general accuracy of the system
is 0.861 (155/180), which also indicates a very good performance.

The second part of the study aims to evaluate the system’s performance in specify-
ing the strength of the emotion. So, the 155 sentences already characterized as emo-
tional were selected as the study corpus. The system has determined for each sentence
the existence of each one of the six basic emotions and their strength. The strength of
an emotion is represented as an integer number ranging from 0 to100, where O de-
notes absence of a specific emotion and 100 denotes that the specific emotion,
provoked by the sentence, is very strong. The same was done by a human annotator.

The system performance was analyzed and we performed a comparison with the
human’s annotations. For each sentence the emotion strength was cooperated with the
strength specified by the human annotator. The difference between the system and the
annotator on specifying the strength of an emotion was calculated and used as a me-
tric for system’s performance. More specifically, the difference is organized in three
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levels. A difference between 0-25 denotes that the system and the annotator were very
close in determining emotion strength, a difference between 25-50 indicates ade-
quate/average performance, while difference larger than 50 indicates that the system
lacked in determining the emotion strength. The results are presented in Table 3.

Table 3. Analysis of the strength’s differences

[0-25] [25-50] [50<]

Anger 65 25 10
Disgust 30 50 20
Fear 55 30 15
Happiness 78 17 5
Sadness 71 21 8

Surprise 45 35 20
Average 57.33 29.66 13

The evaluation results indicate a good agreement between the system and the hu-
man annotator. More precisely, the system has specified the strength of the emotion in
adequate agreement with the annotator in the 57,3% of the cases. A noticeable point is
that the system had a very good agreement in identifying happiness and sadness emo-
tion’s strength. This is due to the fact that, in general and also in the corpus’s sen-
tences, these are very strong emotions and are almost always expressed explicitly with
the use of emotional words. In contrast, surprise and disgust emotions may be impli-
citly denoted in the sentence. In addition, in our case this could be a result of the small
number of sentences conveying these two emotions.

5 Conclusions and Future work

In this paper, we present a system developed to automatically recognize emotions in
natural language sentences. It analyses a sentence’s structure using Stanford parser
and Tree Tagger and uses WordNet Affect lexical resource to spot emotional words.
Then analyzes each emotional word’s dependencies to specify the emotional word’s
strength and determines the overall sentence emotional status based on the sentence’s
dependency graph. Experimental study results indicate quite promising results.

However, there are points that the system could be improved. KB utilizes Affective
WordNet and manually added words to identify sentence’s emotional words. An ex-
tension of system’s knowledge could be made by adding more lexical resources.
Moreover, the patterns of KB could be extended to cover more complex sentences.
Also, conducting a larger scale evaluation will give us a deeper insight of the system’s
performance. Finally, currently the system uses a rule-based approach to determine
the sentence emotion presence, so another extension will be the addition of a neural
network approach to assist in emotion recognition. Exploring this direction is a key
aspect of our future work.
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Abstract. The aim of this paper is to present a classification method that is ca-
pable to discriminate between Event Related Potentials (ERPs) that are the re-
sult of observation of correct and incorrect actions. ERP data from 47 electrodes
were acquired from eight volunteers (observers), who observed correct or incor-
rect responses of subjects (actors) performing a special designed task. A num-
ber of histogram-related features were calculated from each ERP recording and
the most significant ones were selected using a statistical ranking criterion. The
Support Vector Machines algorithm combined with the leave-one-out technique
was used for the classification task. The proposed approach discriminated the
two classes (observation of correct and incorrect actions) with accuracy 100%.
The proposed ERP-signal classification method provides a promising tool to
study observational-learning mechanisms in joint-action research and may fos-
ter the future development of systems capable of automatically detecting erro-
neous actions in human-human and human-artificial agent interactions.

Keywords: Event-Related Potentials (ERPs), Support Vector Machines (SVM),
observational-learning mechanisms.

1 Introduction

A significant part of the learning process in human development takes place through
observation. The behavior of an observer might be influenced by the positive or nega-
tive consequences of a behavioral model. An observer will emulate the behavior of a
model, if this includes characteristics which the observer deems attracting or desira-
ble, such as talent, intelligence, power etc. Furthermore, the way through which the
model is treated will influence the observer. If the model is rewarded, it is more prob-
able that the observer will emulate the rewarded behavior, while the opposite is
expected to happen when an observed behavior is reprimanded.

The results of studies in observational learning suggest that the mechanisms
through which observation contributes to learning are similar to the mechanisms that
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contribute to learning through self-action [1]. It is known that when an incorrect ac-
tion is committed by a person, or the person is reprimanded for an action, then a nega-
tive peak is present in that person’s electroencephalographic Evoked Potentials (EPs,
i.e., usually non-invasive scalp recordings of brain activity related to specific stimuli).
The maximum of the peak takes place at around 80ms after the start of the wrong
response/action. This peak is called Error-Related Negativity (ERN). Based on source
localization studies, magnetoencephalographic studies and intracranial recordings,
ERN has been related with activity in the anterior cingulate cortex (ACC). ERN has
also been used as a quantitative marker of ACC activity in experiments which con-
cerned the observation of errors [2]. It has been found that there is activity in the mid-
dle frontal lobe, which is dependent on the correctness of the activity of other persons
who are observed. Van Schie et al. [2] found that ERNs are generated not only when
errors are committed by the person whose EPs are recorded, but also when errors are
observed by the person whose EPs are recorded, albeit with diminished amplitude
and longer latency (time occurrence of the EP peak), than those recorded from the
scalp of actors who behave incorrectly. Those findings strengthen the hypothesis that
the same mechanisms are activated both when committing and when observing errors.
Nevertheless, because it has been found that sometimes a negative ERN-like deflec-
tion is produced even for correct actions [3], something similar could happen when
observation of the action of other persons takes place.

Whenever EP components present differentiation of their amplitude, latency, fre-
quency etc., which is related to different aspects of cognitive processes, then automat-
ic classification of the EP recordings in classes has been sought. Ventouras et al. in-
vestigated the classification of ERN Pe potentials by means of kNN and support vec-
tor machine classifiers [4]. In the work of Sveinsson et al. [5], EP data obtained from
normal control subjects and chronic schizophrenic patients were classified, using a
parallel principal component neural network. The proposed architecture provided
overall classification accuracy up to 90%. In the work of Palaniappan and Parame-
sran, [6], genetic algorithms and a fuzzy ARTMAP classifier were combined to iden-
tify the discriminatory subset of the feature set for classification of alcoholics and
non-alcoholics. The feature set consisted of spectral power ratios extracted from mul-
ti-channel visual evoked potential (VEP) recordings. Classification accuracy reached
95.9%. A classification system distinguishing patients with depression from normal
controls using the P600 EP component was presented by Kalatzis et al. [7]. That sys-
tem used a combination of Support Vector Machines (SVM) classifiers and a
majority-vote engine.

The existence of differences in the ERPs of observers, when observing correct and
incorrect actions, might foster the development of classification systems capable of
detecting performance errors of a human - or an artificial agent — in need of being
monitored in a joint-action situation. The primary aim of the present study was the
development and implementation of a classification system for discriminating obser-
vations of correct and incorrect actions, based on scalp-recorded ERPs, using
histogram-related features.
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2 Material and Methods

2.1  Subjects and ERPs’ Recording Procedure

The ERP data used in the present study were collected in previous research [8]. The data
were acquired from eight (8) healthy volunteers (observers), who observed correct or
incorrect responses of subjects (actors) performing a special designed task. In particular,
the actors were faced in front of a table facing an experimenter, having in front of them,
on the table, two joystick devices positioned to the left and right of a Led stimulus de-
vice. The actors were asked to respond to the direction of a center arrowhead sur-
rounded by distracting flankers pointing either in the same direction as the center arrow,
or in opposite direction. EEG activity of the observers was recorded from 47 electrodes,
as well as vertical and horizontal electro-oculograms (Fig. 1) with sampling rate 250 Hz.
Observations of correct and incorrect responses were averaged over a 800 ms epoch
(baseline [-100 , 0] ms before response). Trials to be included in the averaging process
had been selected according to an RT-matching procedure between correct and incorrect
trials (described in [8]) to mitigate the differential contribution of stimulus-related activ-
ity in the ERP. A time window, starting at -6 msec and ending at 700 msec (correspond-
ing to 176 samples) after the response, was selected for analysis. A total of 16x47 =752
ERP recordings were available for analysis. From the available recordings, 8x47 = 376
recordings corresponded to observation of correct actions and the rest 8x47 = 376
recordings corresponded to observations of incorrect actions.

Fig. 1. Graphic representation of the electrode placement

2.2 Classification Methodology

The proposed methodology consists of three stages:

e Feature calculation
e Feature selection
e (lassification

Each stage is described below.



Classification of Event Related Potentials of Error-Related Observations 43

Feature Calculation

Let x= [xl,xz,. . .,x176] be a vector with the samples of an ERP recording and {p, |
(k=0,1,...,M —1) are estimates of the probability density function of the data vector
x at points ¢, . Then, the following features of the probability density function can
be calculated:

1. Mean value, which quantifies the central value of a distribution:

M-1
M= Z PiCk
k=0
2. Standard deviation, which is a measure of variability around the mean value:
e 5
o= Z (Ck —H ) Pi
k=0

3. Skewness, which characterizes the degree of asymmetry of a distribution around its
mean:

M-1 3
Z (Ck —H ) Pk
skew = "20—3
o
4. Kurtosis, which measures the relative peakedness or flatness of a distribution:
M-1 4
z (Ck —H ) Pr
kurt =+=0— — g
5. Entropy, which is a measure of uniformity of the histogram:
M-1
Entr =— Z D log, py
k=0

M-1
6. Energy: Ener = Z p,f
k=0
7. Median, which is the number separating the higher half of a distribution, from the
lower half :

km M-
med =¢ , where k,, such that Z pr 20.5 and Z Dr 20.5.

k=0 k=ky,
The estimates of the probability density function were calculated by means of the
kernel density technique (Parzen window) [9], where the underlying distribution of
the data is modeled by the mixture of Gaussian probability density functions.

Furthermore, the following features were calculated for each ERP recording:
8. Maximum value of samples: max{y, }

9. Minimum value of samples: min { yn}

10. Index of maximum value of samples: argmax{y, }
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11. Index of minimum value of samples: arg min{ yn}

In total, from each participant’s ERPs, 47x11=517 features were calculated.

Feature Selection
Due to the high number of calculated features, it is necessary to eliminate features that
are linearly correlated or carry no diagnostic information. Therefore, a process of
feature selection is applied prior to classification, with the purpose of discovering the
most significant features. In particular, the Wilcoxon test [10] was used as a criterion
to assess the significance of every feature for separating the two classes (observation
of correct actions, observation of incorrect actions). For every feature j = 1, 2,...,P, (
P =517 in our case) the absolute value of the Wilcoxon test, Z; was calculated.
Then, the most significant features were extracted using an iterative process as fol-
lowing:

Let Y ={1, 2,...,P} be the available features, D is the maximum number of fea-

tures to be extracted (D <P ) and X is the subset of Y with the selected features,
then

e X=0 and k=0
o  Find the most significant feature: 'y =argmax{Z,}
ieY
o Add this feature in X and remove it from Y
o k=k+1
e while k<D
o Calculate the mean value of cross-correlation, p , of each feature in Y
with all previously selected features in X
o Multiply the Z score of each feature in Y byl—a- p, to get a weighted Z
score
o Select the feature in Y with the highest weighted Z score
o Add this feature in X and remove it from Y
o k=k+1

The parameter a sets a weighting factor and assumes values between 0 and 1. When a
= 0, potential features are not weighted. A large value of p (close to 1) outweights

the significance statistic; this means that features that are highly correlated with the
features already picked are less likely to be included in the output list.

Classification

The classification task was performed by means of the Support Vector Machines
(SVM) method, with radial basis function (RBF) kernel & (x,x)=e 7" (3>0)

[11]. SVM is a category of kernel-based learning methods that have been successfully
applied to various supervised classification problems, in various scientific fields.
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The classifier is computed in a way that maximizes the margin between the training
data and the decision boundary. The subsets of feature vectors that are closest to the
decision boundary are called support vectors. Because training is based on the op-
timization of a convex cost function, there are no local minima where the training
could be entrapped. Furthermore, the architecture of the learning machine that is
constructed does not need to be found by experimentation and since the model con-
structed has an explicit dependence on the support vectors its interpretation is
straightforward.

The classification accuracy was evaluated using the leave-one-out (LOO) cross-
validation procedure [12]. The LOO procedure was adopted in order to evaluate the
performance of the SVM classifier in a reliable manner, taking into account the
limited number of cases available in the classes, and in the same time avoid over-
training and achieving an acceptable generalization in the classification. According
to this procedure, the SVM classifier was trained using feature vectors from obser-
vations of both types of actions (correct and incorrect), except from one observation
(no matter whether it corresponded to a correct or incorrect actions), that was used
for testing, afterwards. The generalization ability of the specific SVM classifier was
then tested using the feature vector that was singled out. The above training-testing
procedure was repeated, each time retaining a different feature vector for testing,
until each feature vector was used once for testing. Using the LOO cross-validation
procedure, the resulting SVM classifiers present slight differences between each
other, by inference of the slight variation of the training and testing feature vectors
sets used in each one. The classification accuracy was computed by the aggregate
sums of correctly classified or misclassified observations of correct and incorrect
actions.

3 Results

As was mentioned before, 517 features were calculated from each participant’s ERPs.
The probability density function for each ERP recording was estimated at M = 100
equally spaced points ¢, (k =1, 2,...,M). The feature selection algorithm was applied

using the 16 available feature vectors. In order to determine the number of features to
be selected (D) as well as the value of the weighting factor a, all the combinations

(D,a) for D=1,2,...,10 and a=0,0.1,0.2,...,1 were investigated. For each com-

bination, the SVM classifier with the LOO approach was applied.

The best classification accuracy was 100% and was obtained for D=4 and
a=0.2. In Table I, the features and the corresponding electrodes that were finally
selected are shown. It is also shown the mean value and the standard deviation in
parenthesis of each feature for the two classes, namely observation of correct actions
(Class 1) and observation of incorrect actions (Class 2).
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Table 1. Extracted features and corresponding electrodes ranked in decreasing order with
respect to their Z score

Feature Electrode Class 1 Class 2
Entropy 29 5.95(0.11) 6.09 (0.09)
Standard Deviation 45 0.90 (0.20) 1.39 (0.49)
Entropy 39 5.97 (0.06) 6.08 (0.05)
Skewness 23 0.10 (0.30) -0.51 (0.32)

The placement of the selected electrodes is shown in Fig. 2.

Fig. 2. Graphic representation of the electrodes that were finally selected

Considering the results that are listed in Table I, the following observations can be
drawn:

e The entropies of electrodes 29 and 39 are in average slightly larger in Class 2
than in Class 1, which means that the corresponding histograms of Class 1 are
slightly more uniform than these of Class 2.

e The standard deviation of electrode 45 is larger in Class 2 than in Class 1

e The skewness of electrode 23 in Class 1 (Class 2) is positive (negative), which in
turn means that the corresponding histograms of ERPs a larger asymmetric tail
towards positive (negative) values.

4 Discussion

As was mentioned in Section 3, the accuracy of the SVM classifier combined with the
LOO technique was 100% and was obtained for D =4 and a =0.2, for the features
shown in Table 1. However, there exist other combinations of a and D that provide
equally satisfactory results. Fig. 3 shows a contour plot of the classification accuracy
of the SVM classifier with respect to a and D. As can be seen, 100% classification
rate can also be achieved for the following combinations:
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e D=3anda=0.5,0.6,0.7,0,8 or 0.9
e D=4anda=0.2,0.3,04,0,50r0.5
e D=5anda=09 orl.0
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Fig. 3. Contour plot of classification accuracy for various combinations of (D,a)

An additional conclusion that can be drawn from Fig. 3 is that as the number of fea-
tures increases, the classification accuracy deteriorates. This is probably due to the
technique that was used for the feature selection. Specifically, the proposed technique
is quite simple; it ranks each individual feature according to the Wilcoxon statistical
test and selects the features with the highest scores that are not linearly correlated. It
does not test combinations of features in order to find the optimum one with respect to
some evaluation criterion. Thus, adding a new feature with a relatively high score
does not necessarily mean improvement (or at least no change) of the classification
accuracy.

It should be noted that although the results are quite promising, extensive trials on
larger data sets are needed, in order to build a reliable classification system. Through
such a system, indications could be provided in real time concerning whether or not
an observer, who oversees the actions of another person, perceives the existence of
errors in the actions of the supervised person. Apart from actions of humans, indica-
tions of critical parameters in display screens could also be the focus of observation,
enabling the automatic evaluation of the performance of observers, which is very
significant concerning the selection of suitable personnel, for example airplane pilots,
or operators of critical installations. In applications in the more distant future, such
classification systems might be able to detect errors in joint actions, either between
two persons, or between a person and a robot.
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5 Conclusions

In this paper, a methodology capable of discriminating between an subject’s brain
potentials that observe correct and incorrect actions was presented. The methodology
consisted of two steps: the feature selection, which was based on statistical ranking,
and the classification which was based on the SVM algorithm using a leave one out
procedure. The proposed methodology reduced significantly the initial large number
of features, providing satisfactory results.
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Abstract. In this paper, we propose a novel recommendation method
that exploits the intrinsic hierarchical structure of the item space to over-
come known shortcomings of current collaborative filtering techniques.
A number of experiments on the MovieLens dataset, suggest that our
method alleviates the problems caused by the sparsity of the underlying
space and the related limitations it imposes on the quality of recommen-
dations. Our tests show that our approach outperforms other state-of-
the-art recommending algorithms, having at the same time the advantage
of being computationally attractive and easily implementable.

Keywords: Recommender Systems, Collaborative Filtering, Sparsity,
Ranking Algorithms, Experiments.

1 Introduction

Collaborative Filtering (CF) is widely regarded as one of the most successful
approaches to building Recommender Systems (RS). The great impact of CF
on Web applications, and its wide deployment in important commercial envi-
ronments, have led to the significant development of the theory over the past
decade, with a wide variety of algorithms and methods being proposed [I]. In
the majority of these algorithms the recommendation task, reduces to predict-
ing the ratings for all the unseen user-item pairs, using the root mean square
error (RMSE) between the predicted and actual ratings as the evaluation met-
ric [TI2I3]. Recently, however, many leading researchers have pointed out that
the use of RMSE criteria to evaluate RS is not an adequate performance index
[45J6]; they showed that even sophisticated methods trained to perform well on
MSE/RMSE, do not behave particularly well on the — much more common in
practice — top-k recommendation task [5].

These observations have turned significant research attention to ranking-based
recommendation methods which are believed to conform more naturally with
how the recommender system will actually be used in practice [4l5]. Fouss et al.
[7] follow a graph representation of the data and, using an approach based on
random walks, they present a number of methods to compute node similarity
measures, including the average commute time (normal CT and PCA-CT), and
the pseudo-inverse of the Laplacian matrix (L'), which they compare against

L. Iliadis, H. Papadopoulos, and C. Jayne (Eds.): EANN 2013, Part II, CCIS 384, pp. 50-pJ] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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standard approaches such as MaxF and Katz. Gori and Pucci [§] propose Item-
Rank (IR); a PageRank-inspired scoring algorithm that produces a personalized
ranking vector using an items’ correlation graph. Zhang et al. [9] propose TR,
an improvement of ItemRank based on topical PageRank algorithm that takes
into account item genre and user interest profiles. Recently, Freno et al. [10]
proposed a Hybrid Random Fields model (HRF) which they applied, together
with a number of well-known probabilistic graphical models, including Depen-
dency Networks (DN), Markov Random Fields (MRF) and Naive Bayes (NB),
to predict top-N items for users.

Despite their success in many application settings, ranking-based CF tech-
niques encounter a number of problems that remain to be resolved. The unprece-
dented growth of the number of users and listed items in modern e-commerce
applications, make many current techniques suffer serious computational and
scalability issues that restrain their applicability in realistic scenarios. Addition-
ally, an even more important problem that limits the quality of recommendations
arises when available data are insufficient for identifying similar elements and
is commonly referred to as the Sparsity problem. Sparsity is intrinsic to recom-
mender systems because users typically interact with only a small portion of the
available items, and the problem is aggravated by the fact that new items with
no ratings at all, are regularly added to the system.

In this work, based on the intuition behind a recently proposed Web ranking
framework [11], we describe a new recommendation method that exploits the
innately hierarchical nature of the underlying spaces to characterize inter-item
relations in a macroscopic level. Central to our approach is the idea that blending
together the direct as well as the indirect inter-item relations can help reduce
the sensitivity to sparseness and improve the quality of recommendations. To
this end, we develop Hierarchical Itemspace Rank (HIR); a novel recommender
method that brings together the above components in a generic and mathemat-
ically attractive way. To verify the merits of our approach we run a number of
experiments on the standard MovieLens dataset, which show that HIR outper-
forms other state-of-the-art recommending techniques in widely used metrics,
proving at the same time to be less susceptible to sparsity related problems.

2 The HIR Framework

In this section, after describing formally the core components of our model (Sec-
tion [ZT]), we proceed to the rigorous mathematical definition of the involving
matrices, and finally, we present the Hierarchical Itemspace Rank algorithm and
discuss its computational and storage needs (Section 2.2]).

2.1 Model Definition

Let U = {u1,us,...,u,} be a set of users and V = {v1,ve,...,vm} a set of
items. Let R be a set of tuples ¢;; = (u;,vj,7i;), where r;; is a nonnegative
number referred to as the rating given by user u; to the item v;. These ratings
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can either come from the explicit feedback of the user or inferred by the user’s
behavior and interaction with the system. We consider a partition {£, T} of the
ratings into a training set £ and a test set T. For each user u;, we denote L; the
set of items rated by u; in £, and 7; the set of items rated by u; in 7. Formally:
L; £ {Uk ik € £} and T; e {’Ul iy € T}

Each user u; is associated with a vector w’ £ [w!, wi, ..., w! ], whose nonzero
elements contain the user’s ratings that are included in the training set £, nor-
malized to sum to one. We refer to this as the preference vector of user u;.

We consider a family of sets D = {D1,Ds,...,Dk}, defined over the under-
lying space, V, according to a given criterion (e.g the categorization of movies
into genres), such that V = UkK:1 Dy, holds. We also define G, to be the union of
sets Dy that contain v and we use N, to denote the number of different sets in
G,. As we will see below, these sets will form the basis for the characterization
of the indirect inter-item relations.

Having defined the parameters of our model, we are now ready to introduce
matrices C and D that bring together the direct as well as the hierarchical
structure of the underlying space, in order to map each user’s preference vector
to a personalized distribution vector over the item space.

o

Direct Association Matrix C: Matrix C is designed to capture the direct
relations between the elements of V. Generally, every such element will be as-
sociated with a discrete distribution ¢, = [c1,¢2, - ,¢n] over V, that reflects
the similarities between these elements. In our case (and for all the experiments
presented in Section B]), we use the weighted mean of: (a) the correlation matrix
[8] and (b) a row normalized version of the standard adjusted cosine similarity
matrix [I2]. These matrices are formally described below.

We first need to define a matrix Q whose ij" element is Q;; = |U;;|, where
U;j C U denotes the set of users who rated both items v; and vy, i.e. Us; £ {ug :
(vi € L) A (v; € L)} for i # 5. Then, if we use Q to denote the row normalized
version of Q, i.e. the matrix where every nonzero row sums up to 1, the resulting
matrix will be defined as follows:

A 1
HéQ—l—maeT (1)

where a is a vector that indicates the zero rows of matrix Q (i.e. its i*" element
is 1 if and only if );; = 0 for every j) and eT is a properly sized unit vector.
Thus, the final matrix H becomes a stochastic matrix. Similarly, the modified
adjusted cosine similarity matrix is defined by:

A 1
S2£G+ aeT (2)

m
where matrix G is the row normalized version of matrix G, whose zero rows are
indicated by a’, and its i element is formally defined by:
Zukeu(rki - Tuk)(rkj - ruk)

G &1+
\/Zukeu(rki - Tuk)z\/ZukEZ/l(rkj — Ty, )?

3)
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Here, 7, is the average of the ratings of user uy, and 7; is the rating assigned
by user ug to the item v; (see [I2]). The resulting direct proximity matrix is:

C2¢S+(1-¢)H

where ¢ < 1 is a free parameter.

Hierarchical Proximity Matrix D: This matrix is created to depict the in-
direct connections between the elements of the item space that arise from its
innate hierarchical structure. The existence of such connections is rooted in the
idea that a user’s rating, except for expressing his direct opinion about a partic-
ular item, also gives a clue about his preferences regarding related elements of
the item space. For example, if Alice gives 5 stars to a specific comedy/romantic
movie, except for testifying her opinion about that movie, also “hints” about her
opinion regarding, firstly, comedy/romantic movies and, secondly, comedies and
romantic movies in general. In the presence of sparsity the assistance of these
indirect relations could be extremely helpful, as we sill see in Section 3.
Following this line of thought, we associate each row of matrix D with a
probability vector d,, that distributes evenly its mass between the N, different
sets of D, comprising G,,, and then, uniformly to the included items of every such
set. Formally, the 5" element of matrix D, that relates item v; with item vj, is

defined as: )
Dy; £ > (4)
v; ‘Dk ‘
Dr€Gyv,;,v; €Dk ‘

Example 1. To clarify the definition of matrix D, we give the following example:

D1 Dy Dz N Go The item space V consists of 6 movies,
O A ! {v1,v2, 04,06} '\ that belong to 3 Genres. In the last col-
vo [ v v - 2 {v1,v2,v4,v5,v6} :
vy | — - v 1 {vs, ve} umn we have computed the proximal
o v 5 B f {”1’{52’ oo ’}“6} sets. The corresponding matrix D is pre-
5 - - 2, V4, Us . R
w \v — v 2 {v1,v2,vs,v4,v6} /) sented in Figure below:
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Fig.1. We see the matrix D that corresponds to example [Il as well as a detailed
computation of d,, and dyg
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2.2 The Hierarchical Itemspace Rank Algorithm

We are now ready to define the personalized ranking vector of HIR as the prob-
ability distribution over the itemspace produced by the algorithm presented
below:

Algorithm 1. Hierarchical Itemspace Rank (HIR)

Input: Matrices C,D € R™*™, parameters a, 3 > 0 such that o + 3 < 1, and the
personalized preference vector w € R™
Output: The ranking vector for the user, @ € R™

7T+ (1—a—f)wT
for all w; # 0 do
w7 7T +w;(ac] + 4d]) > where cJ,d] the 78 row of matrices C,D
end for
return w

Theorem 1. For every preference vector w, the personalized vector w produced
by the HIR algorithm denotes a distribution vector.

Proof. Clearly, 7 is a non-negative vector. Thus, it suffices to show that w7e = 1.

nTe=|(1-a—-pf)w’+a Z wjcj + Z w;dj | e

Jiw; #0 Jiw; #0
=(1l-a-pPluwTe+a Z wjcje+ 3 Z w;dje
Jiw;#0 Jiw;#0

But since the elements of the preference vector wT are by definition normalized
to sum to 1, and matrices C and D are row stochastic, we get:

wle=(1—-a—f)+a Z w;+ B Z wi=1l—-a-08)+a+p=1

Jiw;#0 Jiw;#0

and the proof is complete. a

Computational and Storage Needs. HIR needs to store the direct and the
hierarchical proximity matrices. Matrix C is innately sparse and scales very well
with the increase of the number of users; the addition of a new user to the
system could result only in an increase of the number of nonzero elements of
C, since the dimension of the matrix depends solely on the cardinality of the
item space which in most real applications increases slowly. In case of matrix D,
from the definition of the family of sets D, it becomes intuitively obvious that
whenever K < m, matrix D is a low-rank matrix. Furthermore, a closer look at
the definition [ above, suggests a very useful factorization of matrix D, that can



Hierarchical Itemspace Rank 55

be exploited in order to achieve efficient storage. In particular, if we define an
“aggregation” matrix A € R™*K whose ik!" element is 1, when v; € Dy, and
zero otherwise, and letting X and Y denote the row-normalized versions of A and
AT respectively, we observe that matrix D can be expressed as D = XY. Now, if
we take into account the fact that for any reasonable decomposition of the item
space, K < m holds, the storage needs for the hierarchical proximity matrix
become very small; we just have to store 2 sparse and thin matrices instead of
the dense square matrix D. This allows in realistic scenarios the introduction of
more than one decompositions, according to different criteria, that could lead
to better recommendations. From a computational point of view, we see that
step 3 of our algorithm involves O(|V|) operations and it is executed |£;| times.
Typically, |£;| < m since users interact with only a very small fraction of the
available items, so the resulting burden is small.

3 Experimental Evaluation

To evaluate HIR, we apply it to the classic movie recommendation problem,
employing a number of widely used performance indices. Our experiments were
done using the publicly available MovieLens dataset.

MovieLens Dataset. The MovieLens dataset is a standard benchmark for
recommender system techniques, containing 100,000 ratings from 943 users for
1,682 movies. Every user has rated 20 or more movies, in order to achieve a
greater reliability for user profiling. Rating scores are integers between 1 and
5. The dataset comes with 5 predefined splittings, each with 80% of ratings
as training set and 20% as test set (as described in [12]). MovieLens dataset
also comes with information that relates the included movies to genres. For the
experimental evaluation of our method, we use this as the simple criterion of de-
composition behind the definition of matrix D. Of course, in realistic situations,
when more information about the data is available, there can be more than one
decomposition of the underlying space according to different criteria.

To simplify the definition of the metrics presented below, we define W; £
(L; UT;), which denotes a set of movies that are neither in the training set nor
in the test set of user u; (i.e. these movies have not been watched by the user).
Unless stated otherwise, the values of the free parameters used for the following
experiments are: « = 0.8,5 =0.1,¢ = 0.7.

3.1 Experiments

Degree of Agreement. The first performance index we used is the degree of
agreement (DOA); a measure commonly used in the literature to evaluate the
quality of ranking-based recommendation methods [7[T0/8[9]. DOA is a variant
of the Somers’D statistic, defined as follows:

Zv‘eﬂ/\vkewi [Wi(vj) > ﬂ—i(vk)]
i

DOA,; £
| Til* [ Wi
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where 7 (v;) is the ranking score of the movie v; in user’s u; ranking list, and [S]
equals 1, if statement S is true and zero otherwise. Then, macro-averaged DOA
(macro-DOA) is the average of all DOA; and micro-averaged DOA (micro-DOA)
is the ratio between the aggregate number of movie pairs in the correct order
and the total number of movie pairs checked (for details, see [7U10]).

Table 1. Average performance and standard deviation between HIR and other state-of-
the-art recommendation algorithms ([I3JTOI7I8I9]), computed over the same standard
predefined folds. The metrics used for the comparison are the micro-DOA and macro-
DOA.

micro-DOA macro-DOA
DN 81.33+0.43 DN 80.51 £1.23 MRF 89.47 +0.44
HRF 88.07+0.59 HRF 89.83 +0.52 NB 88.87 +0.22
IR 87.06 £ 0.10 IR 87.76 +£ 0.27 HIR 89.99 + 0.20
HIR 88.85 +0.29 Katz 85.83+0.24 CT 84.09 £+ 0.01
MRF 88.09 +0.50 L 87.23+£0.84 PCA CT 84.04 +0.76
NB 86.66 +0.30 MaxF 84.07 +0.00 TR 89.08 £0.11

In Table [Il we present the micro-DOA and macro-DOA values measured by
5-fold cross-validation. The test employs the publicly available predefined parti-
tioning of the dataset into five pairs of training and test sets, which allows easy
comparisons with the different results to be found in the literature. All the DOA
scores included in this table refer to the same predefined splitting. We see that
HIR outperforms all other state-of-the-art techniques considered, by obtaining
a macro-DOA value of 89.99 which is about 6.8% greater than the baseline
(MaxF). The same is true for the micro-DOA measure, where HIR achieves an
88.85 value opposite to 88.09 of MRF and 88.07 of HRF having at the same
time better standard deviation.

Sparsity. In order to demonstrate the merits of our method in dealing with the
problems caused by the low density of the item space, we conduct the following
experiment. For each of the 5 predefined splittings, we simulate the phenomenon
of sparseness by randomly selecting to include 80%, 60%, and 40% of the ratings
on a new artificially sparsified version of the dataset, which we then use to
test the quality decay caused by sparseness. To isolate the positive effect of
the exploitation of hierarchical proximity and the related matrix D, we run
HIR against two algorithms related to its basic sub-components (namely the
ItemRank and the SimRanK algorithms) and we evaluate their performance
running the standard degree of agreement tests.

In FigureP] we clearly see that HIR performs better than the other algorithms
in both micro- and macro-DOA metrics, exhibiting very good results even when

! SimRank is a simple variant of ItemRank that correlates the items using the adjusted
cosine-based similarity matrix defined by relation[2] instead of the correlation matrix
defined by relation [
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The Effect of Sparsity
T

0.95

[ HIR macro-DOA
YIEEN HIR micro-DOA
[/ itemRank macro-DOA

Degree Of Agreement

60%
Percentage of Included Ratings

Fig. 2. The effect of sparsity on the quality of recommendations for artificially sparsi-
fied versions of the MovieLens dataset

only 40% of the ratings are available. These results verify the intuition behind
HIR; even though the direct item-item relations of the dataset collapse with
the exclusion of such many ratings, the indirect relations captured by matrix D
decay harder and thus, preserve longer the coarser structure of the data. This
results in a recommendation ranking vector that proves to be less sensitive to
the sparsity of the underlying space.

Localized Sparsity. One very common and interesting manifestation of the
sparsity problem is through the introduction of new items to the system. Natu-
rally, because these items are new, they have been rated fewer times and thus,
their relation with the rest of the elements of the item space is not yet clear.
This, in many cases, could result in unfair treatment.

To evaluate the performance of our algorithm in coping with the newly added
items bias problem, we run the following experiment. We randomly select a
number of movies having 30 ratings or more, and we randomly delete 90% of
their ratings. The idea is that the modified data represent an “earlier version” of
the dataset, when these movies were new to the system, and as such, had fewer
ratings.

We run several instances of HIR for different values of g, varying from 5 =0
(where matrix D is not included and the ranking is induced by the weighted
combination of the direct sub-components) to 8 = 0.4, keeping the sum « +
B = 0.9. Then, we compare the rankings induced on the modified data with
their corresponding original rankings. The measure used for this comparison is
Kendall’s 7 correlation coefficient. High value of this metric suggests that the
two ranking lists are “close”, which means that the newly added movies are
more likely to receive treatment similar to their original one. Finally, to have a
measure of the quality of the original list for each HIR instance, we also run the
DOA tests and we present the results in Table
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Table 2. HIR performance in dealing with the localized sparsity problem

4N Movi a=0.9 a =0.85 a=0.8 a=0.7 a=0.6 a=0.5

ew Movies 3 -9 B8 =0.05 B =0.1 8 =0.2 8 =0.3 B =04
100 0.8736 0.8776 0.8812 0.8878 0.8945 0.9020
200 0.7814 0.7886 0.7949 0.8066 0.8186 0.8317
300 0.6843 0.6940 0.7025 0.7190 0.7369 0.7572

macro-DOA  89.63 4+ 0.18 89.91 £ 0.20 89.99 + 0.20 89.58 £ 0.22 88.45 + 0.23 86.62 + 0.25
micro-DOA 88.47 + 0.28 88.75 + 0.29 88.85 £+ 0.29 88.50 £ 0.29 87.42 £ 0.29 85.63 + 0.29

The experiment shows that the introduction of even a very small 8 induces
a positive effect against localized sparsity. This is in accordance with the way
HIR views the problem. In our method, the ranking score of the items is not
exclusively determined by their ratings alone; their proximal sets also matter,
because they “sketch” the relations of these newly added items to the other
elements of the item space. Thus, even though they lack sufficient number of
ratings, they are treated more fairly.

As expected, the value of Kendall’s 7 increases with 8 for all the parametric
range tested. However, when the value of 8 becomes 0.2 or larger, the quality
of the original recommendations begins to drop, as the direct inter-item rela-
tions get increasingly ignored. Intuitively, the proper selection of parameters is
expected to vary with the sparsity of the underlying space. Our experiments
with the MovieLens dataset suggest that a choice of 8 between 0.1 and 0.15 and
a choice of a between 0.8 and 0.75, give very good results in both quality of
recommendations and sparseness insensitivity.

4 Conclusions and Future Work

In this paper we proposed Hierarchical Itemspace Rank; a novel recommender
method that exploits the innate hierarchical structure of the itemspace to provide
an elegant and computationally efficient method for generating ranking based
recommendations.

One very interesting research direction we are currently pursuing involves
the effect of the granularity of the decompositions: intuitively, there seems to
be a trade-off between the sparseness insensitivity, which is generally assisted
by coarse grained decompositions, and the quality of recommendations, which
seems to be supported by more detailed categorizations. Another interesting
path that remains to be explored involves the introduction of more than one
decompositions based on different criteria, and the effect it has to the various
performance metrics. In this work we considered the single decomposition case.
Our experiments suggest that HIR with the exploitation of the hierarchical prox-
imity properties of the itemspace, produces recommendations of higher quality
than the other state-of-the-art methods considered, and at the same time, helps
alleviating commonly occurring sparsity related problems.
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Abstract. The huge volume of available video content calls for meth-
ods that offer insight to the content without necessitating burdensome
users’ extra effort or being applicable to specific types or conditions.
Preliminarily experimentation on collective users’ interactions with the
web video interface has been shown to offer such information to a great
extend. This work, reports on the design, execution and results of a
controlled user-experiment wherein participants are requested to view a
video and identify their opinion on the importance of the scenes viewed
in a realistic web-based video content viewing scenario, based on the in-
terface of prominent video web-streaming provider. Initial results on the
data collected show increased interaction on areas that were expected to
attract attention whether related to the content or not.

Keywords: User-experiment, users’ interactions, collective intelligence,
stochastic patterns.

1 Introduction

Nowadays, video content consumption and creation is easier than ever. On one
side, widespread penetration of fast and highly interactive internet allows to an
ever increasing number of users enjoying video content while on the other hand
affordable storage as well as high-quality capturing devices have made creating
such content an ubiquitous process with unprecedentedly high demand. The most
popular web streaming video content service, YouTube [§], serves more than 1
billion unique users per month, while storing 72 hours of video every minute [9].
Accordingly, being able to make sense of the available content in a computerised
manner, that is, being able to extract new and interesting information that
is otherwise very difficult to be done due to the sheer volume of data, is of
paramount importance.

Traditional content-based methodologies for the aforementioned data mining
processes examine the actual content of each video in order to extract infor-
mation. Nevertheless, their performance and capabilities fall short in certain
occasions and thus research has recently focused on contextual or user-based
semanticd]. Such semantics rely on a broad spectrum of interactive behavior

! For a detailed discussion about the complementary character of the two approaches

see [I].
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and “social activities” users exhibit and perform in relation to video content
consumption such as sharing with others, assigning comments/tags, producing
replies by means of other videos or even just expressing their preference/rating
on the content. Rich as these “social metadata” may be, they have also been
critiqued [I] as offering extra burden in the usual consumption process, that
mainly includes viewing and browsing, by necessitating extra user effort, leading
to the long-tail effect as to their existence. Thus, “social metadata” aside, re-
search [3J5] has examined the interaction information during the core processes
of video content consumption, i.e. during viewing and browsing.

The previously mentioned increased interactivity that Web 2.0 offered for the
consumption of video content additionally assisted, through web-oriented ar-
chitectures, in exposing content providers’ functionality that other applications
leverage and integrate in order to provide a set of much richer applications. In or-
der to enhance the effectiveness of these applications, there is need for extensive
studies of large users’ interaction data. To this end, the design and implemen-
tation of controlled users’ experiments has gained increasing attention. Indeed,
controlled experiments provide sets of data of (almost) any desirable size under
controlled conditions giving thus the possibility to study specific users’ inter-
actions properties for specific Web content. Accordingly, Gkonela and Chori-
anopoulos [3] utilising the SocialSkip platform [26] collected a pioneering user-
based interaction dataset by conducting a controlled experiment during video
content consumption providing a clean set of data that was easier to analyse.
The platform integrated custom interface videos from YouTube with querying
form functionalities of the Google Docs API in order to create an environment
that would allow for video content consumption as well as user querying in order
to accumulate data.

In this way, the collective behavior of Web users watching the video content
emerged by means of characteristic patterns in their activity leading to collective
intelligence as to the importance of video content solely from users’ interactions
with the video player.

1.1 Motivation and Contribution
The dataset introduced at [3] was based on the following assumptions:

— all viewing interface buttons were made similar to a typical VCR device
in order to take advantage of the existing cognitive model most users have
related to controls of VCR devices,

— in order to fill-in a questionnaire, users browsed the available video content
searching for answers within a specific time limit,

— the significance of scenes was predefined based on the questions users’ were
asked.

To begin with, the typical video content consumption interface supported by
key players in the area such as YouTube and Vimeo [7] is highly differentiated
to the interface found in VCRs. Web streaming interfaces usually begin immedi-
ately without necessitating to press the play button, only include pause and play
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buttons while the main feature for browsing is the slider that allows arbitrary
moving of the content’s time as per the user’s will backwards and forward. In
addition, the querying process of the experimentation should be free of time lim-
its in order to simulate the realistic usage scenario. Finally, in order to fully take
advantage of the collective intelligence of users that may lead to previously unex-
pected results, experimentation should allow users to freely designate segments
of the content thought of as important.

To address the requirements posed, the experiment proposed herein adheres
to the following principles:

— the viewing interface includes the controls found in YouTube in order to
simulate realistic user video content consumption,

— content viewing does not have any time limit, again in order to simulate
realistic user video content consumption,

— the questionnaire requests free-text replies in order to ensure that users’
declare the segments they thought of as most important without interference,

— the significance of segments is not predefined, allowing for true collective
intelligence.

The rest of the paper is organised as follows: Section [2] presents the partici-
pants (Section[ZT]), materials (Section[Z2]) and the procedure (Section23]) of the
methodology utilised in order to conduct the experiment. Next, Section [ details
the results received from the experiment conducted and the paper is concluded
in Section @

2 Methodology

This Section details the experiment conducted under the principles discussed in

Section [[L11

2.1 Participants

Being delivered through web application, the experiment did not require the
physical presence of the subjects and thus allowed users to undertake it at their
own time and location of preference. The dissemination phase included inform-
ing the users of the experiment’s URL link through emails as well as facebook
messages.

Following the received link, users were requested to voluntarily participate in
the experiment the duration of which would not exceed six and a half minutes
to watch the video and then a few minutes answer the questions. Users were also
given simple and concise instructions for both parts of the experiment through
the web interface.

The participants that undertook the experiment were 103 in number, 36 of
who were male and 67 female. The age range varied from 17 to 35 years old and
all of them were interested in cookery and The Greek Guide Association. All
participants had experience in using the internet and video streaming services
such as YouTube.
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2.2 Materials

To design such an experiment, the open-source SocialSkip platform was modi-
fied according to the principles discussed in Section [[LIl Natively, the platform
intentionally supports YouTube videos in order to expand the content available
for experimentation.

The chosen video for the experiment presented herein was required to be
interesting to a lot of people so as to motivate to be viewed by a satisfying
number of participants. Additionally, it was required to be interesting to the
participants, again to motivate users’ interactions on the areas they deemed
important.

Thus a set of criteria were identified for the video content selection process.
To begin with, an important criterion on the selection of the content was the
duration of the video. According to the creators’ initial programming of the
Socialskip the video should not be more than 10 minutes as otherwise it would
be boring and users will not watch it until the end. Another key criterion was
that the video should not be structured as the less structured it is, the more
important the postdata for the future viewers would be [2]. Accordingly, the
video required should be without montage, that is, without replay, slow motion
or pause from the director. Moreover, the video should not have areas of increased
importance too close to one another. Accordingly, a video about “Hot Wine”
was selected that lasts 6 minutes and 14 seconds was captured by The Greek
Guide Association in Komotini, Greece.

2.3 Procedure

Before viewing a video, participants were offered a set of instructions as to the
process of the experiment, stating that:

1. You may view this video as many times required but after selecting to reply
to the questions associated, video viewing will not be possible. Thus, you
are advised to memorise the parts of the video that you found interesting in
order to describe these later,

2. You can use the slider while watching the video in any way you want (back,
forward, pause),

3. When sure you have memorised the parts you found interesting press the
link to move to the questions phase.

After the participants had selected to move to the questions phase they were
given the following instructions: “Describe the scenes that you consider important
in the video (indicative number of scenes A, B, C, D, E). Write your descrip-
tion after you have given the letter of the scene. (ex. A the scene where the
cooking instructions are given)”. Intuitively, the instructions were made in this
way in order to gather from each user the most important scenes for them, while
receiving unguided postdata.

2 http://www.youtube . com/watch?v=XyZcS5GCF2k
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Users’ postdata were collected in web-documents supported by the Google
docs [] service. Every time a user initiated the experiment, a set of new records
were created automatically in the web-documents, one per each interaction with
the interface’s buttons. This registration, as shown in Figure [l has five fields: a
unique id, the time-stamp the user began to view the content, the id of button
interacted with, the time of the video in seconds the interaction lead to and the
user’s id as a number. In order to ensure anonymity of the participants, in both
Figure [l and the data user id’s have been removed or replaced with random
unique equivalent ids.

120 Nex1 20,

o date interaction time user
2012:0229 09.40:11.256000 5 [l <nul>
2012:0229 09:4011.258000 5 ) <>
2012:0229 09.40.11.258000 5 25 <null>
2012:0229 09.4011.258000 5 2 <l
2012:0229 09.40:11.258000 s 385 <nul>
2012:0330 124250 365000 1 m <nul>
2012:03.30 124250 365000 2 S <nul>
2012:0331 08:56.15 883000 5 0 <nul>
2012:0331 08:56:15 883000 5 16 <nul>
2012.0331 08:56.15 883000 5 & <nul>
5 <l

51 <nul>

49 <nul>
4 <nul>
7 <nul>
5 ur <ol

138 <>
5 131 <ol
20120331 03:56:15 833000 s 1 <nul>
20120331 08.56.15 583000 5 159 <ni>

13
9
0
1
2
3

Delete | Flush Memeache 120 New20,

Fig. 1. Fields of the registrations of the users interactions

During the video content’s presentation, the slider was available just under the
viewing area allowing the user to randomly navigate through the content at will.
A “pause” button was also available for the participants’ convenience (Figure 2])
that freezed the video on the current scene it was pressed. The existence of both
these buttons was dictated by the requirement to ensure realistic and familiar
usage to the users. Furthermore, under the viewing area, the participants could
see the total duration of the video as well as the relative current viewing video
time.

Finally, to conclude the procedure participants had to press the “Submit” and
“Exit” buttons as otherwise their answers and interactions would not register

(Figure [2)).

3 Results

Preliminarily results revealed that the “pause” button was not used a lot since
users had the option to browse the content using the slider, an interface very
close to real scenarios. Similarly, the “play” button is was not used a lot as it
was only required to restart the video after pausing.

After having studied the interactions, a common viewing pattern emerged:
at the beginning every user wanted to move the video forward to see the end.
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Click here to see the questions
** Me 1o nartnua tov covéeopou dev Bo umopeoets vu Sovadsite
o Pivrzo!

IMAIXNTAI MNHMHE

1. Ou nopoxohovbnosts to snzpyopusvo fivizo pio kot poveducn
popd. Qo cog TupoKoAoVCUUE VO CTOUVNULOVEDGETE GHULELT ]
MEPLOYEC ToV Biviso Tov KpiveTs svBlOQEPOVIL £TGL OOTE VO EIGTE
oE BEoM Vo T MEPIYPOUWETE GTT CUVEYELD.

2. T v emouvovE Lo, KoTd T SdpKete Tov fivizo wnopsits
VO FPNGLLOTOINGETE THY WITAPW e dTotoy Tpomo BEhete
(umpoota, mow, ToooT).

3. Otov Bo sioTe GlyovpoL OTL EFETE CMOUVILOVEDGEL TC OHUELR
MOV KPIVETE EVOLNQEPOVIN TUTHOTE TOV CUVOECUO Yi0. V.
SUOUVIOTODY Ol EPOTHCELS.

[MPOZOXH

Y popua tev epothozey mathqets SUBMIT / YTIOBOAH
®oTEe vo Kotoyopnfoiv or aneviiosig cog KAT apv Pysite amo
to gootnua SYBMIT AND EXIT !!!! Eivon 2 dwopopstikee
smhoysc!

Fig. 2. Snapshot of socialskip

Then, the participant would use the slider to go back to the parts thought of
as interesting so that memorising potential answers to the questions given later
would be possible. The common viewing pattern was additionally supported
by the fact that most users exhibited the same interactions. Moreover, most
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users’s browsing approach included moving the video time back and forth as
they were trying to identify a specific segment of the content. In any case most
interactions were at the points of intuitive interest in the content. Figure [3
shows the cumulative users’ interaction for the conducted experiment: the y-
axis indicates the cumulative number of interactions while the x-axis shows the
equivalent relative time of the content the interaction occurred. Three peaks
(areas of interest) are easily distinguishable and while these are not even, it is
obvious that some parts of the video prevail.

Number of interactions
@
T
I

I
0 100 200 300 400 500 600
Time (sec)

Fig. 3. The collected interaction signal

The first part, where several interactions occurred, was the part where the
ingredients are given. In this scene the first secret for the recipe is revealed. In
the following picture we can see a part of that scene. (Figure )

In this scene there is a detailed presentation of the ingredients which will be
used to make the “hot wine”. It is one of the most important scenes because
when a video is about a recipe the part where the ingredients are presented
is important. Moreover, the sequence the ingredients will is presented, also a
important for the success of the recipe. Thus, according to the users’ interactions
it was apparent that this scene was one of the most important.

Continuing further, based on users’ interactions as shown in Figure B the
second part found important was that of a description of how to make an in-
gredient used in the recipe, Figure Bl In this scene the actors divulge how to
make the spice which should be added in the recipe in a specific way to ensure
successful blending with the rest ingredients and aroma of the recipe. Thus, it
is one of the key parts of the content as well as of the recipe as it is crucial to
its success. Furthermore, the actors prefaced the scene by announcing that “the
second secret ...” thus pointing out the importance of the scene.
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Fig. 4. The part where the ingredients are given

Fig. 5. The scene of how to make an ingredient used in the recipe

In order to test further the notion of what may be deemed as interesting in
video content by collective intelligence, although the video is clearly about a
recipe for making “hot wine”, at the end of it, a scene not related to the recipe
was intentionally included. In this scene, one of the two actors re-appears dressed
as Santa Claus, as shown in Figure [l The scene registered as the third more
significant part in the content based on users’ collective intelligence. Although
a scene that is unrelated to the content of the video is expected not to receive
special attention, the experimental results showed that most interactions had
appeared in this part of the video, thus indicating that users thought of it as
equally important. This result challenges common notions as to what should be
thought of as important.
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Fig. 6. The entrance of Santa Claus

4 Conclusion

In this work, a controlled user-experiment was conducted in order to identify
the segments of video content participants thought of as most important by
means of registering their interactions with the video interface. The experiment
was designed and implemented in order to achieve high degree of realism to the
typical contemporary scenario of web video-streaming services.

Initial results on the data collected showed high correlation of the areas (video
time segments) that received more interactions from the users with their free-
text submitted replies on what they thought of as important. In other words,
the most important scenes according to the participants of the experiment, that
form the so called “ground truth”, highly coincide with the patterns emerged in
users’ interaction time signal.

The existence of a signal (here the signal counts how many times the slider
was located at a specific second) that can carry the information about the most
important video scenes could be a valuable tool for Wed applications. More-
over, the existence of the aforementioned users’ signal can provide the basis for
new series of metrics in order to study new characteristics of users’ interactions.
Indeed, the identification of most important scenes is just a first order video
characteristic. On a higher level, one could search for second order characteris-
tics: what is the duration of each important scene, how popular each scene is
(there could be more than one popular scenes in each video but what is their
gradation popularity) and how one can predict the most important scenes from
low quantity early data of users’ interactions. The above issues can be addressed
in a very rigorous manner since these features can be mapped to well known
functions in standard signal processing theories. These aspects will be addressed
in a future work.
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Abstract. The specific contribution aims to provide a web-based adaptive
Learning Management System (LMS), named EVMATHEIA, which integrates
specific innovative fundamental aspects of Student Learning Style and Intelli-
gent Self-Assessment Mechanisms. More specifically the proposed adaptive
system encapsulates an integrated student model that facilitates the decision
about the learning style of the student monitoring his/her behavior. Further-
more, the platform utilizes semantic modeling techniques for the representation
of the knowledge, semantically annotated educational material and an intelli-
gent mechanism for the self-assessment and recommendation process.

Keywords: learning management systems, adaptive e-learning, user modeling,
personalized learning, learning styles, assessment.

1 Introduction

It is commonly known that e-learning environments are widely spread in all levels of
human education. The specific aspect has imposed scientific research to enhance the
efforts in the field of adaptive and intelligent learning platforms aiming to contribute
significantly in the provision of high quality services towards the end users of e- learn-
ing systems. Over the last years scientific research aim to provide integrated systems
that are intelligent and adaptive, and special attention has been given to specific key
features of the learning style of the student and the self-assessment mechanisms.

The proposed EVMATHEIA platform aims to the provision of personalized learn-
ing adapted to student’s receptivity. Its main target is to deliver knowledge, through a
web platform, to individuals based on their interactions with the system, reducing the
interference of the tutor and the collaboration with other students. System’s key cha-
racteristic is the identification of student’s learning style providing educational
content aiming to a faster study and easier learning. Furthermore, it provides a me-
chanism detecting student knowledge's weakness through intelligent evaluation of
self-assessment questionnaires and stimulates him/her to study specific additional
material.

L. Iliadis, H. Papadopoulos, and C. Jayne (Eds.): EANN 2013, Part II, CCIS 384, pp. 70-79] 2013.
© Springer-Verlag Berlin Heidelberg 2013
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In order to realize these aspects, EVMATHEIA encapsulates a student model stor-
ing information about student’s preference, knowledge and learning style. The last
denotes the way a student better perceives the provided knowledge. The student mod-
el is accompanied by a monitoring mechanism of the student behavior and decides
his/her learning style. System’s knowledge (subject of education) is represented on a
semantic model setting as basic knowledge unit named the concept. The result is an
ontological network of concepts that depicts the various relations between them (i.e. if
a concept prerequisites another one). Another key element is the semantically
annotated educational material which contains the appropriate information for the
personalized and recommendation mechanisms. Finally, system affords an intelligent
mechanism which interacts with the student during the self-assessment process, decid-
ing the level of the accumulated knowledge for each concept. The results are
processed by a recommendation mechanism that takes into account the learning style
and the education material providing suggestions to the student for further reading.

Section 2 presents a brief reference to the work done the past years on the relative
fields of learning style and learner assessment in personalized e-learning systems. An
overview of the proposed EVMATHEIA architecture is depicted in Section 3.
Sections 4, 5 and 6 present the realization of student modeling, educational material
personalization and student assessment in the system. Finally, some conclusion is
given in Section 7. Work presented in this paper has been partially developed in the
framework of the project LOC PRO II-Support and Promotion of Local Products and
SMEs through ICT, Operational Programme Greece — Italy 2007-2013, s.c.: I1.12.01.

2 Learning Style and Student Assessment in LMS

The integration of learning styles in the adaptation process of Learning Management
Systems (LMS) has become a major field of study the last years. Many models for
learning styles are proposed and many techniques have been used to infer the learning
style from the behavior of the student. One of the most widely used is the Felder-
Silverman Learning Style Model (FSLSM) [1] which is proposed for engineering
students. According to this model (which Felder revised in 2002) a student is classi-
fied according to his/her preference for one of the categories in each of the four learn-
ing style dimensions [2]: a) Sensing (concrete, practical, oriented toward facts and
procedures) or Intuitive (conceptual, innovative, and oriented towards theories and
meanings) depending on the type of information he/she prefers to perceive. b) Visual
(prefer visual representations of presented material: pictures, diagrams, flow
charts) or Verbal (prefer written and spoken explanations) depending on the way
he/she prefers to receive information. ¢) Active (learn by trying things out, working
with others) or Reflective (learn by thinking things through, working alone) depending
on the way he/she prefers to process information. d) Sequential (linear, orderly, learn
in small incremental steps) or Global (holistic, systems thinkers, learn in large leaps)
learners (learn by thinking things through, working alone) depending on the way
he/she prefers to process information. For the assessment of the preferences on the
four dimensions of FSLSM, Felder and Soloman developed the Index of Learning
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Styles (ILS), a questionnaire consisting of 44 questions, 11 for each learning style
dimension [3]. According to the answers, student receives a score for each dimension:
a) balance b) moderate or c) strong according to its preference for one of the two
categories.

A crucial issue in automatic student modeling is to determine which student’s be-
havior is indicative about his/her learning style. Graf et al [4] and Garcia et al [5] are
utilizing the FSLSM as their basic learning style model. Popescu at [6] proposes a
combination of learning styles models. These approaches describe a great number of
navigational, temporal and performance indicators identifying the learning style pre-
ferences according to FSLSM and propose thresholds that are necessary to classify
the behavior of students. Furthermore, experimental studies were conducted investi-
gating the behavior of students with different learning styles in online courses [7,
8].Useful conclusions derived from these studies contributed to the selection of
patterns from the literature for online learning.

A key aspect of adaptive LMS is related with the intelligent self-assessment me-
chanism. Several efforts have been made towards this direction utilizing Computa-
tional Intelligence Techniques to support self-assessment in LMS [9]. The main idea
behind this approach is to use Bayesian Networks and Genetic Algorithms simplify-
ing the assessment by predicting student’s answers [10, 11]. Several issues from the
aforementioned efforts resulted in the present contribution. It is important also to note
the efforts in personalized e-learning system with self-regulated learning assisted
mechanisms to help learners promote their self-regulated learning abilities [12].

3 System Overview

Figure 1 depicts the main architectural components used for the realization of the
main concepts in the EVMATHEIA approach. The core platform is a full-functional
web-based application providing the main e-learning services to the users (students
and tutors) such as registration, course structure, presentation and management.

Student model is a database segment that stores all the information needed from the
system regarding student’s characteristics and preferences. Assessment questions and
Educational Material contain the questions related to each knowledge concept and the
digital real educational material respectively. Two ontologies are used in order to
define the knowledge and the educational material. Knowledge ontology contains the
provided concepts, defining the student’s knowledge and the relationship between
educational material and the knowledge's concepts. Educational Material Annotation
Ontology provides the annotation layer to the stored material.

Three supported modules execute the additional functionalities of the proposed
system. Student modeling module collects information about student’s behavior and
updates student model. Student assessment module assists the student to the self-
assessment process by providing the appropriate questions and evaluates the results. It
also evaluates the answers and updates the student’s accumulated knowledge. In addi-
tion, it forwards the results to Education Material Selection Module which by utilizing



Mining Student Learning Behavior and Self-assessment 73

the information of Educational Material Annotation Ontology recommends additional
material to the student. The third module is also responsible to provide student with
the appropriate material according to his/her learning style.

E-learning Core Platform
A : A
Y Y
Student Modeling Student Assessment ] EducatiQnaI Material
Module Module Selection Module
b A v A

Assessment

Questions Educational

Material

Student
Model

Educational Material
Knowledge Ontology Annotation Ontology

Fig. 1. Proposed system architecture

4 Student Model

Student model contains the information about the student that is needed by
EVMATHEIA modules in order to deliver the desired level of personalization. The
basic groups of information stored in the student model are: a) Student’s Personal
Information saves data such as name, surname, age, communication details, etc. b)
Language Knowledge depicts student’s level of knowledge (average, good, very
good) of various languages. c¢) Student’s knowledge is an overlay of system’s know-
ledge which depicts the level of student’s understanding on each concept. d) Accessi-
bility contains special information regarding student’s capability to access and study
digital educational material. This group stores information such as visual, hearing,
physical and cognitive disabilities. e) Learning Style includes student’s score in every
dimension of FSLSM.

4.1  Student Learning Style Modeling

The identification of student’s learning style plays a key role in the EVMATHEIA
system and as a result a modeling mechanism is developed combining the basic edu-
cational and psychological concepts around this issue. The modeling procedure is
conducted in two phases: a) an initial approximation from student’s answers in the
classic ILS questionnaire and b) the continuous monitoring of student’s behavior in
the system and the re-calculation of student’s learning style.

The indicative behavior patterns of the student’s learning style preferences are
based on the literature regarding the FSLSM and the features of our system. An online
course in the system consists of sections and each section presents learning objects



74 K. Moutafi et al.

(LOs) for a set of concepts. For each section educational material is provided that
contains content in different types (text, video, sound, image, etc.), exercises and
examples. At the end of each section the knowledge can be assessed through self-
evaluation tests. Students navigate in the course through the course outline, the navi-
gation menu and Next-Previous buttons. Thus the set of monitored behavior patterns
consists of navigational, temporal and performance indicators correlated to the above
features.

The system uses thirty (30) behavior patterns that have been selected after analyz-
ing the approaches of [4], [5] and [6]. The main selection criterion was the monitoring
feasibility of a pattern in a system without collaborating functionalities. Some exam-
ples of the behavior patterns are: percentage of time spent on examples, relative time
spent by the student on content type text versus the relative study time for content
type text and relative number of visits of content type video versus the total relative
number of content type video available in the course. For each pattern, two thresholds
define three ranges of values that conclude pattern’s score to low, medium and high.
Furthermore each pattern is associated with weights that represent how indicative is
the respective behavior in the online course on identifying student’s learning
preference. These weights mainly derived from [7] and [8].

A set of N relevant patterns (P;;) has been assigned in each dimension (Dj) of
FSLSM. Since the two categories related to each dimension of FSLSM are opposed, if
a high value of a pattern is associated with one category of a specific dimension, the
low value of the same pattern is associated with the other category of the same dimen-
sion. Therefore calculations can be done only for one category in each dimension.
Equation 1 defines the calculated score S; that corresponds to the dimension D; of
FSLSM.

_ Yas<isNWij*DPij
Sj - Y1<isN Wij M
The pj; is the numerical value of i-th pattern P;; of a particular category of the di-
mension D;. The numerical values are (-) 1 for low, (-) 2 for medium and (-) 3 for
high values. The positive values are if the pattern corresponds to the particular catego-
ry and negative values for the opposite one. Pattern’s weights w;; are enumerated with
0.2, 0.5 and 1, indicating low, medium and high importance respectively. The calcu-
lated S; is a number ranging from -3 to 3. According to absolute value of S;, the
student is classified for the pointed category as balanced (0 < S; < 1), moderate
(1 <§;<2) orstrong (2 < §; < 3) preference.

5 Knowledge and Educational Material

The proposed system utilizes semantic annotation defining knowledge and education-
al material, permitting their combination with the student model in order to infer the
personalized presentation of the educational material to the student.
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5.1 Knowledge Representation

An ontological approach is used for the representation of the knowledge structure,
which is simply based on concepts with given relations between them. The ontology
used derives from the education domain ontology proposed in [13], in which three
kinds of relations are given: a) HasPart (an inclusion relation), b) IsRequiredBy (an
order relation) and c¢) SuggestedOrder (a 'weak' order relation). These relations form a
graph, where the nodes are the concepts and the edges are the relations. Figure 2
depicts an example of the knowledge semantic representation graph.

HasPart HasPart HasPart

IsRequiredBy IsRequiredBy

SuggestedOrder

Fig. 2. Example portion of knowledge representation

5.2 Educational Material Annotation

EVMATHEIA educational material is defined/annotated using the OWL LOM ontol-
ogy proposed by Hartonas C. [14] utilizing the IEEE Learning Object Metadata (IEEE
LOM) [15] standard. LOM is the most common standard used for the description of
learning material. The structure of LOM consistes of nine categories of the education-
al material: general, lifecycle, meta-metadata, technical, educational, rights, relation,
annotation and classification. The schema used in the system is a subset of LOM,
consisting of metadata mainly from the educational category. The metadata entities
that support the adaptation mechanism are the following: language, format, typical
age range, semantic density, interactivity type, typical learning time and associated
concept. Language is a general characteristic referring to the language or languages
that are used in the educational material. Format typically is the technical data type of
the learning material, but here we are borrowing the set of values defined in [16].
These values are text, image, streaming media and application. Typical age range of
the intended users is an educational characteristic to match the age of the learner.
Semantic density of the educational material is the degree of conciseness and its value
space is: very low, low, medium, high and very high. Interactivity type according to
LOM takes values: active, expositive and mixed. The typical learning time of the
material denotes the average time a student needs to study it. This characteristic has
link to the active/reflective characteristic of the learning style of the student. There-
fore, for a student with active learning style will be more accurate to propose an
'active' material, e.g. a questionnaire. Associated concept defines the relationship of
the particular material to the relative concept in the knowledge ontology graph.
Each material describes at least one concept.
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5.3 Student Personalized Educational Material

The annotation of educational material in conjunction with student model permits the
system to decide the best material for each student. The decision mechanism rates the
available material based on a set of rules from the definition of FSLSM dimensions
and the student’s preferences. First the system chooses the relative, to a particular
concept, educational material taking into account student’s previous knowledge and
his/her language. Then, for each retrieved educational material k the Scy score is
calculated by the equation 2.

Yisismax _associations LSi*Ws; +LTLS +As (2)

Sck - Y1s<ismax associations WSi
LS;#0

The LS; values define the association of educational material characteristics to stu-
dent’s FSLSM dimensions score. LS, depicts the Active/Reflective dimension, the
LS, the Sensing/Intuitive and the LS; the Visual/Verbal. The respective weights ws;
denote student’s trend for a particular axis, i.e. strong verbal. Weights vales are 0, 0.5
and 1 for “well balanced”, “moderate” and “very strong” score respectively.

For LS, value equal to 1 is assigned in case student’s score to Active/Reflective
dimension is moderate or above in the corresponding axis of material’s Interactivity
type value (active or expositive). In other case O is assigned. In case of the educational
material's definition as the value 0.5 is assigned. For LS,, value equal to 1 is assigned
to this parameter when following combinations are true: a) student tends to sensing,
material’s interactivity type is active and its semantic density is low or very low and
b) student tends to intuitive, material’s interactivity type is expositive and it’s seman-
tic density is high or very high. Otherwise value equals to 0. The conditions are
derived from the hypothesis that intuitive students prefer non active and of high se-
mantic density educational material, whereas sensing learners prefer active and of low
semantic density material. Finally, LS; is graded with 1 when the format of the educa-
tional material is corresponding to the student’s learning style in the Visual/Verbal
dimension. When a student is verbal then prefers text format. In the opposite case,
when a student is visual prefers image, streaming media or application formatted
material.

Lng parameter takes values of 0.5, 1 and 2 regarding student’s level of knowledge
(average, good, very good) in the material’s language. The value of Ay is set to 0.5 in
case student’s age is contained to material’s typical age range and to O otherwise.
Finally, the educational material with the higher Scy is proposed to the student.

6 Student Assessment and Recommendation

The self-assessment mechanism aims to precisely identify student’s acquired know-
ledge and to find the concepts that he/she has weakly learned. The proposed assess-
ment procedure consists of a set of questions, related with one of the section’s
knowledge concepts, at the end of each section. The assessment questionnaire is
created on the fly from a pool of questions for each concept. The questions are
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selected randomly, trying to avoid the repetition when a student conducts the ques-
tionnaire several times. The algorithm identifies the level of student’s understanding
in each concept. The idea is to provide him/her questions and predict the answer; if
the answers are similar with the prediction then the algorithm concludes regarding
how well the student understands a concept. In this concept the algorithm tries to be
indifferent to student’s random answers that are correct and to give a precise result,
taking into account the correlations between concepts and the fact that the more
“sincere” the student is, the faster he/she will complete the self-assessment.

6.1  Question Answer Prediction - Simple Majority Voting

For a particular student k, the algorithm sets the state of a question to +1 if the ques-
tion has been answered correctly and to -1 if the question has been answered
incorrectly. Next, the algorithm selects an unanswered question i by the student k
repeatedly, and sets its state s; to -1 or +1 according to the following rule:

Si = Sgn(21sjsni Sj— 6) @

Where n; is the number of questions answered from the student k either correctly or
incorrectly and belong to the same concept that the unanswered question belongs, s; is
the state of brother j and 0 is an activation threshold. The questions that belong to the
same concept with question i and have been answered from the student k previously
are considered as "brothers" of question i. The right hand side of this equation com-
putes the sum of the states of the brothers of question i and sets its state to +1 if the
sum is > 0, and to —1 otherwise. In this implementation the activation threshold was
chosen for each student and concept independently and was set at an integer value
that yielded the best F-measurement score in cross-validation tests. Finally, the algo-
rithm predicts the answer to a question to be "Correct" by the student k if the state
computed was set to +1.

Furthermore, the algorithm incorporates the information of linked concepts in or-
der to improve the prediction performance of the algorithm. For each unanswered
question g;, the state of a particular question q; is set to +1, if the question is ans-
wered correctly by the student k and belongs to the same concept that g; belongs or if
the question is answered correctly by the student k and belongs to a concept that is
linked with the concept that q; belongs. Otherwise the state of the unanswered ques-
tion q; is set to —1 (in case the question is answered incorrectly and belongs to either
the concept of q; or to a concept that is linked to that of q;). Next, the unanswered
question q; is assigned a state of +1 or —1 using the same rule as before. Now the
brothers (n;) of the unanswered question q; for student k are chosen as the questions
that belong to the same concept with q; or to a concept linked to that of q;, and have
been answered from student k previously either correctly or incorrectly. Finally, the
unanswered question q; is predicted to be answered correctly by the student k if its
state was set to +1. The activation threshold was optimized for every student/concept
separately by using cross-validation. The activation rule in the case of the linked
concepts is modified as follows:
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Si = 5gn (Wa(Z1<jen; S = On) + Win(Zasjom, S5 — 6i) ) @)

where n; are the questions that belong to the same concept with q; and m; the ques-
tions that are assigned to a concept linked to that of ;. We suppose that the concept of
the question is more significant from the concepts linked to the question. As a result
we define two weights w,=0.8 and w,=0.2 that represent the significance of the
question's concept and of the linked concepts.

6.2  Self-assessment Result and Recommendation

The aforementioned algorithm is used in the EVMATHEIA system in order to ensure
a valid result of student’s assessment procedure. If the student has answered a consi-
derable amount of questions then his/her answers are used to predict his/her answers
to the remaining unanswered questions. If the remaining questions have been pre-
dicted to be answered correctly by the student k in a high degree then the assessment
for the particular concept stops and the concept is considered as adapted by the stu-
dent in a high (80%) or fundamental (100%) extend. If the remaining questions' pre-
diction cannot lead to a certain result (same or near to same proportion of correctly
and incorrectly answers predicted) or the remaining questions have been predicted to
be answered incorrectly in a high degree, the system continues to assess the student
with questions until a valid concept adaptation prediction is detected or the available
questions are finished. If the questions finish without assimilation halt, then the
student is assigned a below 80% knowledge extend.

Following this approach, the system predicts the level of knowledge for each as-
sessed concept. After this, the system updates the student model using the procedure
depicted in section 4.1 and the student’s score for each knowledge concept. For the
concepts ranked below 80% score, the system recommends material using the rules
defined in section 5.3 and rejecting educational material that he/she has studied.

7 Conclusion

The proposed EVMATHEIA platform provides a new perspective in the provision of
personalized learning adapted to student’s receptivity. The main focus of the current
work is to monitor the interaction of each individual student and reduce the interfe-
rence of the tutor and the collaboration of the students. A self-managed learning
process has been presented aiming to deliver knowledge in a personalized approach.

The key features that were exploited are the identification of the learning style of
the student aiming to minimize the time needed for learning process. Furthermore,
new and emerging concepts were presented in the specific field aiming to enhance the
research in the specific filed and to open the path for future related work.

Last, but not least, it is important to emphasize in the intelligent assessment and
recommendation mechanism that utilizes a new algorithm for the identification the
level of student’s understanding in each concept.
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Abstract. This paper presents a Sugeno-type Fuzzy Expert System
(FES) designed to help mostly Cardiologists and General Practitioners
in taking decisions on the most common cardiological clinical dilemmas.
FES is separated in five sub-systems; Coronary Disease, Hypertension,
Atrial Fibrillation, Heart Failure and Diabetes, covering a wide range of
Cardiology. The Fuzzy Rules of the sub-systems start counting from 30
till 300. FES is verified and validated from three different Medical Doc-
tors User Groups (A, B & C) for three basic criteria, which are Medical
Reliability, Assistance in Work and Usability. In addition, FES proved
to be a valuable educative tool for Cardiology Medical Residents and
Medical Students.

Keywords: fuzzy logic, cardiology, cardiovascular disease, artificial
intelligence.

1 Introduction

Artificial intelligence (AI) in bioinformatics is considered to be a great step to-
wards disease classification or even disease treatment, since it provides a variety
of tools available to be exploited, from rule-based expert systems and fuzzy
logic to neural networks and genetic algorithms. [4], [13], [I8]. Artificial intelli-
gence gives the opportunity through artificial neural networks (ANN) to process
medical information and classify patterns, something that can lead to disease
diagnosis or even treatment, since it is widely believed to have greater predictive
power than signal analysis techniques [7].

However, since there is always the factor of uncertainty in decision making,
especially as far as decision making in medical applications is concerned, fuzzy
logic is considered to be one of the most suitable approximations, since it deals
with reasoning that is approximate rather than fixed and exact, thus closer to

L. Iliadis, H. Papadopoulos, and C. Jayne (Eds.): EANN 2013, Part II, CCIS 384, pp. 80-B9] 2013.
(© Springer-Verlag Berlin Heidelberg 2013
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human reasoning. Therefore, based on human expert knowledge, they are capable
of modelling complex phenomena [§], [19].

This paper presents the fuzzy approach of modelling five diseases, using ma-
terial acquired from expert knowledge: coronary disease, hypertension, atrial
fibrillation, heart failure, diabetes. We implemented a Sugeno-type Fuzzy Ex-
pert System (FES) which is part of an ongoing project [16], accrued from the
collaboration between the Computer Engineering and Informatics Department
and School of Medicine of the University of Patras and the General Hospital of
Patras “Agios Andreas”.

The rest of the paper is organized as follows: Related Work is presented in
Section 2. Section 3 presents a thorough description of the implemented FES,
followed by System Evaluation in Section 4. Finally, Section 5 hosts Conclusions
and Future Work.

2 Related Work

There is a great deal of research projects [9], [I1], [12], [14] that reflect the
integration of artificial intelligence in medicine. More specifically in [I1], the
models used in Decision Support Systems (DSS) are examined in combination
with Genome Information and Biomarkers to produce personalized result for
each individual. In [I4], advanced biocomputing tools for cancer biomarker dis-
covery and multiplexed nanoparticle probes for cancer biomarker profiling, in
addition to the prospects for and challenges involved in correlating biomolecular
signatures with clinical out- come are discussed. This bio-nano-info convergence
holds great promise for molecular diagnosis and individualized therapy of cancer
and other human diseases. In [9], a useful tool to translate the gene expres-
sion signatures into clinical practice for personalized medicine is proposed. More
specifically, a new learning method that implements: (a) feature selection us-
ing the k-T'SP algorithm and (b) classifier construction by local minimax kernel
learning is devised in order to categorize patients as cancer or healthy and re-
ceive the appropriate treatment in each scenario. In [I2], recent advances in the
development of classification algorithms using micro array technology for predic-
tion of anticancer sensitivity are reviewed, the availability of ensemble methods
for prediction models is discussed and there is a presentation of data regarding
the identification of potential responders to a certain medication therapy using
random forests algorithms. In [7], an ANFIS model combining the neural net-
work adaptive capabilities and the fuzzy logic qualitative approach is proposed in
order to classify electroencephalogram signals through feature extraction, using
the wavelet transform (WT) and the ANFIS trained with the backpropagation
gradient descent method in combination with the least squares method in order
to evaluate the patient’s health condition. All of the above projects are aiming
in either disease diagnosis or even prediction of the most suitable treatment in
each case. Most of those applications are addressed to medical stuff mainly for
educational reasons or to medical doctors as simply advisory.
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As far as cardiology is concerned, Al has become a promising method in
the diagnosis of heart diseases. Al, out of invasive and noninvasive diagnostic
tools, becomes the promising method in the diagnosis of heart diseases. In [I],
a comparison is presented of multilayered perceptron neural network (MLPNN)
and support vector machine (SVM) on determination of coronary artery dis-
ease (CAD) existence upon exercise stress testing (EST) data. In [I5], neural
networks are used as the most suitable solution to outcome prediction tasks in
postoperative cardiac patients. An Al-based Computer Aided Diagnosis system
is designed in [6] to assist the clinical decision of nonspecialist staff in the anal-
ysis of heart failure patients. The system computes the patient’s pathological
condition and highlights possible aggravations, using four Al-based techniques:
a Neural Network, a support vector machine, a decision tree and a fuzzy ex-
pert system whose rules are produced by a Genetic Algorithm. Neural networks
achieved the best performance with an accuracy of 86%. Another application
domain for Al is nuclear cardiology imaging, since the automatic interpretation
of nuclear cardiology studies is a complex and difficult task, and a variety of ex-
pert systems, neural networks, and case-based reasoning approaches have been
attempted in this area [I7]. In [3], [5], personal health care systems are proposed
which allow any patient to self record ECGs with some smart portable device
that analyses the signal inputs and through a set of rules and patient’s risk fac-
tors can estimate the severity of the condition of life threatening threat episodes.
In the aforementioned projects extra hardware is necessary in order to produce
the ECGs and export the final results. In [8], a Sugeno-type fuzzy inference sys-
tem (FIS) that predicts the effect of regular aerobic exercise on blood pressure
(BP), based on the exercise dose variables, exercise frequency and intensity, as
well as demographics (age, gender, ethnicity) and the baseline BP of a person, is
described. Since BP response to exercise varies largely between individuals, the
system takes an initial step towards personalized prediction.

3 Description of the Fuzzy Expert System

3.1 Introduction to Fuzzy Logic

Fuzzy logic idea is similar to the human being’s feeling and inference process.
Unlike classical control strategy, which is a point-to-point control, fuzzy logic
control is a range-to-point or range-to-range control. The output of a fuzzy
controller is derived from fuzzifications of both inputs and outputs using the
associated membership functions. A crisp input will be converted to the different
members of the associated membership functions based on its value. From this
point of view, the output of a fuzzy logic controller is based on its memberships
of the different membership functions, which can be considered as a range of
inputs [2].

To implement fuzzy logic technique to a real application requires the following
three steps: (a) Fuzzification: convert classical data or crisp data into fuzzy
data or Membership Functions (MFs), (b) Fuzzy Inference Process: combine
membership functions with the control rules to derive the fuzzy output, and (c)
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Defuzzification: convert the fuzzy output back to the crisp or classical output to
the control objective [2].

All machines can process crisp or classical data such as either ‘0’ or ‘1’. In
order to enable machines to handle vague language input, the crisp input and out-
put must be converted to linguistic variables with fuzzy components. Generally,
Fuzzification involves two processes: derive the membership functions for input
and output variables and represent them with linguistic variables. In practice,
membership functions can have multiple different types, such as the triangu-
lar waveform, trapezoidal waveform, Gaussian waveform, etc [2]. In our Fuzzy
Expert System we use triangular membership functions, as we need significant
dynamic variation in a short period of time. In the second step, to begin the
Fuzzy Inference Process, one needs to combine the Membership Functions with
the control rules to derive the control output. The control rule is the core of the
fuzzy inference process, and those rules are directly related to a human being’s
intuition or expertise [2]. In our system, it is up to the clinical doctor to decide
the severity of every risk factor, according to his/her experience and knowledge,
thus making the system adjustable. The conclusion or control output derived
from the combination of input and output membership functions and fuzzy rules
is still a fuzzy element, and this process in called fuzzy inference. To make that
fuzzy output available to real applications, a defuzzification process is needed.
The fuzzy conclusion or output is still a linguistic variable, and this linguis-
tic variable needs to be converted to the crisp variable via the Defuzzification
process [2]. In all our sub-systems we use the weighted average defuzzification
method. In Fig. [l we can see an example of a membership function from our
system.

Our Fuzzy Expert System consists of five sub-systems: (a) Coronary Dis-
ease, (b) Hypertension, (¢) Atrial Fibrillation, (d) Heart Failure, (e) Diabetes.
The first four sub-systems concern exclusively heart diseases, while the fifth
sub-system concerns a systematic disease, very common in the population that
strongly affects the functionality of the heart and the circulatory system (vessels
and arteries).

3.2 The Coronary Disease Sub-system

The Coronary Disease sub-system (CDss) is designed to help MDs in answering
one of the most common clinical questions in cardiology, that is the medical
approach and guidance of a patient with a possible coronary artery disease. The
clinical decision (Outcome) is separated in five discrete values: (1) No Further
Evaluation, (2) Re-Evaluation After 3 Months, (3) Magnetic Tomography (MRI),
(4) Computerized Tomography (CT) and (5) PCL

The medical criteria that need to be taken under consideration in such a
dilemma are too many with different importance indexes and present fuzziness.
A knowledge acquisition procedure resulted in the grouping of the most severe
criteria in larger medical entities that are reflected in the input variables of
the CDss: (a) Family History, (b) Risk Factors, (¢) Laboratory Findings, (d)
Myocarditis Propability and (e) Other Reasouns.
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Fig.1. An example of a triangular membership function used in our system

The severity of the above factors is fuzzified into three membership functions
min, med, max. The rules constructed for CDss are close to 300 and present
the below form:

IF Family History IS min AND Risk Factors IS med AND Laboratory Find-
ings IS med AND Myocarditis Propability IS min AND Other Reasons IS min
THEN Outcome IS MRI.

3.3 The Hypertension Sub-system

The Hypertension sub-system (HPTss) is designed to help MDs in answering the
dilemma of when a patient should start or not taking medication for treating
hypertension. The clinical decision (OQutcome) is separated in five discrete values:
(1) No Further Evaluation, (2) Life Style Changes & Re-Evaluation After 3
Months, (3) Life Style Changes & Re-Evaluation After 12 Months, (4) Evaluation
For 2 Consecutive Weeks and (5) Drug Therapy.

The knowledge acquisition procedure resulted in the grouping of the most
severe criteria in larger medical entities that are reflected in the input variables
of the HPTss: (a) Risk Factors, (b) Laboratory Findings and (c¢) Echo.

The severity of the above factors is fuzzified into three membership functions
min, med, max. The rules constructed for HPTss are close to 30 and present
the below form:

IF Risk Factors IS med AND Laboratory Findings IS med AND FEcho 1S
min THEN Outcome IS Evaluation For 2 Consecutive Weeks.

3.4 The Atrial Fibrillation Sub-system

The Atrial Fibrillation sub-system (AFss) is designed to help MDs in answering
one of the most common clinical dilemmas that is how to approximate a patient
with a possible atrial fibrillation. The clinical decision (OQutcome) is separated
in nine discrete values: (1) Regular Assessment ECG, (2) Holter, (3) Echo, (4)
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Cardioversion-Ablation, (5) Treatment Underlying Disease, (6) Rhythm Control,
(7) Rate Control, (8) Aspirin and (9) Oral Anticoagulant.

The knowledge acquisition procedure resulted in the grouping of the most
severe criteria in larger medical entities that are reflected in the input variables
of the AFss: (a) CHA2DS2VASC Score, (b) Family History, (¢) Symptoms, (d)
Risk Factors and (¢) Documentation of Arrhythmia.

The severity of the above factors is fuzzified into three membership functions
min, med, max. The rules constructed for AFss are close to 200 and present
the below form:

IF CHA2DS2VASC Score IS med AND Family History 1S med AND Symp-
toms IS min AND Risk Factors IS min AND Documentation of Arrythmia 1S
med THEN Outcome IS Rhythm Control.

3.5 The Heart Failure Sub-system

The Heart Failure sub-system (HFss) is designed to help MDs in diagnosing and
classifying heart failure on a patient. The clinical decision ( Qutcome) is separated
in five discrete values: (1) No Heart Failure, (2) Heart Failure Class I (NYHA),
(3) Heart Failure Class IT (NYHA), (4) Heart Failure Class III (NYHA) and (5)
Heart Failure Class IV (NYHA).

The knowledge acquisition procedure resulted in the grouping of the most
severe criteria in larger medical entities that are reflected in the input variables
of the HF'ss: (a) Family History, (b) Risk Factors, (¢) Signs & Symptoms and
(d) Echo.

The severity of the above factors is fuzzified into three membership functions
min, med, max. The rules constructed for HF'ss are close to 80 and present the
below form:

IF Family History IS min AND Risk Factors 1S med AND Signs & Symp-
toms 1S med AND FEcho IS min THEN Qutcome IS Heart Failure Class I1I
(NYHA).

3.6 The Diabetes Sub-system

The Diabetes sub-system (DBss) is designed to help MDs in approaching patients
with possible Diabetes. The clinical decision (Outcome) is separated in four
discrete values: (1) No Further Evaluation, (2) Periodical Fasting Glucose, (3)
Fasting Glucose And 2 Hours Postprandial Glucose Every 2 Years and (4) Fasting
Glucose And 2 Hours Postprandial Glucose Every Year And HgbA1C.

The knowledge acquisition procedure resulted in the grouping of the most
severe criteria in larger medical entities that are reflected in the input variables
of the DBss: (a) Family History, (b) Risk Factors, (¢) Laboratory Findings and
(d) Cardiovascular Problem.

The severity of the above factors is fuzzified into three membership functions
min, med, max. The rules constructed for HF'ss are close to 80 and present the
below form:
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IF Family History IS min AND Risk Factors IS med AND Laboratory Find-
ings IS med AND Cardiovascular Problem IS min THEN Outcome IS Fasting
Glucose And 2 Hours Postprandial Glucose Every 2 Years.

3.7 Choosing the Proper Fuzzy Method

There are two types of fuzzy methods: Mamdani and Sugeno. Mamdani method
is widely accepted for capturing expert knowledge. It allows us to describe the
expertise in more intuitive, more human-like manner. However, Mamdani-type
Fuzzy Interference System (FIS) entails a substantial computational burden.
On the other hand, Sugeno method is computationally efficient and works well
with optimization and adaptive techniques, which makes it very attractive in
control problems, particularly for dynamic non linear systems. These adaptive
techniques can be used to customize the membership functions so that fuzzy
system best models the data [20].

The most fundamental difference between Mamdani-type FIS and Sugeno-type
FIS is the way the crisp output is generated from the fuzzy inputs. While Mamdani-
type FIS uses the technique of defuzzification of a fuzzy output, Sugeno-type FIS
uses weighted average to compute the crisp output. The expressive power and
interpretability of Mamdani output is lost in the Sugeno FIS, since the conse-
quents of the rules are not fuzzy. But Sugeno has better processing time since the
weighted average replace the time consuming defuzzification process. Due to the
interpretable and intuitive nature of the rule base, Mamdani-type FIS is widely
used in particular for decision support application [10].

In this work, we implemented a Sugeno-type fuzzy system as it is a more
compact and computationally efficient representation than a Mamdani and lends
itself to the use of adaptive techniques for constructing fuzzy models.

4 System Evaluation

The five expert systems were tested, verified and evaluated by three different
groups of MDs. The first group, group A, was consisted of Cardiologists that
did not participate at all in the design of the FES and present the more strict
group. Group B was made up from General Practitioners (GPs) and group C
was composed from medical students. All three groups were called to grade in a
scale from 1 to 10 the FES for the criteria of Medical Reliability, Assistance in
Work & Usability, see Table [I1

Medical Reliability criterion was graded with 7/10 from Group A and Group
B which is an acceptable threshold for a first version of an expert system. Al-
though the FES presented an 80%-90% of correct proposals in the testing phase,
Cardiologists and GPs did not acknowledge it. Group C graded Medical Relia-
bility with 8/10, higher than the previous groups, maybe because it was made
up from medical students that were less experienced on the field.

Assistance in Work criterion was graded with a 5/10 from Group A, which is
a low grade that is justified because it is given from already experts on the field.
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Table 1. Results from Groups A, B & C for Medical Reliability, Assistance in Work
and Usability

Medical Reliability Assistance in Work Usability

Group A 7 5 5
Group B 7 7 6
Group C 8 8 8

On the other hand, less experts on the field such as GPs, Group B, and medical
students, Group C, find the FES much more helpful given higher grades such as
7/10 and 8/10 respectively.

Usability criterion was graded with a 5/10 and 6/10 from Group A and Group
B respectively while a higher grade, 8/10, was given by Group C. The lack of a
user- friendly interface in combination with the higher average age of Group A
and Group B users are the main reasons for the low grades. On the other hand,
Group C made up of younger users more patient in adopting new technologies
than the elderly, did not seem to find major difficulties in using the Fuzzy Logic
Toolbox.

In addition, Cardiologists that participated in the design of the FES installed
Matlab and Fuzzy Logic Toolbox in personal PCs that use in their every day
clinical practice in the General Hospital of Patras (GHP). Their comments were
contradictory. Most of them were not satisfied with the interface since they were
not familiarized with the forms and the way of “running” the *.fis files. Apart
from that, some did not seem to want to use them, because they thought that
since their experience was imported into the FES, there were no added values to
use. On the other hand, an unexpected positive result from this effort was that
there were cases where the physicians although they had taken their decisions
upon a clinical problem, they tried to check what was going to be the FESs
decision. In an 83% of the cases, the FES proposed the same decisions with
the physicians. In a 5% there were cases where the physicians disagreed at first
with the FES’s decision, but given a second thought they seemed to re-think
their decision and finally agreed with the decision of the FES. This phenomenon
is mostly observed were situations of stress or other emotional situations are
interfered in a physicians decision.

5 Conclusions and Future Work

Clinical decisions in medicine are always based on the experience and capabilities
of the specific attending physician. Although medical guidelines are continuously
updated and wide known, most of the times they allow to the MDs a variety
of different clinical choices. Several times guidelines themselves expressing the
clinical experience of the Medical Institution that are produced from, are char-
acterized as “offensive” or “conservative” highlighting the different pathways
physicians can follow when they have to take decisions upon a specific clinical
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problem. The five sub-systems implemented in this paper, is an effort to import
the most commonly used guidelines for five very common clinical problems, in
expert systems that try to follow the way physicians think and work.

Further customization of the fuzzy system is strongly suggested adopting more
AT technologies. Neuro-fuzzy systems are fuzzy systems, which use ANNs theory
in order to determine their properties (fuzzy sets and fuzzy rules) by process-
ing data samples. Neuro-fuzzy systems harness the power of the two paradigms:
fuzzy logic and ANNs, by utilizing the mathematical properties of ANNs in tun-
ing rule-based fuzzy systems that approximate the way humans process informa-
tion. A specific approach in neuro-fuzzy development is the adaptive neuro-fuzzy
inference system (ANFIS), which has shown significant results in modeling non-
linear functions. In ANFIS, the membership function parameters are extracted
from a data set that describes the system behavior. The ANFIS learns features
in the data set and adjusts the system parameters according to a given error
criterion [7].

The future work concerns the incorporation of neural networks to our FES for
automated optimization instead of the so far used “trial” and “error” method.
Different data sets reflecting more “offensive” or “conservative” approaches are
to be collected for the tuning of the FES presented in this paper. Moreover,
a “doctor- friendly” interface will be implemented for augmenting the user-
friendliness and usability of the system.
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Abstract. We investigate signed social networks, in which users are connected
via directional signed links indicating their opinions on each other. Predicting the
sign of such links is a crucial task for many real world applications like recom-
mendation systems. Based on the premise that like-minded users tend to influ-
ence each other more than others, we present a logistic regression classifier built
on evidence drawn from the users’ ego-networks. The main focus of this work
is to examine and compare the relative strength of positive and negative opin-
ions investigating to what extent each type of link affects the overall prediction
accuracy. We evaluate our approach through a thorough experimental study that
comprises three large-scale real-world datasets.

Keywords: signed social networks, edge sign prediction.

1 Introduction

During the recent years online social networks (OSNs) have seen a dramatic rise in pop-
ularity, with most users spending a significant amount of their time on them. Facebook]
is a social network of 800 million active users, more than half of which will log on
at least once per day. Inside OSNS, users create relationships with each other, express
opinions on certain subjects or even other users and interact, in general.

It is critical for the success of an OSN platform to assure a certain level of trust for its
users. A person is considered trusted if we regard her actions as not malicious. In most
popular online social networks trust is expressed implicitly. For example, Facebook
users confirm friend requests from other users, and thus allow them to view personal
data (e.g. photos, status updates) that would otherwise be inaccessible. Similarly in
Twitter, where connections are asymmetric, a directed link from user A (follower) to
user B (followee), implies that A values B’s opinions on certain topics. It is equivalent
to say that A believes that B will not behave maliciously e.g. act as a spammer. In
the context of such applications, all links between users are positive as they indicate
a certain level of trust between them. There are, however, web sites, which allow their
users to explicitly annotate their disposition towards others as either positive or negative.
For example in Slashdot, a technology news web site, after the introduction of the Zoo
feature users are able to indicate their preferences, by tagging each other as friend or
foe. Another example is that of Epinions, a product review web site whose members are
able to express trust or distrust towards other community members.

! http://www. facebook.com/press/info.php?statistics
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In sociological research, aspects related to trust are described by the general term
trust metrics, which can be divided into two large categories, namely global and local.
Global trust metrics assign a unique trust score to every user in the network. For ex-
ample, in eBay, after a transaction has occurred the participants (buyer and seller) can
leave positive, neutral or negative feedback for each other. The trust score of a user is
then calculated as the ratio of positive to total feedback and can be viewed by every
other user in the network. On the other hand, in local trust metrics, the trust score of a
target user is tailored to the preferences of the user viewing the trust score. In general,
local trust metrics tend to be more precise, since they are specific to each user, but they
are more computationally intensive, because they require more executions.

Although, due to its applicability in a variety of commercial applications, trust in so-
cial networks has been studied extensively in the recent years, until recently researchers
have largely ignored the significance of distrust. A first attempt to study the connec-
tivity patterns of signed graphs (i.e. graphs with positive and negative edges) was the
structural balance theory that was articulated by Heider [§]] in the 1940s, and was later
reformed in graph-theoretic language by Cartwright and Harary [3]. According to this
theory, triads of individuals with an odd number of positive ties are more probable than
others. Recently, Lescovec et al. in [[L1] introduced a new theory of status, which exam-
ines pairs of adjacent nodes considering of higher status the recipient of a positive link
and of lower status the recipient of a negative link.

The main challenge is whether we can exploit the patterns of the connections in a
social graph so that we can gradually derive trust scores for the social network users.
In [[19] the authors show that there is a positive correlation between interpersonal trust
and interest similarity. In other words, it seems that we trust more the individuals that
we are similar. We adopt this outcome as our main assumption that will lead us to
the construction of our algorithm in the following sections. The rest of the paper is
organized as follows. In Section2] we discuss related work. Section[3]states the problem
definition and introduces the basic notation. In Sectiond] we present our classifier and
in Section 3] we evaluate through a thorough experimental study on three large-scale
datasets. Finally, Section[@l concludes.

2 Related Work

In [7] Guha et al. present one of the earliest attempts to address the propagation of
both trust and distrust in the signed network of Epinions. They develop a framework of
trust propagation schemes, based on the exponentiation of the adjacency matrix. In [9]
Kunegis et al. study the friend/foe network of the Slashdot Zoo, introducing the signed
variants of global, node-level and link-level network characteristics. In [13]], Massa et al.
show the usefulness of local trust metrics in the identification of controversial users. In
[4] DuBois et al, present a probabilistic interpretation of trust based on random graphs
with a modified spring-embedding algorithm. In [[17] Victor et al. derive trust and dis-
trust metrics by employing bilattice-based aggregation approaches and investigate how
they can be improved by using ordered weighted averaging techniques. In [14]] the au-
thors propose an algorithm to compute the bias and prestige of nodes in networks where
the edge weight denotes the trust score.
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The most recent work on trust/distrust propagation is that of Lescovec et al. in [10],
which we consider as a direct predecessor. The authors propose a logistic regression
model that maps each edge to a high-dimensional feature space, categorized into two
classes. The first set examines the correlation between the out-degree of the node orig-
inating the link and the in-degree of the receiver node. The second set of features deals
with the number and type of triads that are defined by the endpoints of the edge and
their common neighbors. We consider the results of this work as our baseline.

3 Problem Definition and Notation

This work focuses on the edge sign prediction problem. As input we are given a signed
social graph G(V,E,L), where V is the set of vertices, E is the set of edges and L is a
set of labels that can be assigned to the edges. Two users are neighbors in the social
graph, if they have been engaged in some social interaction, i.e. expressed an opinion
for each other, with the label [ € L of the edge indicating the type of interaction.
We refer to the user making the assessment as the source user and the receiver of this
action as the target user. For the social networks that we investigate it is sufficient to
set L to {-1, + 1} which classifies the edges of the graph into negative and positive
respectively, with sign(source, target) denoting the sign of the label. The semantics are
pretty straightforward: A positive link from a node u to another node v, indicates that
user u has expressed trust towards user v. Likewise, a negative edge is an expression of
distrust.For the rest of this section we will introduce definitions and metrics that will
help us formulate our approach in Section 4] The first definition comes from the social
network analysis domain and it is used to describe the local social structure around a
focal node:

Definition 1. The ego-network of a node contains this node, its neighbors and all edges
among the selected nodes

For reasons that will become apparent in the next sections, we extend the notion of the
ego-network by defining the extended-k ego network which includes the nodes that are
maximally k hops away from the focal node.

Definition 2. The extended k-ego-network of a node u contains this node, the nodes
that are k or less hops away from this node and all edges among the selected nodes. We
denote it as egoy, (1)

The cost of extracting an extended-k ego-network from a social graph is similar to
running a Breadth First Algorithm (BFS), starting from the focal node until depth k,
and hence its time complexity is O(b*) , where b is the average degree of the nodes. The
next definition introduces four graph operators that categorize the neighbors of a node
according to the direction and the type of the link:

Definition 3. Let A be a node in the social network. We denote as I';} (A) the set of
nodes which direct a positive link to node A, and I}, (A) the set of nodes which receive
a positive link from node A. In a similar manner, we define I',;(A) and I,,,(A) in the

out
case of negative links.
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Next, we present the similarity metrics that will be used throughout this paper.
We considered three metrics: common neighbors [12], Jaccards coefficient [16] and
Adamic/Adar [[1]. Due to the fact that these measures were originally defined for un-
signed, undirected networks, we wil describe how they can be adapted to our case. We
start with the common neighbors metric, which simply counts the number of common
assessments of two users.

Definition 4. Let u, v be nodes in a signed social graph. Their common neighbors
metric, denoted as commons(u,v) is defined as follows:

common(u,v) = > |I'(u) N I'(v)]
T

where I ={I}}, I} . T;.1;

in’~ out~ in’~ out

}, and |.| is the cardinality of the set

The common neighbors metric is equivalent to the edge embeddedness metric that is
also used in the literature [[10].

Jaccard’s coefficient is a commonly used metric in information retrieval, that mea-
sures the probability that two datapoints x , y have a feature f, for a randomly selected
feature f that either x or y has [[12]]. For our purposes, we define it as follows:

Definition 5. Let u, v be nodes in a signed social graph. Their Jaccard ’s coefficient
metric , denoted as jaccard(u,v) is defined as follows:

. ;\F(u)nf(v)l
jaccard(u,v) = <~ pyore)|
r

where I' ={ I}, [ . I;,. I, } and |.| is the cardinality of the set
Finally, the Adamic/Adar[ 1] metric counts the common features by putting more weight
on the “rarer” ones. We associate the “rareness” of a node with its total degree and we
interpret the Adamic/Adar metric as follows

Definition 6. Let u, v be nodes in a signed social graph. Their Adamic/Adar score
denoted by AdamicAdar(u,v) is given by:

AdamicAdar(u,v) = ool doroe
ter () 9deareett))

where degree(t) = I (t)| 4+ | L5, ()] + |15, + | L (t)] is the total degree of node t

Worth noting is that all three measures lookup for the common neighbors of the ex-
amined nodes, which means that the nodes should be connected by a path of length two
or less in the social graph. In other words, a node u may have non-zero similarity score
with nodes that exist only in its extended-2 ego-network. Second, these measures are
symmetric, which makes them more adequate for large-scale recommendation systems,
since they are computed once but can be used for both endpoints. The selection of these
measures is further justified by their good balance between simplicity and performance.



94 T. Papaoikonomou et al.

1 JE—
Similarity /
computation )

positive /
sentiment 0757/
) /

negative
Top k sentiment

selection [ | I |

6 -4 -2 0 2 4 3

logit(p) = o + foes (positive) + fne, (negative)

(a) (b) (c)

Fig. 1. Summarization of the algorithm.a)The algorithm extracts the ego, subgraph of the source
node s and keeps all the nodes that point an edge to the target node #(C; set). b)Similarity scores
and sentiments computation c¢) The logistic classifier is trained using the positive,negative senti-
ment as predictors.

4 Approach

In this section we present our algorithm using the notation introduced in the previous
section. In order to predict the disposition of some user A towards another user B, we
will look for users similar to A that have expressed their opinion for user B and then we
will exploit their opinions to fit a predictive statistical model. Our approach is depicted
in Figure [l At first, we retrieve the extended-2 ego-network of the source user, and
we keep only those nodes that direct a link (positive or negative) to the specified target
node. Then, we apply the proposed similarity measures to the resulting user list and
we rank it in descending order. We extract the top k members of the list forming the
candidate influencers set that we will denote it as Cj. We investigated a large range of
possible values for k and we concluded that a value of £ = 15 achieves the optimal
trade-off between prediction accuracy and dataset coverage.

In the second step, we aggregate the contributions of the candidate influencers, which
are weighted by their similarity score to the source user. We end up with two distinct
quantities that capture the overall positive and negative sentiment of the candidate in-
fluencers towards the target node, and are computed as follows:

pos = Y score(u, source) - I{sign(u,target) = +1}

u€C;
neg = — > score(u, source) - I{sign(u,target) = —1}
u€C;
where [ is the indicator function (I{z} = 1, if x is true and O otherwise)

The final step involves fitting a logistic regression classifier using the positive and neg-
ative sentiment of the second step as features. The fitted model has the form logit(p) =
Bo + Bpos D05 + Pueg - nneg Where p is the probability of a positive edge, and pos, neg are
the positive and negative sentiments computed in the second step. We train our classifier
on the 60% of the available data and we evaluate on the rest 40%.
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Table 1. Generalization properties of Table 2. Dataset statistics. The number
the classifierWe train on the row of nodes, the number of edges and the
dataset and we measure the AUC on percentage of the positive edges in the
the column dataset. graph are reported.

Dataset  Epinions Slashdot Wikipedia Dataset  #nodes #edges +edges%
Epinions 94.50% 91,68% 87.01% Epinions 131,828 841,200 85.0%
Slashdot  94.12% 91,61% 86.79% Slashdot 81,867 549,202 77.4%
Wikipedia 93,70% 91.56% 86,69% Wikipedia 7,194 103,747 78.7%

Table 3. Logistic model coefficients, 0/1 loss and AUC for the full and balanced datasets, and for
all the similarity metrics

Metric Common neighbours Jaccard Adamic/Adar

Dataset Bo Bpos  Bug  AUC  0-1loss o Bpos  Breg  AUC  0-1loss 3o Bpos  Bneg  AUC  0-1loss
Epinions full 2,158 0,002 -0.007 91,43% 93,96% 1.560 3.014 -10.240 94,50% 95,52% 2,155 0,015 -0.043 91,98% 94,08%
Epinions balanced 0,525 0.001 -0.009 92,72% 85,00% 0.072 2.216 -13.761 94,89% 88,38% 0,525 0.011 -0.061 92,96% 85,56%
Slashdot full 1,412 0.013 -0.052 89,72% 86,88% 0,922 5.653 -14.644 91,61% 87,99% 1,372 0.087 -0.291 90,04% 87,13%
Slashdot balanced  0.525 0.010 -0.063 89,82% 82,38% 0.067 4.372 -17.321 91,90% 84,14% 0.500 0.063 -0.350 90,31% 82,85%
Wikipedia full 1.049 0.002 -0.005 82,76% 83,64% 0.785 1.472 -2.776 86,69% 85,82% 1.064 0.011 -0.022 82,91% 83,55%

Wikipedia balanced -0.197 0.002 -0.006 84,52% 77,70% -0.429 1.393 -3.538 86,52% 78,90% -0.160 0.010 -0.031 83,94% 77.16%

5 Evaluation

5.1 Dataset Description

We have conducted our experiments on three large-scale datasets from real-world so-
cial networks. All three datasets were retrieved from the SNAP [10]] website. The first
dataset comes from Epinions which is a product review website. Epinions members may
express trust or distrust to each other forming a signed social graph with positive and
negative edges. The data span a period from 1999 to 2003, comprising 130k distinct
users and about 840k relationships among them. The second dataset comes from the
technology blog, Slashdot. Slashdot ’users can tag each other as friend or foe indicating
trust and distrust relationships respectively. The dataset is a snapshot taken in February
2009 and contains around 82k users and 549k relationships.The third dataset contains
vote history data from Wikipedia’s administrator elections. In order for a user to be-
come administrator, a Request for adminship is issued, and the Wikipedia community
is called upon to decide whether to accept or not the candidancy. The dataset comprises
data from 7k users and about 100k total votes.Table [2] presents summary statistics for
all three datasets.

5.2 Predictive Performance

In this section, we evaluate the predictive performance of our classifier. The major prob-
lem that we faced during this phase is related to the high skewness of social network
data. As it is shown in Table 2] about 80% of the edges are positively signed allowing
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Fig. 2. Predictive accuracy of the transformed datasets. The dashed line represents the dataset
where the positive links were removed. The solid line refers to the dataset where the negative
links were removed.

even a random classifier (i.e. assigning signs at random with a p = 0.8 probability of
giving a positive sign) to achieve remarkable accuracy. We tried to address this issue
in two ways. First, we evaluated our algorithm on a metric that is insensitive to the un-
equal class distribution [5]], namely the AUC (Area Under Curve) of the ROC (Receiver
Operator Characteristic) curve. Second, we estimated the robustness of our method by
applying it on balanced datasets i.e. datasets with an equal number of positive and nega-
tive edges. This is more generally known as undersampling and it is a standard approach
when dealing with highly imbalanced data [15] [18]. To accomplish this step, we fol-
lowed the testing framework proposed by Guha et al. in [7]: For each social network,
we kept all the negative edges and then randomly selected an equal number of posi-
tive ones. We repeated this procedure 10 times to minimize the effect of randomness.
Table 3] summarizes the results from the evaluation of our classifier to the datasets and
for each similarity metric. The first three columns present the coefficients of the fitted
logistic regression model while the last two columns provide the measurements for the
AUC and 0/1 loss( number of correct guesses).

Some conclusions can be easily drawn by analyzing the results of Table 3l First,
it seems that the Jaccard’s coefficient metric achieves the maximum performance in all
three cases and from now on, we will consider it as the default metric. Second, the AUC
measurements for the full and balanced datasets give approximately the same results, as
exprected. On the other hand, the bias introduced by the skewness of the datasets, gives
a greater 0/1 loss performance when the full dataset is considered. Third, it is apparent
that the performance of our classifier is quite good. We reach an AUC maximum at
95,52% for the Epinions dataset and a minimum of 86,69% for the Wikipedia dataset
employing the Jaccard’s coefficient metric. Compared to the work of [[10] which we
consider as a baseline, we demonstrate a slight improvement (~ 2%) in the case of
Epinions and a larger improvement in the case of Wikipedia (~ 6%). On the other
hand, we perform slightly worse in Slashdot (~ -2%)

Finally, it is worth mentioning that the coefficients for the positive and negative senti-
ment differ barely between the full and balanced cases, when applied to the same dataset
and on the same similarity metric. The transition from the full to the balanced case is
mostly “absorbed” by the intercept coefficient 5y, which gives the overall probability
of a positive edge. This is why [y has a larger value in the full dataset, and approaches
zero in the balanced one. The results of this section have confirmed our hypothesis, that
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an individual is largely affected by her “close companions” in her judgments towards
other social network users.

5.3 Generalization Properties

In this subsection we evaluate the generalization properties of our classifier following
the method of [10]. In short, this involves training our classifier on one dataset and
evaluating it on the other. For brevity, we have performed these experiments using only
the Jaccard’s coefficient metric and Table [ summarizes the results. The off-diagonal
elements show the actual generalization measurements , while the diagonal elements are
just a repetition of Table 3l By analyzing the performance of the classifier in all cases,
we arrive at the following conclusions. First, the worst performance is achieved when
we test on the Wikipedia dataset, without regard to which dataset we use for training.
Second, it is remarkable the fact that we achieve success rates 93,70% and 91.56% on
Epinions and Slashdot respectively, when we train in the Wikipedia dataset, even though
itself attains only 86,69% accuracy. Third, we observe that the AUC measurements are
almost identical for each dataset, independently of the training dataset. For example, we
get approximately 94% for the Epinions dataset, around 91,6% for Slashdot, and about
87% for Wikipedia.

5.4 The Strength of Negative Opinions

In this subsection we investigate the relative strength of negative links compared to
the positive ones and how this affects the overall predictive accuracy. In other words,
we aim to identify whether one link type bears more information than the other. Our
findings confirm that the negative edges in a signed social graph, can be considered
more “important” for the edge sign prediction problem.

We start by considering the coefficients of the logistic regression presented in Table
Logistic regression models the relationship between the logit transformation of the
outcome variable and the linear combination of the predictor variables. In our case, the
independent variables are the positive and negative sentiment generated by the “close
companions” of the source node, which are mixed according to the coefficients Bpos
and [y, respectively. It is easily discernable that for all datasets and for each similarity
metric, the coefficient for the negative sentiment Sy, is always larger (in absolute val-
ues) than that of the positive sentiment Bp0s. Of course, this fact alone cannot guarantee
statistical significance but it constitues an early indication.

In order to validate our claim, we resort to postestimation testing and more specif-
ically to a Likelihood ratio test. Our goal is to prove that the coefficients for the posi-
tive and negative sentiment differ significantly. Therefore, we build two separate mod-
els:The first is the model we already have, which we call the full model, because it has
distinct coefficients Bpos and Bneg for the two features. The second model, which we
will call the nested model results from the full model plus the constraint that the two
coefficients 35 and Bye, are equal. Thus, the nested model is of the form

ZOQit(p) = Y0 + Ycommon ° (pOS + n€9)7



98 T. Papaoikonomou et al.

where the Ycommon 1S the coefficient of the combination of the two sentiments. The pur-
pose of the likelihood ratio test is to compare the fit of the two models and reject the
nested model in the case of a significant difference. Our findings support the rejection
of the nested model at a significance level of p < 0.001 for all the three datasets.

So far, we have strong evidence that the presence of a negative link affects signifi-
cantly more than a positive link. In this last part, we will try to quantify the superiority
of the negative links and how they affect the overall predictive accuracy. We set up the
following experiment: We specify a constant number m and given a dataset, we con-
struct two new sets. For the first set, we remove m negative links while we keep all the
positive links, and in the second set we keep all the negative links but we remove m pos-
itive links. We will use these two sets to re-train our classifier and finally we re-evaluate
on the full dataset, measuring the 0/1 loss. We will call S” the set from which the nega-
tive links were removed and S* the other set, with the superscript denoting the link type
of the removed edges. S* and S~ sets have equal sizes but different proportions.

We iterated for k& = 10 steps and each time we removed & - 10% - |E"| edges of
the same type from the inital dataset, where |E"| is the total number of negative edges
in the graph. Again, we repeated 10 times to diminish the effect of randomness. The
results are depicted in Figure 2l The dashed line refers to the S* set and the solid line
to the S” set. In Epinions, both lines start from a common 95,52% predictive rate. The
performance of the S* set remains steady throughout the test, while that of the 5" grad-
ually decreases and finally attains predictive rate of 93,54%. Similar patterns arise in
the case of Wikipedia, where the initial 85,83% success rate becomes 85,98% for the
S* set and 82,22% for the S~ set. Larger variance is noted for Slashddot, where the
graphs for the S* , S~ sets start from a common 88,01% rate and end at 88,27% and
82,54% respectively. The results are in agreement with our hypothesis. The removal of
even a small portion of the negative links, resulted in a significant loss in the predic-
tive accuracy, which may be critical for real-world applications. Taking into account the
negative opinions of the users, we can model more accurately the relationships among
them and provide more effective recommendations. Our findings are also in agreement
with the work of Garcia et al. in [[6]. There, the authors analyzed three established lexica
of affective word usage in English, German, and Spanish. They found that words with
a positive emotional content are more frequently used, which is in accordance with the
Pollyanna hypothesis [2]] that there is a positive bias in human expression. The authors
conclude that negative words contain more information than positive words.

6 Conclusions

This work focused on the edge sign prediction problem, where given an edge in a signed
social graph, we attempted to predict its label. A positive edge was assumed to be an
indication of trust, whereas a negative edge an indication of distrust. We built a logis-
tic regression classifier that drew evidence from the local neighbourhood of the user
originating the link, which achieved high accuracy. The second part of our contribu-
tion focused on the relative strength between the positive and negative links.We set up
an experiment to measure their importance in the overall prediction accuracy and we
concluded that the negative links bear more information that the positive ones.
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Abstract. Nowadays, search engines are definitely a dominating web
tool for finding information on the web. However, web search engines
usually return web page references in a global ranking making it diffi-
cult to the users to browse different topics captured in the result set.
Recently, there are meta-search engine systems that discover knowledge
in these web search results providing the user with the possibility to
browse different topics contained in the result set. In this paper, we focus
on the problem of determining different thematic groups on web search
engine results that existing web search engines provide. We propose a
novel system that exploits semantic entities of Wikipedia for grouping
the result set in different topic groups, according to the various mea-
nings of the provided query. The proposed method utilizes a number of
semantic annotation techniques using Knowledge Bases, like WordNet
and Wikipedia, in order to perceive the different senses of each query
term. Finally, the method annotates the extracted topics using informa-
tion derived from clusters which in following are presented to the end
user.

1 Introduction

Search engines are an inestimable tool for retrieving information from the Web.
However, they lack in presenting ambiguous queries that usually result in web
page references mapped to different meanings mixed together in the answer list.
The knowledge discovery in the results, that common web search engines give,
is a plausible solution to this problem. Extracting knowledge and grouping the
results returned by a search engine into groups or a hierarchy of labeled clusters,
is a very important task that modern search engines have recently started taking
into consideratiorl. By providing category clustered results, the user may focus
on a general topic by entering a generic query and then selecting these themes
that match his interest.

Clustering web search results is usually performed in two steps: at the first step
the retrieval is achieved based on a query from a public web search engine and
following, the clustering is performed. The aforementioned problem can be seen

! Google:http://www.google.com/insidesearch/features/search/knowledge.html
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as a particular subfield of clustering concerned with the identification of thematic
groups of items in web search results. The input of the clustering algorithms is
a set of web search results S obtained in response to a user query, where each
result item is described by a tuple S; = (S;[url], S;[title], S;[snippet]) with the
URL, the title and the snippe. Assuming that there is a logical topic structure
in the result set, the output of a search result clustering algorithm is a set of
labeled clusters organized in various ways such as flat partitions, hierarchies etc.

In this work, we propose a system that will by all means cluster and annotate
the results of search engines having a reasonable trade-off between response time
and cluster quality. We propose a novel system that exploits semantic entities
of Wikipedia for categorizing the result set in different topic groups, according
to the various meanings of the provided query. The proposed method utilizes a
number of semantic annotation techniques using Knowledge Bases, like WordNet
and Wikipedia, so as to perceive the different senses of each query term. Finally,
the method annotates the extracted topics using information derived from the
clusters and in following presents them to the end user.

2 Related Work

Recently, extracting knowledge from web search engine results has gained a lot of
attention. In [4] they survey all the different approaches in designing clustering
web search engines and provide a taxonomy of different algorithms so as to
produce the clustered search results output. Current approaches fall into the
following three categories:

Data-centric Methods try to lab