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Preface

The rapid growth of organizational and business processes managed via infor-
mation systems made a big variety of data available that consequently created
a high demand for making available data analysis techniques more effective and
valuable. The second edition of the International Symposium on Data-Driven
Process Discovery and Analysis (SIMPDA 2012) was conceived to offer a fo-
rum where researchers from different communities and industry can share their
insights in this hot new field. The symposium featured a number of advanced
keynotes illustrating new approaches, presentations on recent research, a com-
petitive PhD seminar, and selected research and industrial demonstrations. The
goal is to foster exchanges among academic researchers, industry, and a wider
audience interested in process discovery and analysis. The event was organized
jointly by the IFIP WG 2.6 and W.G 2.12.

Submissions covered theoretical issues related to process representation, dis-
covery, and analysis or provided practical and operational experiences in process
discovery and analysis. To improve the quality of the contributions the sympo-
sium fostered the discussion during the presentation, giving authors the oppor-
tunity to improve their work by extending the presented results. For this reason,
authors of accepted papers and keynote speakers were invited to submit ex-
tended articles to this post-symposium volume of LNBIP. There 17 submissions
and 6 papers accepted for publication.

In the first paper ”Lightweight RDF Data Model for Business Processes Anal-
ysis,” Marcello Leida et al., presents a lightweight data representation model to
implement business process monitoring transparently to the data creation pro-
cess.

The second paper by Santiago Aguirre et al., ”Combination of Process Min-
ing and Simulation Techniques for Business Process Redesign: a Methodology
Approach,” addresses the problem of using simulation for organizing process re-
design. In particular the simulation model is constructed based on the discovery
analysis and on the waiting times calculated through a statistical analysis of the
event log data.

The third paper by Wil van der Aalst et al., ”Improving Business Process
Models Using Observed Behavior,” proposes a technique for aligning reference
process models to observed behaviours, introducing five quality dimensions that
are balanced and used to introduce enrich the reference model. In particular this
work analyses the effect of introducing the similarity dimension in addition to
other dimensions previously adopted in the literature.

The fourth paper by Sjoerd van der Spoel et al., ”Process Prediction in Noisy
Data Sets: A Case Study in a Dutch Hospital,” applies classifier algorithms for
predicting the outcome and duration of a process with the objective of improving
the capability of predicting the cash flow of health care organizations.



VI Preface

The fifth paper by Andreas Wombacher et al., ”Towards Automatic Cap-
turing of Semi-Structured Process Provenance”, discusses the problem of inte-
grating provenance information with process monitoring systems, improving the
automation of the procedure. The authors propose to achieve this result by us-
ing the access logs on file used in the execution of the process and provide a
demonstration of the analysis that can be performed using that approach.

The sixth paper by Jan Mendling, ”Managing Structural and Textual Qual-
ity of Business Process Modelss,” gives an overview on how empirical research
informs structural and textual quality assurance of process models.

We gratefully acknowledge the strong research community that gathered
around the research problems related to process data analysis and the high
quality of their research work, which is hopefully reflected in the papers of this
issue. We would also like to express our deep appreciation for the referees’ hard
work and dedication. Above all, thanks are due to the authors for submitting the
best results of their work to the symposium on Data-Driven Process Discovery
and Analysis.

We are very grateful to the Università degli Studi di Milano and to IFIP for
their financial support, and to the University of Fribourg, and the University of
Athabasca.

August 2013 Paolo Ceravolo
Philippe Cudre-Mauroux

Dragan Gasevic



Organization

Conference Co-Chairs

Paolo Ceravolo Università degli Studi di Milano, Italy
Philippe Cudre-Mauroux University of Fribourg, Switzerland
Dragan Gasevic Athabasca University, Canada

Advisory Board

Tharam Dillon DEBII, Curtin University, Australia
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A Lightweight RDF Data Model for Business

Process Analysis

Marcello Leida, Basim Majeed, Maurizio Colombo, and Andrej Chu

EBTIC (Etisalat BT Innovation Center), Khalifa University, P.O. Box 127788,
Abu Dhabi, U.A.E.

Abstract. This article presents a lightweight data representation model
designed to support real time monitoring of business processes. The
model is based on a shared vocabulary defined using open standard
representations (RDF) allowing independence and extremely flexible in-
teroperability between applications. The main benefit of this representa-
tion is that it is transparent to the data creation and analysis processes;
furthermore it can be extended progressively when new information is
available. Business Process data represented with this data model can
be easily published on-line and shared between applications. After the
definition of the data model, in this article, we demonstrate that with the
use of this representation it is possible to retrieve and make use of do-
main specific information without any previous knowledge of the process.
This model is a novel approach to real-time process data representation
and paves the road to a complete new breed of applications for business
process analysis.

Keywords: business process, ontology, RDF, SPARQL, linked data,
real time processing.

1 Introduction

Business Process Management (BPM) is increasingly taking a place as a critical
area of information technology, helping businesses to leverage their resources for
maximum benefit. It has been successfully applied at improving the performance
of business processes:

– by automatically extracting process models from existing systems logs, event
logs, database transactions, audit trail events or other sources of information
[1,2];

– by allowing instant analysis of the business processes using interactive visual
displays of the process workflow;

– by identifying specific case characteristics or trends that influence processing
times [3].

However, existing BPM systems tend to limit the kind of data they can analyse
and rigid on the data model itself. Moreover, most systems offer very limited
real-time analysis capabilities. Furthermore, the kind of analysis that can be

P. Cudre-Mauroux, P. Ceravolo, and D. Gašević (Eds.): SIMPDA 2012, LNBIP 162, pp. 1–23, 2013.
c© International Federation for Information Processing 2013



2 M. Leida et al.

performed is normally restricted to an inextensible and inflexible set of functions
tied to the underlying model, besides others challenges identified by the IEEE
Task Force on Process Mining [4].

The current technology typically requires the translation or import of data
into the system before it can be analysed [1,2,3]. This imposes severe constraints
on the way the data is represented and collected. The main limitation is how-
ever imposed by schemas that are neither flexible, nor easily extensible, meaning
that new information cannot be easily captured by the system without off line
modifications; moreover the high complexity of the model used makes such mod-
ification expensive. The scope for analysis and information extraction is hence
severely limited.

In order to address these issues, in this article we present a lightweight and
flexible business process representation model. Lightweight in the sense that the
model presented is a very simple conceptualisation of a business process, that
can be extended by domain specific conceptualisations. The model we present
in this paper is an extremely reduced set of concepts allowing third party client
to perform independent process analysis.

The approach is based on the Resource Description Framework (RDF) [5]
standard that allows independence between the applications generating business
process data and those consuming it. The approach is validated by a proof of
concept prototype based on a set of SPARQL [6] queries that demonstrates that
the applications can independently work without the need for exchanging domain
specific information about the business process monitored.

The article is structured as follows: Section 2 introduces the actual state of the
art; Section 3, the main section of the article, describes the basic data model used
in our system and a use case scenario where the basic data model is extended by a
process monitoring application with domain specific information. Then, Section
4 demonstrates how an analytical tool can perform specific analysis without
previous knowledge of the process by using a set of SPARQL queries. Section 5
focuses on how the schema can be used for real time monitoring applications.
Section 6 outlines open challenges that the use of such model can introduce.
Finally, Section 7 presents final consideration and future work on this area.

2 Related Work

There is a very broad literature and commercial production related to business
processes and their representation. However, in this section we will limit the
scope to the data models that have been defined starting from requirements
such as flexibility, extensibility and suitability for real-time analysis.

There are well known languages, such as BPMN1 and BPEL2 that are used to
explicitly define a process and capture execution information for fully automated
systems (e.g. web service orchestration). However in most cases integration of

1 http://www.omg.org/spec/BPMN/2.0/
2 http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html

http://www.omg.org/spec/BPMN/2.0/
http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html
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BPEL engines in existing and on-going processes is a non-trivial undertaking and
it is often an effort that enterprises prefer to avoid unless a minimum Return
of Investment (ROI) is guaranteed. This effort might also be undesirable when
the process is not formally captured and exists only in an idealized sense in the
mind of the people involved; this is particularly the case for many SMEs.

Therefore, there are many situations where a process model is of very limited
use or simply not available: in this case, the process model needs to be inferred
from the information generated during its execution, following a bottom-up ap-
proach to build the process model from execution data. This is the case of many
business process mining tools, such as Aperture [3], ProM [1] and Aris[7].

The data model underpinning Aperture is based on a flexible database model
based on the concept ofprocess and task instances, with arbitrary number and
type of attributes.

The MXML data format [2] and the Extensible Event Stream (XES) standard3

used by ProM and Aris are, as for the Aperture model, general purpose, flexible
and extensible business process representations.

However, the main issue with this approach is that they are strongly oriented
toward a task-based representation, thus it is extremely difficult to analyse the
flow from a different point of view. Moreover these models are based on a tree
representation, while our model is based on a graph, which is expressively more
powerful.

Ontology-based business process representation has also been defined: in [8],
the authors define an ontology for semantically annotate business processes: the
work focuses on the web service domain and the outcome is a set of ontolo-
gies and tools used to analyse the processes. The ontologies clearly describes
the processes, the actors (also as organizations) involved, and all the tasks and
constraints composing the processes. The target of this work is to use these on-
tologies to validate process executions by consistency checking on the processes
represented as instances of the ontology.

Another example of business process models defined as ontologies is Web
Service Modeling Ontology (WSMO) [9], which has been applied in the field of
Web Service composition and execution. The approach is very similar to [8] and
provides a set of ontologies to be used for business process validation.

The major issue with both approaches is that the process model is already
defined by the ontology and the data is usually related to the concept by a map-
ping. This is an approach that is valid in case of fully automated processes (such
as in a Web Service scenario), processes that can be easily deployed and that
generate clean data, because these approaches require the data to be translated
into the ontological format (if not generated already in the ontological format).

In our approach we do not define a process-specific ontology, rather the on-
tology is created dynamically starting from the data generated by process exe-
cutions. Hence we can potentially represent any process without having to make
any change to the data model. This particular situation is the one we plan to

3 http://www.xes-standard.org/

http://www.xes-standard.org/


4 M. Leida et al.

challenge with the solution presented in this article: the data model presented
is based on the Resource Description Framework (RDF) and is more naturally
suited to represent continuously evolving and unpredictable knowledge associ-
ated with business processes.

3 An Extensible Business Process Data Model

As already reported in Section 2, the main limitation in actual business process
analysis tools is the tight connection between the applications that capture the
information about the process and the ones that analyse it, mainly due to the
rigid data model used. Nowadays we face the need to deal with increasingly com-
plex systems and monitoring tools; that have to be flexible and robust enough
to process also information that is not present or unknown at the moment of
deployment or system initialization. Next generation Business Intelligence (BI)
systems will need to react to real-time events and predict the process behaviour
in order to take corrective actions [10]. Moreover it is necessary to separate the
data creation step from the analytical one in terms of meta-data dependency:
departments that execute the processes are mostly unaware of the type of anal-
ysis that will be performed and they tend not to communicate small changes
in the way and quantity of data they capture [3]. On the other side, also the
analytical applications do not need to know how the information is captured, as
long as it is made available on time and is compliant to a standard representa-
tion. Therefore, the need for a less constraining and less rigid model is arising.
To this aim, it is important to use an extensible, flexible and publicly available
data model. We identified the Resource Description Framework (RDF) [5] and
RDF Schema (RDFS) [11] as a very elegant way to solve this issue.

RDF is a standard vocabulary definition which is at the basis of the Seman-
tic Web vision, it is composed of three elements: concepts, relations between
concepts and attributes of concepts. These elements are modelled as a labelled
oriented graph [12], defined by a set of triples <s,p,o> where s is subject, p is
predicate and o is object. Formally a graph G can be defined as:

G ≡ (U ∪B ∪ L)× U × (U ∪B ∪ L)

where:

– U is an infinite set of constant values (called URI references) these have
their well-defined semantics provided as an example by the RDF and RDFS
vocabularies;

– B is an infinite set of identifiers (called Blank nodes) which identify instan-
tiation of concepts. Elements in this set do not have a defined semantic;

– L is an infinite set of values (called Literals). Elements in this set do not
have a defined semantic.

The elements of a triple <s,p,o> are respectively: s ∈ (U ∪ B ∪ L), p ∈ U ,
and o ∈ (U ∪B ∪L). The elements in U represents elements of the schema as in
Figure 1, while the elements in B and L are used to represent instances.
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An RDF graph is defined by a list of triples and adding new information
reduces to append new triples to the list. It is therefore easy to understand
why such representation can provide big benefits for real time business process
analysis: data can be appended on the fly to the existing one and it will become
part of the graph, available for any analytical application, without need for
reconfiguration or any other data preparation steps as we will see in Section 5.

RDF is an extremely generic data representation model and it can be used in
any domain. The level of flexibility and extensibility offered by the RDF model
however requires high computational power in order to query the information in
the graph. A system which is able to store and query an RDF graph is called a
triple store. It is out of the scope of this article to go in details of the features of
a triple store; in order to get a detailed overview the reader should refer to [13]
[14] for some comparative surveys. In order to get some comparative measures
for query answering times of the main triples stores please refer to [15].

RDF and RDFS standard vocabularies allow external application to query
data through SPARQL query language [6]. SPARQL is a standard query lan-
guage for RDF graphs based on conjunctive queries on triple patterns, which
identify paths in the RDF graph. SPARQL is supported by most of the triples
stores available.

RDF and RDFS provide a basic set of semantics that is used to define con-
cepts, sub-concepts, relations, attributes, and can be extended easily with any
domain-specific information. In the specific case of this article, the application
domain is related to Business Processes analysis and in order to provide a point
of contact for the data generation and analytical applications, it is important
to agree on a common vocabulary defining the set of semantics of this domain:
a simple representation allowing a high level of flexibility and at the same time
providing a set of elements (concepts, relations and attributes) that are mean-
ingful in the business process analysis domain. We identified as the most generic
business process the conceptual model represented in Figure 1.

Fig. 1. The conceptual model representing the basic business process representation

The main elements are the concepts: ebtic-bpm:Process that represents the
business process and ebtic-bpm:Task, representing the activity that composes
the processthe process. They both have a basic set of attributes representing
the beginning and termination of an activity: ebtic-bpm:startTime and ebtic-
bpm:endTime. A relation between these two basic concepts defines the simplest
way to represent the workflow of a business process execution: ebtic-bpm:hasTask
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is defined from the ebtic-bpm:Process to the ebtic-bpm:Task concepts and rep-
resents the set of tasks belonging to a process. Finally, a set of recursive rela-
tions are defined on the ebtic-bpm:Task concept: ebtic-bpm:followedBy, ebtic-
bpm:precededBy and ebtic-bpm:hasSubTask. They respectively indicate which
tasks precede and follow a given one and which tasks are subtasks of a given
one. The ebtic-bpm:followedBy and ebtic-bpm:precededBy relations are used to
build the process workflow while the ebtic-bpm:hasSubTask is useful in order to
define stages of execution and to ease the analysis and structural organisation
of complex processes. It is important also to underline the fact that the repre-
sentation of Figure 1 does not contain any data, it provides only a conceptual
schema that the process monitoring applications will extend and instantiate as
described in Section 3.1.

The conceptual model of Figure 1 can be formalised by a graph G defined by
the set of triples in Table 14. The elements in the conceptual model of Figure 1
are defined as a vocabulary EBTIC-BPM that extends the set U which already
contains the vocabularies RDF and RDFS.

Table 1. The list of triples that defines the basic Business process representation with
elements from EBTIC-BPM vocabulary

s p o
ebtic-bpm:hasTask rdfs:range ebtic-bpm:Task
ebtic-bpm:hasTask rdfs:domain ebtic-bpm:Process

ebtic-bpm:precededBy rdfs:domain ebtic-bpm:Task
ebtic-bpm:precededBy rdfs:range ebtic-bpm:Task
ebtic-bpm:followedBy rdfs:domain ebtic-bpm:Task
ebtic-bpm:followedBy rdfs:range ebtic-bpm:Task
ebtic-bpm:hasSubTask rdfs:domain ebtic-bpm:Task
ebtic-bpm:hasSubTask rdfs:range ebtic-bpm:Task
ebtic-bpm:endTime rdfs:range xs:dateTime
ebtic-bpm:endTime rdfs:domain ebtic-bpm:Process
ebtic-bpm:endTime rdfs:domain ebtic-bpm:Task

ebtic-bpm:startTime rdfs:range xs:dateTime
ebtic-bpm:startTime rdfs:domain ebtic-bpm:Task
ebtic-bpm:startTime rdfs:domain ebtic-bpm:Process

The RDF graph resulting by these triples is displayed in Figure 2: the nodes
represents the elements from the (U ∪ B ∪ L), the number of the connections
represents the triple identifiers, and the label of connection identifies the triple
part: the label SP is the part of the triple connecting subject to object and the
PO is the part of the triple connecting predicate to object.

According to Linked Data [16] principles the ebtic-bpm RDF graph will be
made available on-line and advertised as a publicly available schema. So that
business process data can be published and shared using this representation.
This will allow consumer application to be able to process any business process
defined according to this extensible schema, as described in Section 4.

4 The elements with xs: preamble are part of the XML Schema vocabulary
(http://www.w3.org/XML/Schema).

http://www.w3.org/XML/Schema
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Fig. 2. The RDF graph resulting by the triples in Table 1

3.1 Extending the EBTIC-BPM Vocabulary

The conceptual model defined by the triples in Table 1 is generic and does not pro-
vide any domain specific information that can be used for a meaningful business
process analysis; this information needs to be provided independently by the ap-
plications that monitor the process execution and defined as an extension of the
EBTIC-BPMvocabulary.We will not go into the details of this application since it
depends on the specific deployment configuration, as an example this application
could be deployed on a SOA environment and monitor the message exchange on
an Enterprise Service Bus (ESB), it could monitor a set of log files, it could be de-
fined as a trigger in a database and so on. What is relevant is that the information
captured by this application has to be interpreted and translated into triples.

The process monitor will act as a bridge between the specific execution en-
vironment of the process to monitor and the triple store where the triples will
be directed to; in order to make accessible the information to other applications
through the SPARQL interface of the triples store as described more in detail
in section 3.2.

As an example let us consider the process of building a product A; this product
is composed by a set of components that need to be assembled. Once the product
is assembled, its correct behaviour is verified by a testing activity. It is possible
to capture the semantic of this process by defining a vocabulary Product-A
(PA) that enriches the basic process model EBTIC-BPM as represented by the
conceptual model in Figure 3. This vocabulary is not a rigid process model
definition such as BPML but just the list of attributes, relations and tasks that
may appear during the execution of the process.

Modelling the information as an RDF graph allows monitoring applications
to provide also an incomplete vocabulary or even not to provide any vocabulary
at all during start time, and update it when a new concept, task or an attribute
appears during the execution of the process; hence also the process definition
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Fig. 3. The EBTIC-BPM conceptual model extended with domain specific concepts

is provided on-line. This is an important assumption that allows our approach
to adapt to situations where the process is not known a priori and where its
behaviour is not predictable or cannot be bounded. Updating the vocabulary in
this model is equivalent to appending the related triples to the graph and there
is no constraint of any type on when these triples should appear in the graph.
As it is also possible to notice from Figure 4, this action is transalted in adding
nodes and relations to the graph.

The domain specific vocabulary is composed by a set of concepts, relations
and attributes:

– pa:CreateProductA: this concept extends the concept ebtic-bpm:Process us-
ing the rdfs:subClassOf relation and its semantic indicates the type of process
(creation of a product of type A).
This concept has a domain specific attribute pa:department which represents
the identifier of the department that executed the process.

– pa:Assemble: this concept extends the concept ebtic-bpm:Task (with the
rdfs:subClassOf relation) and represents the activity of assembling a set of
components (indicated by the relation pa:useComponent) into a new com-
ponent (represented by the relation pa:createComponent).

– pa:Component : this concept represents the component that is used/created
by the assembling task. This concept has an attribute pa:serialNumber which
indicates the serial number of the component.

– pa:Test : this concept extends the concept ebtic-bpm:Task and represents the
activity of testing the final component (indicated by the pa:testedComponent
relation). As represented by the pa:executedBy relation, this activity is car-
ried out by an employee.

– pa:Employee: this concept represents the employee which performs the test
of the final product. This concept has an attribute pa:EIN which represents
the identification number of the employee.
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Table 2. The list of triples that extends the EBTIC-BPM vocabulary with domain
specific information

s p o
pa:CreateProductA rdfs:subClassOf ebtic-bpm:Process

pa:Assemble rdfs:subClassOf ebtic-bpm:Task
pa:Test rdfs:subClassOf ebtic-bpm:Task

pa:Assemble rdfs:domain pa:useComponent
pa:useComponent rdfs:range pa:Component

pa:Assemble rdfs:domain pa:createComponent
pa:createComponent rdfs:range pa:Component

pa:Test rdfs:domain pa:testedComponent
pa:testedComponent rdfs:range pa:Component

pa:Test rdfs:domain pa:executedBy
pa:executedBy rdfs:range pa:Employee

pa:CreateProductA rdfs:domain pa:department
pa:department rdfs:range xs:String
pa:Component rdfs:domain pa:serialNumber

pa:serialNumber rdfs:range xs:Integer
pa:Employee rdfs:domain pa:EIN

pa:EIN rdfs:range xs:Integer

Fig. 4. The RDF graph resulting by adding to the existing graph the the triples in
Table 2

This domain specific information is used to extend the basic process model
by appending the triples in Table 2 to the ones present in the triple store (the
triples in Table 1 that will be present after the bootstrap procedure). Figure 4
shows the complete RDF graph resulting by the union of the triples in Table 1
and in Table 2.
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3.2 Architecture of a Sample Deployment

A typical deployment of a system based on the data model described so far is rep-
resented in Figure 5. One or more process monitor is deployed as a non invasive
application and used to monitor the process activity; non invasive means that
the deployment of the process monitor will require none or very limited change
in the existing system. The process monitor creates and maintains the exten-
sion of the EBTIC-BPM vocabulary while capturing process execution data: this
extension need to be present in the triple store as well as the EBTIC-BPM vo-
cabulary: it can be provided during system bootstrap procedure or created on
the fly, by the process monitor itself by analysing the process execution data, and

Fig. 5. A typical deployment of the system

Table 3. An example of a log file contining process activity

TimeStamp TransactionBegin ID TN Dep. SN EIN
2012-03-14T03:55:46 2012-03-14T03:18:56 01 Assemble DBX 23442
2012-03-14T04:15:06 2012-03-14T04:01:56 01 Assemble DBX 21232
2012-03-14T04:55:26 2012-03-14T04:18:56 01 Assemble DBX 21232
2012-03-14T05:15:16 2012-03-14T04:56:58 01 Test DBX 21232 760506653
2012-03-14T06:55:26 2012-03-14T06:18:56 01 Assemble DBX 21232
2012-03-14T06:58:25 2012-03-14T07:15:26 01 Test DBX 21232 760506653
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Table 4. The triples defining one instance of execution of a process, as created by a
monitoring application

s p o
pa:01 rdf:type pa:CreateProductA
pa:01 pa:department DBX"^^xsd:string
pa:01 ebtic-bpm:startTime 2012-03-14T03:18:56+04:00"^^xsd:date

pa:0045 rdf:type pa:Assemble
pa:0045 ebtic-bpm:startTime 2012-03-14T03:18:56+04:00"^^xsd:date
pa:0098 rdf:type pa:Component
pa:0098 pa:serialNumber 23442"^^xsd:integer
pa:0045 pa:createComponent pa:0098
pa:0045 ebtic-bpm:endTime 2012-03-14T03:55:46+04:00"^^xsd:date
pa:01 ebtic-bpm:hasTask pa:0045

pa:0045 ebtic-bpm:followedBy pa:0046
pa:0046 ebtic-bpm:followedBy pa:0047
pa:0047 ebtic-bpm:precededBy pa:0046
pa:0056 ebtic-bpm:precededBy pa:0049
pa:0046 rdf:type pa:Assemble
pa:0046 ebtic-bpm:startTime 2012-03-14T04:01:56+04:00"^^xsd:date
pa:0099 rdf:type pa:Component
pa:0099 pa:serialNumber 21232"^^xsd:integer
pa:0046 pa:useComponent pa:0098
pa:0046 pa:createComponent pa:0099
pa:0046 ebtic-bpm:endTime 2012-03-14T04:15:06+04:00"^^xsd:date
pa:0047 rdf:type pa:Assemble
pa:01 ebtic-bpm:hasTask pa:0046

pa:0047 ebtic-bpm:startTime 2012-03-14T04:18:56+04:00"^^xsd:date
pa:0047 pa:useComponent pa:0099
pa:0048 ebtic-bpm:precededBy pa:0047
pa:0047 ebtic-bpm:followedBy pa:0048
pa:0048 ebtic-bpm:followedBy pa:0049
pa:0049 ebtic-bpm:followedBy pa:0056
pa:0046 ebtic-bpm:precededBy pa:0045
pa:0049 ebtic-bpm:precededBy pa:0048
pa:0047 pa:createComponent pa:0099
pa:0047 ebtic-bpm:endTime 2012-03-14T04:55:26+04:00"^^xsd:date
pa:0048 rdf:type pa:Test
pa:01 ebtic-bpm:hasTask pa:0049

pa:0048 ebtic-bpm:startTime 2012-03-14T04:56:58+04:00"^^xsd:date
pa:0048 pa:testedComponent pa:0099
pa:00129 rdf:type pa:Employee
pa:00129 pa:EIN 760506653"^^xsd:integer
pa:0048 pa:executedBy pa:00129
pa:0048 ebtic-bpm:endTime 2012-03-14T05:15:16+04:00"^^xsd:date
pa:0049 rdf:type pa:Assemble
pa:01 ebtic-bpm:hasTask pa:0047

pa:0049 ebtic-bpm:startTime 2012-03-14T06:18:56+04:00"^^xsd:date
pa:0049 pa:useComponent pa:0099
pa:0049 pa:createComponent pa:0099
pa:0049 ebtic-bpm:endTime 2012-03-14T06:55:26+04:00"^^xsd:date
pa:0056 rdf:type pa:Test
pa:01 ebtic-bpm:hasTask pa:0048

pa:0056 ebtic-bpm:startTime 2012-03-14T06:58:25+04:00"^^xsd:date
pa:0056 pa:testedComponent pa:0099
pa:0056 pa:executedBy pa:00129
pa:01 ebtic-bpm:hasTask pa:0056

pa:0056 ebtic-bpm:endTime 2012-03-14T07:15:26+04:00"^^xsd:date
pa:01 ebtic-bpm:endTime 2012-03-14T07:15:26+04:00"^^xsd:date

submitted gradually to the triple store. When the process monitor intercept pro-
cess activity information, it creates the triples representing such activity and con-
tinuously sends the triples to a message queue (for example Apache ActiveMQ5).

5 http://activemq.apache.org/

http://activemq.apache.org/
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Fig. 6. The RDF graph resulting by the union of the triples of Table 1, 2 and 4

A message listener continuously receives the triples sent to the message queue
by the various process monitors and inserts the triples into the triple store. The
triple store exposes a SPARQL query service allowing external applications to
query the continuously updated process execution graph.

As discussed, the monitoring application is responsible of creating the exten-
sions of the EBTIC-BPM vocabulary and once a process instance is executing,
the process monitor captures this information and creates the corresponding
triples to be sent to the triple store.

For the sake of simplicity we will not consider in this paper named graphs
or contexts of a triple. We assume the triples created by the process monitors
will contribute to compose the same RDF graph. We will demonstrate that even
without the use of contexts we can distinguish between different process models
in the same graph. Introducing named graphs or contexts will add separation
between RDF graphs, but the approach described is still valid.

In this deployment, the process monitoring application generates a flow of
triples representing the process activity. The logic used to translate process ac-
tivity into triples is contained in the Process Monitor and it varies depending on
the process. Imagine a log file continuously updated by a workflow management
system containing process activity as the on in Table 3.

Every line in the log represent a process activity; every time a line is added to
the log, the process monitor will analyse the line and crate the respective triples.
The final list of triples representing the log execution of Table 3 is reported in
Table 4.

Figure 6 shows the complete RDF graph containing all the nodes and connec-
tions representing the execution of a process; as it is possible to notice, already
with only one process execution the graph starts to become complex.
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Once the triples are present in the triple store, it will be possible for other ap-
plications such as business process mining or monitoring applications to extract
and analyse business process information through the SPARQL interface.

The EBTIC-BPM vocabulary introduced in section 3 provides a generic busi-
ness process domain vocabulary that allows to define SPARQL queries to be
used for data discovery process, but it is necessary to ensure that the concepts,
relations and attributes in Figure 1 are always present in the graph when the
process monitors become operative. Therefore we assume that the system will
be initialised by a bootstrap procedure that will insert the triples of Table 1 in
the triple store.

4 A SPARQL-Based Discovery Process

As a proof of concept application we developed a business process visualisation
tool, which is based on a set of predefined SPARQL queries defined with the
assumption that the EBTIC-BPM vocabulary is present in the graph. Hence the
queries are independent with respect to the domain specific information of the
process to analyse.

This application connects to a SPARQL endpoint and is used to display busi-
ness process flows under different point of views. It has been developed from a set
of recurrent requirements gathered with the experience our team developed from
down-streaming of the business process mining tool [3]. These requirements were
focused on a more flexible visualisation of the process workflow and the possibil-
ity to monitor real time process executions. The use of the data model described
in this article allows to fulfil both requirements successfully.

This tool will initially display the list of domain specific processes that are
available in the triple store, which the user can select and obtain the instances
of that process, inspect their attributes, and list of tasks with their attributes,
related concepts, and subtasks. Also by clicking on a process instance the appli-
cation will display the workflow diagram of the selected instance of execution.
All the interactions of the user with the application are translated into SPARQL
queries that are submitted to the triple store. This application processes the
results and presents them to the user according to the selected action.

These SPARQL queries are defined only with knowledge of EBTIC-BPM vo-
cabulary, but we will now demonstrate that the tool can visualise and make use
of domain specific information without prior knowledge of it.

Once the application is started, a set of SPARQL queries is executed in order
to obtain some information about the processes that are present in the store;
the following query:

SELECT ?process (1)

WHERE { ?process rdfs:subClassOf ebtic-bpm:Process.}

returns the concepts that extend the ebtic-bpm:Process concept. Each of these
concepts represents a different process type that is present in the RDF graph,
in case of the current example the results in the variable ?process will contain
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Fig. 7. The main interface of the business process visualisation tool

pa:CreateProductA. The results of this query will be displayed in a list (area
1 in Figure 7) and the user will be able to select which type of processes to
analyse. Once the user selects an entry in the process list, a second query will
be executed:

SELECT ?processID ?startTime ?endTime (2)

WHERE { ?processID rdf:type pa:CreateProductA.

?processID ebtic-bpm:startTime ?startTime.

OPTIONAL { ?processID ebtic-bpm:endTime ?endTime.}}

this query returns information (?processID ?startTime ?endTime) about the
instances of the process pa:CreateProductA, in case the user selected such process
from the list populated with the results of the previous query. In case the user
did not select any specific process type then the query that will be submitted
will be slightly different:

SELECT ?processID ?startTime ?endTime (3)

WHERE { ?processID rdf:type ?process.

?process rdfs:subClassOf ebtic-bpm:Process.

?processID ebtic-bpm:startTime ?startTime.

OPTIONAL { ?processID ebtic-bpm:endTime ?endTime.}}

this modified version combines the query 1, used to retrieve the concepts ex-
tending the basic process concept and the query 2 which is used to retrieve the
instances of a specific process concept, thus the query will return information
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about all the process instances that are present in the graph; the query 3 can be
slightly simplified in case the triple store supports RDFS inference.

The results of this second query will be used to populate a table in the graph-
ical interface of the application (area 2 in Figure 7), where the user will be able
to see the list of instances of the selected process (pa:CreateProductA in this
case). The OPTIONAL keyword indicates that the ending time of a process may
not be present, in case the process is still executing (as it is possible to notice in
the last row of the table in area 2 in Figure 7). In case OPTIONAL is not present
the results will contain only process instances that have terminated.

At this point the user, by interacting with this list can select one process
instance, as an example pa:01; this action will fire another query:

SELECT ?attribute ?value (4)

WHERE { pa:01 ?attribute ?value.

FILTER (?attribute != rdf:type)}

which will populate another table with the names and values of all the attributes
of the selected process and the list of its tasks (area 3 in Figure 7).

It is important to stress on the fact that also in this case the query will return
all the process attributes and tasks of that specific process execution, without
any knowledge of the process meta-data. The FILTER keyword is used to remove
the attributes of type rdf:type from the results if they are not meaningful for
the final user. The use of pa:01 in the first triple pattern is used to ensure that
the results returned are relevant to the selected process instance.

The user can now select a row in the resulting table, this action will execute
the query 4 modified by replacing the pa:01 element with the value of the row
selected by the user. In case the value represents a task instance, the results
of this query will populate a table with the names and the values of all the
attributes of the selected task (area 4 in Figure 7)

A more interesting behaviour occurs when the user double clicks on one pro-
cess instance to obtain the process workflow. This action will be converted by
the application into the following SPARQL query:

SELECT ?PID ?startTime ?endTime ?taskID (5)

?taskType ?follBy ?precBy

WHERE { ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

FILTER (?PID = pa:01)}

where pa:01 is the selected process instance.
The output of query 5, in case the RDF graph contains the triples of Table

1, 2 and 4 is reported in Table 5
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Table 5. A sample result set from the execution of query 5

PID startTime endTime taskID taskType follBy precBy
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0045 pa:Assemble pa:0046
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0046 pa:Assemble pa:0047 pa:0045
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0047 pa:Assemble pa:0048 pa:0046
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0048 pa:Test pa:0049 pa:0047
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0049 pa:Assemble pa:0056 pa:0048
pa:01 2012-03-14T03:18:56+04:00 2012-03-14T07:15:26+04:00 pa:0056 pa:Test pa:0049

The result of this query is processed by a method that returns a graphical
representation of the process built using the information in the ?followedBy

and ?precededBy variables. The method generates a standard GraphML [17]
document that can be consumed by any graphical library supporting such stan-
dard (Jung6, yFiles7, jsPlumb8, D39 just to cite few of them). The output will
be returned to the user in a new window as in the example of Figure 8. Our
tool makes use of the yFiles library to display the GraphML document. All the
workflow diagrams presented in this paper has been generated by our tool; in
the figures the window frame has been cropped out.

The process workflow in Figure 8 is an interactive object that the user can
manipulate: as an example switching the task-based view by selecting alternative
ways to present the process. This can be done at process or task level.

4.1 Process Level View Interaction

This aspect refers to the interaction of the user with the graphical representation
of the global process workflow. The right click of the user on any point of the
window (which is not a task), is translated in a query that is used to retrieve all
the attributes and objects related to all the tasks present in the workflow. This
is an important feature of this approach because it ensures that the user will
only be able to choose between task attributes that are present in the process
instance the user is interacting with. This is encoded in the following query:

SELECT DISTINCT ?attribute (6)

WHERE { pa:01 ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?Task.

?Task rdfs:subClassOf ebtic-bpm:Task.

?Task rdfs:domain ?attribute.}

The results of this query will populate a pop-up box where the user can select
an element that will be used to switch the process workflow from a task-based
representation to an attribute-based representation, according to the attribute
selected. In case of process level view interaction, if the selected attribute is not
present in a task the usual task-based representation will be used for that task.

6 http://jung.sourceforge.net/
7 http://www.yworks.com/en/products_yfiles_about.html
8 http://jsplumb.org
9 http://d3js.org/

http://jung.sourceforge.net/
http://www.yworks.com/en/products_yfiles_about.html
http://jsplumb.org
http://d3js.org/
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Fig. 8. The process workflow of a process instance

This behaviour is automatically encoded in the query that will be fired once
the user selects an attribute from the pop-up list. The query is similar to the pre-
vious one, with one additional variable ?alternativeName that will be used to
replace the task name in case the attribute used to switch the workflow is present
in the task. For example, if the user selects the element pa:createComponent

from the pop up list; the SPARQL query that will be execute will be:

SELECT ?PID ?startTime ?endTime ?taskID (7)

?taskType ?follBy ?precBy ?altName

WHERE { ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

OPTIONAL { ?taskID pa:createComponent ?altName.}.

FILTER (?PID = pa:01)}
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The difference with query 5 is that there is an additional optional triple pat-
tern created using the attribute selected by the user (pa:createComponent in
this case) linked to the task instance (by the ?taskID variable). This additional
pattern will bind the results to the ?alternativeName variable in case the path
in the RDF graph exists.

The output of query 7, in case the RDF graph contains the triples of Table
1, 2 and 4 is reported in Table 6.

Table 6. A sample result set from the execution of query 5

PID startTime endTime taskID taskType follBy precBy altName
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0045 pa:Assemble pa:0046 pa:0098
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0046 pa:Assemble pa:0047 pa:0045 pa:0099
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0047 pa:Assemble pa:0048 pa:0046 pa:0099
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0048 pa:Test pa:0049 pa:0047
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0049 pa:Assemble pa:0056 pa:0048 pa:0099
pa:01 2012-03-14T07:... 2012-03-14T07:... pa:0056 pa:Test pa:0049

The results will be processed to create the GraphML document representing
the workflow in Figure 9. The algorithm used to generate the GraphML docu-
ment will use the value in ?alternativeName, if present, to represents the task
name, using also a different colour to fill the element in the workflow.

4.2 Task Level View Interaction

This second aspect refers to the recursive interaction of the user with single task
type attributes in order to modify the graphical representation of the process
workflow.

Imagine a situation for which the user is interested in a certain attribute of a
specific task type and another attribute of another task type.

The user, by right clicking on a task, will fire a query very similar to query
6 which will be used to retrieve all the attributes and objects related to that
specific task. This is done by replacing the variable ?Task in the query with the
specific task (pa:createComponent), consequently narrowing the set of results.

These results are used to populate a pop-up box as, described above, and the
user can select an attribute that will be used to replace the traditional task-based
representation for that specific task.

The action of clicking on an attribute will be translated to a query conceptu-
ally similar to query 7, with the difference that this time we need to make wide
use of the UNION construct in order to compose the results of different queries:
one query that will be focused on the alternative value referred to the task se-
lected by the user, while a second query that will take care of the tasks that are
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Fig. 9. The process workflow using switched view by the id of the component created
by the task

not of the type selected by the user, which will be displayed with the traditional
task-based view. This behaviour is defined by the following query:

SELECT ?PID ?startTime ?endTime ?taskID (8)

?taskType ?follBy ?precBy ?altName

WHERE {{ ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

OPTIONAL { ?taskID pa:createComponent ?altName.}.

FILTER (?PID = pa:01 && ?taskType = pa:Assemble)}

UNION { ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

FILTER (?PID = pa:01 && ?taskType != pa:Assemble)}}
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This action can be iteratively repeated by the user for every task type present
in the workflow diagram, so that each different task type can be represented
using a different attribute.

The actions of the user are translated into additional queries that are con-
nected to the one defined so far by the UNION keyword as shown in query 9.

SELECT ?PID ?startTime ?endTime ?taskID (9)

?taskType ?follBy ?precBy ?altName

WHERE {{ ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

OPTIONAL { ?taskID pa:createComponent ?altName.}.

FILTER (?PID = pa:01 && ?taskType = pa:Assemble)}

UNION { ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

OPTIONAL { ?taskID pa:executedBy ?altName.}.

FILTER (?PID = pa:01 && ?taskType = pa:Test)}

UNION { ?PID ebtic-bpm:hasTask ?taskID.

?taskID rdf:type ?taskType.

?PID ebtic-bpm:startTime ?startTime.

OPTIONAL {?PID ebtic-bpm:endTime ?endTime.}.

OPTIONAL { ?taskID ebtic-bpm:followedBy ?follBy.}.

OPTIONAL { ?taskID ebtic-bpm:precededBy ?precBy.}.

FILTER (?PID = pa:01 && ?taskType != pa:Assemble

&& ?taskType != pa:Test)}}

The output of query 9, in case the RDF graph contains the triples of Table
1, 2 and 4 is reported in Table 7.

The results will be processed to create the GraphML document representing
the workflow in Figure 10.

This set of queries demonstrates how the visualiser application is able to ex-
tract and make use of domain specific information to create useful user interfaces
and rich process workflows, by automatically creating SPARQL queries with only
the initial knowledge of the EBTIC-BPM vocabulary. As previously pointed out
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Table 7. A sample result set from the execution of query 6.

PID startTime endTime taskID taskType follBy precBy altName
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0045 pa:Assemble pa:0046 pa:0098
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0046 pa:Assemble pa:0047 pa:0045 pa:0099
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0047 pa:Assemble pa:0048 pa:0046 pa:0099
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0049 pa:Assemble pa:0056 pa:0048 pa:0099
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0048 pa:Test pa:0049 pa:0047 pa:00129
pa:01 2012-03-14T03:... 2012-03-14T07:... pa:0056 pa:Test pa:0049 pa:00129

Fig. 10. The process workflow using switched view by used component

this vocabulary is the basic set of information shared between applications that
monitor business process execution and submit the triples to the triple store,
and the applications that make use of such information.

5 Real Time Aspects

Another important aspect of the business process model presented in this article
is the possibility to continuously add information to the graph. This is an im-
portant feature of RDF representation, enabled by the fact that every triple is a
valid RDF piece of information that identify nodes and connections in the RDf
graph. Another important feature of RDF is that both schema and instance-level
information is stored in the same graph and that a SPARQL query can return
any point in the graph.

Answering queries in SPARQL can be simply translated into identifying all
the paths in the graph that satisfy the query pattern. Hence, continuously adding
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nodes and connection to the graph generates new paths in the graph that can
match queries previously executed.

EBTIC10 developed a triple store that allows client applications to register
queries, so that the client is notified with a new result whenever there is data
inserted in the system closing a path that satisfies the registered query. In case
the triple store does not support such a feature, a timer can be defined and
the queries to monitor can be executed continuously providing the difference
between the results at time t and t-1 to the client.

The queries that have been presented in the previous section can be registered
in the triple store as continuous queries and the application will be notified with
every new result. Assuming that the process monitor will continuously intercept
process execution data and translate it into triples, the visualisation application
is able to monitor the processes in real-time.

6 Open Problems

One of the major issues that at the moment prevents us from obtaining a fully
flexible solution to business process discovery with absolute transparency be-
tween process monitors and the graph, is the assumption that all the process
monitors operating on the same extended process model (for example the one
defined in Section 3.1) need to agree on the process model specific vocabulary
and they are not allowed to modify it without mutual agreement with all the
other process monitors. This is a requirement we have to impose at the mo-
ment, but in future the idea is that every process model is independent and that
they can freely modify the process model vocabulary. The RDF graph ideally
will automatically adapt and modify the incoming triples in order to adapt to
the evolved model. However this is an open problem that will require further
research in the field of collaborative ontology evolution.

7 Conclusions

In this article we presented an extremely extensible and flexible data represen-
tation model oriented towards real time business process monitoring and discov-
ering; the model is based on Resource Description Framework (RDF) standard
that allows independence between applications that generate business process
data and applications that consume it. The process is represented as a labelled
oriented graph defined by a set of triples as defined in Section 3.

Applications that monitor business processes will extend this basic set of infor-
mation with their domain specific one at run-time by entering the corresponding
triples in the triple store.

We finally demonstrated that this approach allows process discovery and anal-
ysis of domain specific extensions that may also be created at run time by third
party applications just with the use of SPARQL queries. Future work on this

10 http://www.ebtic.org

http://www.ebtic.org
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direction will be to develop a set of non-invasive monitoring and analytical appli-
cations that will allow us to deploy and test this approach within an enterprise-
scale environment.
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Abstract. Organizations of all sizes are currently supporting their per-
formance on information systems that record the real execution of their
business processes in event logs. Process mining tools analyze the log
to provide insight on the real problems of the process, as part of the
diagnostic phase. Nonetheless, to complete the lifecycle of a process, the
latter has to be redesigned, a task for which simulation techniques can be
used in combination with process mining, in order to evaluate different
improvement alternatives before they are put in practice. In this context,
the current work presents a methodological approach to the integration
of process mining and simulation techniques in a process redesign project.

Keywords: process mining, data mining, simulation, process redesign,
BPM.

1 Introduction

Information systems have become the backbone of most organizations. Without
them, companies could not sell products or services, purchase materials, pay
suppliers or submit their tax reports. These systems record valuable information
about process execution on event logs containing activities, originators, times-
tamps and case data. This information can be extracted and analyzed to produce
useful knowledge for organizations to diagnose and improve their business pro-
cesses. This is called process mining [1] .

Process mining is a discipline that aims to discover, monitor and improve
business processes by extracting knowledge from information systems event logs
[2], making use of data mining techniques. Event logs record information about
real business process execution and are available in Process Aware Information
Systems (PAIS) such as BPM, ERP, CRM, Workflow Management Systems, etc.
[3]. Process mining is, therefore, a recent discipline that lies between data mining
and process modeling and analysis [1].

The ultimate goal of process mining is to generate useful knowledge for or-
ganizations to understand and improve their business processes mainly through
the application of data-mining-based tools. Figure 1 shows the three components
of process mining [2]: Discovery, Conformance and Enhancement.

P. Cudre-Mauroux, P. Ceravolo, and D. Gašević (Eds.): SIMPDA 2012, LNBIP 162, pp. 24–43, 2013.
© International Federation for Information Processing 2013
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Fig. 1. Process mining components

Table 1 details the organizational enhancement possibilities offered by process
mining through its three components.

For its part, Business Process Simulation provides techniques for testing so-
lutions before their actual implementation. Both simulation and process mining
contribute to Business Process Lifecycle [9] (Figure 2), which starts with busi-
ness process design based on customer and stakeholder requirements. Next, the
implementation stage comprises business rules and policy definition as well as
computer platform configuration. Then, the process enters its actual execution
stage. Later, in the monitoring and analysis stage, the process is optimized by
measuring and analyzing its performance indicators. Table 2 details the contri-
bution of simulation and process mining to each stage of the cycle.

According to the authors of the Process Mining Manifesto[1], one of the chal-
lenges that must be addressed to improve the usability of process mining is its
integration with other methodologies and analysis techniques. A clear example
is provided by simulation tools, which are likely to complement process diagnosis
and analysis by testing alternative process mining implementation scenarios as
part of the business process lifecycle.

Most simulation techniques have been applied to production and logistics,
where process routes are predefined and can therefore be more easily modeled.
However, in service processes such as complaint appraisal and response, there
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Table 1. Process Mining components and their applications

Component Application
Process Discovery Finding out how the process actually runs. Process mining

algorithms applied to the analysis of event logs allow
organizations to clearly see and model the real execution of a
process in terms of either a Petri net or BPMN notation. The
point here is that process mining describes the real situation
and is not based on people’s (subjective) perception [4].

Conformance
Checking

Determining whether the process complies with regulations and
procedures. The real execution model of a business process can
be compared to documented procedure protocols in order to
determine its conformance with established standards,
regulations and policies. Process mining has proved useful for
detecting potential sources of fraud and non-compliance [5].

Process Enhacement Analyzing the social interaction of the process. Through the
application of process mining techniques, it is possible to assess
the social network supporting the process, in order to analyze
interactions between individuals and discover loops that may
delay its execution [6]. These techniques are also used to
interpret roles in the process as an example group of users
involved only in one task.
Discovering bottlenecks (bottlenecks). These techniques allow
finding actual bottlenecks on which action can be taken to
improve process implementation.
Predicting specific time cycles. Certain data mining techniques
such as decision trees facilitate the prediction of the remaining
execution time of a running process [7], [8].

can be many variations or process routes depending on the type of complaint.
For this reason, it is important to start by analyzing the information system’s
event log in order to reach a realistic model, rather than an idealized version of
the process. The necessary parameters to build such a model can be supplied by
process mining.

Furthermore, a series of methodological approaches have been developed for
business process redesign and for the application of simulation and process
mining. BP trends [10] proposes five general stages for a process redesign ef-
fort: 1) Project Understanding, 2) Business Process Analysis, 3) Business Pro-
cess Redesign, 4) Business Process Redesign Implementation and 5) Redesigned
Business Process Roll Out. Although this methodology constitutes a valuable
approach, it needs to be complemented with specific tools such as simulation
and process mining.

The current paper presents a methodological approach to process redesign,
based on a combination of simulation techniques and both data and process
mining tools, together with those of the understanding phase of the BP trends



Combination of Process Mining and Simulation Techniques 27

Table 2. Contributions of simulation and process mining to Business Process Lifecycle

Phase Contribution of process
mining

Contribution of simulation

Re(Design) The real process model, which
is discovered by process mining
techniques, is an important
input for process design or
redesign.

Through simulation it is
possible to perform “what if”
analyses of the different process
design or redesign options.

Implementation
and Execution

In the implementation phase,
process mining is used to verify
that the process complies with
business policies and rules. It is
also possible to predict the
remaining execution time of a
running case.

Having been tested and
improved through simulation,
business processes are
implemented in this phase.

Monitoring and
analysis

In the analysis phase, process
mining is used for identifying
loops and bottlenecks, and for
further checking for
conformance with business
rules.

Simulation allows business
process analysis to eliminate
bottlenecks and improve
throughput times.

Fig. 2. Business Process Lifecycle

Business Process Redesign methodology [10]. Section 2 contains a complete re-
view of the state of the art and related works. Section 3 provides a detailed
explanation of the methodological approach and Section 4 describes the case
study to which the method was applied. Finally, Section 5 draws the conclusions
and future work.
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2 Literature Review and Related Works

The literature review focuses on previous methodological developments intended
not only for the application of process mining to business process improvement,
but for the combination of process mining and simulation as well.

2.1 Methodologies for Process Mining

Bozcaya [11] proposed a methodology for applying process mining to business
process diagnosis, based on three perspectives: control flow, performance and
organizational analysis. The method in question starts with Log preparation,
which includes event log extraction, interpretation and transformation, in order
to determine the activities and their sequence. The next step is to inspect and
clean the event log data to eliminate cases with missing data. Once the log has
been cleaned, the control flow analysis is performed for conformance checking
against procedures through the application of discovery techniques like alpha,
fuzzy of genetic algorithms.

As a next step, these same authors propose performance analysis in order
to discover business process bottlenecks and delays. Finally, the social network
algorithms are used to apply an organizational analysis aimed not only at deter-
mining role interactions involved in process execution, but at discovering loops
that might be delaying process cycling time. This method was applied to a case
study and constitutes an important step ahead in the diagnostic phase of process
redesign. Nevertheless, this phase needs to be complemented with the under-
standing (planning), redesign (to-be) and implementation stages of a complete
business process redesign cycle.

Rebuge and Ferreira [12] developed a methodological approach to business
process analysis in the health care sector. They start by describing the complex-
ity of business processes in this sector, which are inherently dynamic, multidis-
ciplinary and highly variable. Therefore, process mining techniques are the most
suitable ones for diagnosing and analyzing these processes.

These researchers describe their method as an extension of Bozcaya’s one [11],
on which they based their work, including the sequence cluster analysis applied
by this author after the log inspection phase. Rebuge and Ferreira [12] actually
focus on this cluster technique, which is aimed at discovering process flow pat-
terns. When applied to the emergency care process of a hospital, this method
allowed identifying all variations and deviations from the internal protocols and
guidelines of the institution, thus demonstrating the usefulness of process min-
ing for diagnosis and analysis in these cases. As to future work, they suggest
complementing the method with additional steps such as the use of heuristics
for determining the number of clusters, on the one hand, and the establishment
of measures for evaluating the quality of the results, on the other hand.

2.2 Process Mining and Simulation

The literature on this topic presents research works and case studies in which
process mining and simulation are used in combination. Rozinat [4] uses process
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mining techniques to discover business processes and, based on past executions,
analyzes how data attributes influence decisions on said processes. This analy-
sis allows finding each event’s probabilities and frequencies, based on which a
model is constructed and represented by a Colored Petri Net (CPN), in order
to simulate different resource usage optimization and throughput time reducing
alternatives.

Maruster [13]proposes a process redesign methodology based on the combi-
nation of process mining and simulation techniques, and presents its application
to three case studies. Mainly supported by CPN simulation, the method con-
sists of three phases: process performance variable definition, process analysis
(as-is), and process redesign (to-be). This approach constitutes an important
step forward in the integration of different tools in this field. However, it fo-
cuses on CPN simulation, thus tending to underscore the understanding phase,
which is seen, according to Harmon [10], as the first stage of any process redesign
project.

The current work focuses on complementing the methodology proposed by
Maruster [13], by emphasizing the project understanding phase, featured by
process scope analysis, process redesign goal setting and performance gap analy-
sis. According to Vander Alast [1] one of the reasons why process mining has not
been widely applied is the lack of a comprehensive methodology that is capable
of linking organization Key Process Indicators (KPIs) with actual analysis and
redesign efforts. The methodology proposed in this paper intends to close this
gap by linking business priorities to process analysis and redesign using process
mining and simulation tools. Just as well, it shows how data mining tools (e.g.,
decision trees) can be combined with simulation in a process redesign project.
Part of this method was applied to the case study described in Section 41 .

3 The Redesign Project: A Methodological Approach

Including process mining and simulation tools, the development of the current
methodology took into consideration both BPtrends method [10] and Maruster’s
[3] approach. It comprises the following phases:

– Phase I: Project Understanding. The goal of this phase is to gain consensus
over the problem to be solved, the scope of the project and the desired goals
as stated in terms of the business process indicators.

– Phase II: Project Understanding. The goal of this phase is to gain consensus
over the problem to be solved, the scope of the project and the desired goals
as stated in terms of the business process indicators.

– Phase III: Business Process Redesign (to-be). This phase is intended to
develop and simulate the corresponding business process improvement alter-
natives.

1 Some data about this case study has been modified forprivacy reasons.
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– Phase IV: Implementation. The goal of the implementation phase is to put
in operation the amendments in question through changes in procedures, job
descriptions and work assignments.

Figure 3 and Table 3 explain the activities and tools that describe the proposed
methodology.

Fig. 3. Proposed methodology with phases, activities and tools

Table 3. Description of the phases and activities of the proposed methodology

Phase
/Activity

Description Tools

Phase I: Project Understanding
1. Problem
Description

The purpose of problem description is to
understand and gain consensus on the
reasons why the process needs to be
improved (customer complains,
compliance requirements, costs,
throughput times).

-Process
Performance
Indicators.
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Table 3. (Continued)

Phase
/Activity

Description Tools

2. Process scope
and stakeholder
identificatio

During this phase, the source, input,
output and customer of the process are
identified. The process stakeholders are
established and interviewed to gain a
better understanding of the performance
desired for the process.

-Process scope
diagram
-Stakeholders
diagram

3. Gap Analysis The gap analysis identifies the actual
process performance indicators (as-is)
and establishes the desired process
performance indicators (to –be) based
on process vision, benchmarking and
stakeholder expectations.

-Gap analysis
-Benchmarking
-Process
Performance
Indicators

4. Definition of
Project Goals

The desired amendments of the to-be
process turn to be the project goals.

Phase II: Business Process Analysis (AS – IS)
5. Event log
extraction

The event log of the actual execution of
the business process must be extracted
from the information system (ERP,
CRM, BPMS). Then, the event log is
cleaned from missing data and
transformed, so that it can be analyzed
with data mining and process mining
packages.

-Disco®
software
-PROM®
software -SPSS
statistical
package

6. Real model
process discovery

Through the application of process
mining algorithms such as alpha mining
[14], heuristic mining [15] or genetic
mining [16], it is possible to
automatically discover the actual process
model from the event log using ProM or
Disco software functionalities. This
model can be represented in a Petri net,
or through BPMN notation. The real
process model allows visualizing
bottlenecks, loops or lack of compliance.

-Disco®
software
-PROM®
software Process
mining
algorithms
(alpha,
heuristics,
genetic), Petri
nets, BPMN.
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Table 3. (Continued)

Phase
/Activity

Description Tools

7. Process
Performance
Analysis

The event log needs to be assessed
through descriptive statistics in order to
analyze process performance indicators
such as activity times, idle times and
standard deviations. Role assessment
output is likely to show differences in
personal productivity.

-Statistical
Analysis (mean
times, standard
deviation).
-SPSS®
statistical
package
-Disco®
software

8. Data mining
Analysis

Data mining techniques are used to
extract knowledge from process
execution. Techniques such as decision
trees are used to discover those variables
that have greater incidence on process
delays. Social Network is useful for
analyzing role interactions between the
people executing the process, with the
aim of finding either functional loops or
key roles within the process

-Cluster analysis,
decision trees,
social network
analysis.
-SPSS®
statistical
package

9. Root cause
Analysis

Root cause analysis is useful to examine
the causes of the main problems that
have been discovered in the previous
steps. This analysis is a simple way to
organize and classify the list of possible
causes and requires the knowledge of the
people participating in the execution of
the process

-Root cause
diagram

Phase III: Business Process Redesign (TO-BE)
10. Simulation
Model

Based on the process discovered in phase
1, and on processing and waiting times
calculated through the statistical
analysis of the event log data, a
simulation model is generated.

-Simulation
-Simulation
packages

11. Development
of process
improvement
alternatives

Once the problems and causes are clear,
the process improvement alternatives for
the to-be process must be established to
overcome the issues found in the as-is
analysis phase (Phase II).

-Cost-benefit
analysis
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Table 3. (Continued)

Phase
/Activity

Description Tools

12. Simulation
and “what if”
analysis.

The process improvement alternatives
are tested through simulation in order to
decide on their actual implementation.
This allows performing the “what if”
analysis of different scenarios.

-Simulation
-Simulation
packages
(Promodel,
Arena, etc).

Phase IV: Implementation
13. Solution
implementation

The process improvement alternatives
selected after the simulation test are
then rolled out and put in practice.

Procedures, job
descriptions,
work
assignments.

4 Case Study: Procurement Process at a Private
University

The case study to which we applied the proposed methodology consists in the
procurement process of a private university that handles approximately 15,000
purchase orders every year, with an estimated budget of $ US 50 million. The
normal functioning of the University and its projects depends on the efficiency
of the Procurement Department in obtaining the required goods and services.

The procurement process is supported by an ERP system2 in which the follow-
ing activities are executed: purchase requisition, requisition approval, purchase
order, purchase order approval, goods receipt, invoice receipt and vendor pay-
ment.

4.1 Application of the Methodological Approach

The methodology presented in the current work was applied to this case study
using process mining and simulation techniques. The following is the detailed
step by step explanation of the process.

A. Phase I: Understanding the Project
In this phase, the problem is described, the gap analysis between as-is and to-be
is performed, and the project goals are set.

Problem Description
Despite the support of an integrated system, the procurement process in question
has been presenting problems and inconveniences such as long approval waiting
times and overload of “manual” documents and activities not managed by the

2 The organization uses Oracle PeopleSoft ®.
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ERP. This makes the process inefficient, as only 32% of orders are delivered
within 1 month, which is the user expected time.

The users (professors, research and administrative staff) frequently present
complaints about delays and excessive paperwork in the process. Although pro-
fessors must make purchases for research projects having 1 or 2 year time frames,
the purchase of an imported good may take more than 6 months, which certainly
impacts the schedule of these projects.

Process Scope and Stakeholder Identification
Figure 4 shows the process scope diagram, where it can be seen that the main
input is the requisition made by departments and areas of the university. Said
requisition starts a process that finishes when the product is delivered to the
areas and the supplier has been paid. There is a procedure for the order approval
subprocess, but there is no business rule specifying the maximum time allowed
for this step. There is also a good governance code for managing suppliers and
contracts. Enablers correspond to two different resources of the process: the
information system (ERP system) and the staff involved in the process.

The shaded boxes in figure 4 represent the process stakeholders: departments,
suppliers, purchasing board, and both the Administrative and IT offices.

Fig. 4. Process scope analysis

Gap Analysis
The gap analysis was used to represent the current (as-is) and expected (to-
be) process performances, as mediated by process redesign. In order to deter-
mine the expected performance, it is important to ask the stakeholders why the
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process should be improved and what the expected performance is in terms
of key process indicators. Figure 5 shows the main performance and capabil-
ity gaps and the tools that were used in the analysis and improvement of the
process.

Fig. 5. Gap analysis

Definition of Project Goals
The desired amendments of the to-be process turn to be the project goals:

– Reducing cycle time to ensure that 70% of orders are delivered within 1
month.

– Reduce the number of user complaints.

B. Phase II: Analyzing Business Process (as-is)
This phase begins with event log data extraction in order to discover the real pro-
cess model and to apply data mining techniques for an in-depth process analysis.
The objective of this phase is to establish process improvement opportunities.

Event Log Extraction
In this phase, the event log is extracted from the ERP system. The informa-
tion supplied by the log includes case id, time stamps, activities and perform-
ers (originators) of the procurement process. In addition, there is information
regarding each order such as requested product or service, supplier, requesting
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department, cost, product family and the person approving each purchase req-
uisition or order.

The original log contained one year of historical data, corresponding to 15,091
cases. The quality of the log was inspected in the statistical package3 , which
allowed finding some missing data and outliers. After cleaning the log, the cases
were reduced to 8,987.

Process Discovery
Through the application of process mining algorithms such as alpha mining
[14], heuristic mining [15] or genetic mining [16] it is possible to automatically
discover the actual process model using the ProM software functionality. This
model can be represented in a Petri Net, or through BPMN notation. Because
of its mathematical foundations, process mining uses Petri Nets in most appli-
cations, which allows the implementation of analysis techniques [3]. Some case
studies make use of Colored Petri Nets (CPN) because of their simulation ca-
pabilities in packages such as CPN tools [17]. In the current case, the alpha
algorithm was used due to the low complexity of the process model and paths.
For more complex processes, genetic algorithms or the heuristic mining algorithm
are recommended. Figure 6 shows the studied procurement process modeled in a
Petri Net.

Fig. 6. Procurement process

Process Performance Analysis
The event log was assessed through descriptive statistics in order to analyze
some key process indicators such as cycle time, cycle time per buyer and buyer
productivity, among others. Figure 7 shows a box plot of cycle times per buyer,
which exhibits a high variability in mean time cycles between buyers and, in
some cases, high variability within buyers. This analysis suggests an influence of
the buyer in time cycles. This influence is going to be analyzed in depth in the
data mining analysis section.

3 IBM SPSS® was used for the data mining analysis.
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Fig. 7. Procurement cycle times per buyer

Table 4 presents some key findings of the process performance analysis.

Table 4. Key findings of the process performance analysis

The main bottleneck of the process is the purchase requisition approval
subprocess
Mean cycle time is 50 days, with a standard deviation of 28 days. Only 32% of
orders are delivered within 1 month.
Imports require thrice as much more time than local purchases. The minimum
time required for an imported good is 40 days.
The mean cycle time per buyer is highly variable (Fig 7).

Data Mining Analysis
For a more detailed diagnosis of the purchase requisition approval subprocess,
a decision tree analysis was made to discover the roles of the organization that
delay the process. The database was split in three parts: training (40% of the
records), validation (40% of the records) and test (20% of the records). The de-
cision tree was growth and pruned using the classification and regression tree
algorithm (CART) and Gini impurity. The CART procedure minimizes classifi-
cation error given a tree size [18] Figure 8 shows the tree results in test data.
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Figure 8 shows that if the order must be approved by the roles in node 2,
the probability that the requisition arrives before 30 days is 1%. When the
approvers are those in node 1, the odds of receiving the request within 30 days rise
to 50%.

Fig. 8. Decision tree for purchase requisition approval

Table 5 presents the key findings of the purchase requisition approval decision
tree analysis.

Table 5. Key findings of the purchase requisition approval decision tree analysis

The person that approves the purchase request has a significant impact on the
probability of receiving the request within 30 days.
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Root Cause Analysis
The Cause and Effect analysis was used to determine the cause of the problem.
Through this tool, the roles involved in the execution of the process identified
the major causes of delay in purchase requisition approval. Figure 9 shows these
causes as classified by categories.

Fig. 9. Root cause analysis

Table 6 presents the key findings of this analysis.

Table 6. Key findings of this analysis

One of the main approval delay causes is that the physical documents that are
handled in the process are not managed in a central repository.
Given that there is no business rule determining a time limit for approvals,
approvers do not give the required priority to this process.

C. Phase III: Redesigning the Business Process (to-be)
In the redesign stage, the different process improvement options are simulated
and evaluated.

Simulation Model
Based on the process discovered in phase 1, and on processing (P) and waiting
times (W) calculated through the statistical analysis of the event log data, a
simulation model was generated. Figure 10 shows the simulation model, which
was obtained in the Process Modeler application.
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Fig. 10. Simulation model of the procurement process

Simulation of the as-is process was performed with 4,224 cases, finding and
average cycle time of 50.72 days, as shown in Table 7.

Table 7. Average process cycle time

Scoreboard
Scenario Name Total Exits Average Time In

System (Days)
Expected Average

Time (Days)
Baseline Request 4.224,00 50.72 30

Process Improvement Alternatives
The process improvement alternatives were defined to overcome the issues found
in the as-is analysis phase. Said alternatives are shown in table 8.

Table 8. Process improvement alternatives

Process improvement alternative
1. Removing the purchase order approval
process.

Out of the 8,987 analyzed cases, no
purchase order was rejected, so this
control can be eliminated, the
responsibility lying on the purchase
requisition approval process.

2. Establishing an approval time limit
business rule.

Said business rule would define that the
approvers have a maximum of 5 days for
purchase requisition approval.

Simulation and “what if” Analysis
The different improvement alternatives were simulated in corresponding scenar-
ios.

– Scenario 1: Removal of the purchase order approval process.
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– Scenario 2: Establishment of a business rule stating that approvers have a
maximum of 5 days for purchase requisition approval.

– Scenario 3: Scenario 1 + Scenario 2

Table 9 shows the key findings of the simulation analysis

Table 9. Key findings of the simulation analysis

Table 9. Key findings of simulation and what if analysis
Scenario 1: If the purchase order approval process was removed, the
cycle time could be reduced to 43 days.

Scoreboard
Name Total Exits Average Time in System (Day)

Solicitud 4224,00 42,81
Scenario 2: If the university established a business rule specifying that
approvers have a maximum of 5 days to approve purchase requisitions,
the cycle time could be reduced to 43 days.

Scoreboard
Name Total Exits Average Time in System (Day)

Solicitud 4224,00 40,23
Scenario 3: Through the simultaneous implementation of scenarios 1 and
2, the cycle time could be reduced to 35 days.

Scoreboard
Name Total Exits Average Time in System (Day)

Solicitud 4224,00 34,76

D. Phase: Implementation
At this stage, the selected alternatives are implemented to improve the business
process. For this case study, scenario 3 presented in Table 9 allows decreasing
the cycle time to 35 minutes, thus constituting the alternative that is going to
be recommended to the University for Implementation.

4.2 Lessons Learned

One of the key success factors for the implementation of the proposed methodol-
ogy is the involvement of the people (users) playing a role in the actual execution
of the business process. User knowledge is crucial for the interpretation of the
cases, activities and variables of the process’ event log, especially when it comes
to preventing data misinterpretation and organizing a log that represents the
actual execution of the process. Data extraction from, and cleansing of the event
log is a crucial step that must be carried out in close connection with the users
because they are the ones who know the real facts about outlier values and
missing or wrong data.

The sequence proposed in this methodology does not necessarily have to be
executed in that same order. Tools like process performance analysis, data mining
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and root cause analysis can be used in any order and may be complemented
with other tools like Statistical Process Control from Six Sigma or Value Stream
Mapping from Lean. These tools are complementary and might be useful in
complex business processes where data mining and root cause analysis are not
enough for a complete as-is process analysis.

Although the currently available process mining packages have been evolving
in functionality, they still need to be more user-friendly, especially regarding
data display techniques. Working with state-of-the-art algorithms, ProM is par-
ticularly useful for process discovery, but the resulting petri nets are not easy
to interpret by the business user. Disco from Fluxicom is emerging as a user
friendly package that provides more understandable visualization and animation
tools. Providing adequate functionalities for finding missing data and outliers,
SPSS and SAS are helpful and robust statistical packages when it comes to event
log cleaning. Data mining analyses such as cluster and decision trees can be used
with these applications.

5 Conclusions and Further Research

The present paper presents a methodological approach to process redesign that
combines simulation techniques, data mining and process mining tools, as well
as the tools of the understanding phase of the BPtrends methodology [10]. These
tools and techniques are complementary to one another, and their integration
contributes to achieving the goals set for each phase of the methodology.

BPtrend tools are useful for the understanding phase of the project, in which
the scope of the process is established, the gap analysis between as-is and to-be
is performed, and the stakeholders agree on the expected performance of the
business process.

On the other hand, specific process mining techniques such as alpha, heuris-
tics or genetic algorithms allow both discovering the actual process model and
checking for compliance with business rules and procedures. Said model is used
to construct the as-is simulation model.

Data mining techniques such as decision trees and cluster analysis are useful
for determining the variables that influence process cycle times and to determine
the odds of executing a process within a certain time limit.

Simulation benefits greatly from process mining since the latter provides the
parameters that are needed to construct the simulation model, based on the real
process model. Simulation makes it possible to test different process redesign al-
ternatives before implementing them, thus becoming a valuable decision-making
tool.

A process redesign project requires more than a single tool to achieve the
expected results. Although process mining provides tools for process diagnosis
and analysis, it must be complemented with other methodologies and techniques
such as simulation and other process improvement tools that allow understanding
and planning the process redesign effort.

The methodological approach proposed in this paper needs to be validated in
other case studies reaching the implementation phase, in order to assess whether
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it meets the expected results. Further research is needed to determine how the
event log source (ERP, WFMS, CRM) determines the necessary log extraction,
transformation and cleansing activities.
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Abstract. Process-aware information systems (PAISs) can be config-
ured using a reference process model, which is typically obtained via
expert interviews. Over time, however, contextual factors and system
requirements may cause the operational process to start deviating from
this reference model. While a reference model should ideally be updated
to remain aligned with such changes, this is a costly and often neglected
activity. We present a new process mining technique that automatically
improves the reference model on the basis of the observed behavior as
recorded in the event logs of a PAIS. We discuss how to balance the
four basic quality dimensions for process mining (fitness, precision, sim-
plicity and generalization) and a new dimension, namely the structural
similarity between the reference model and the discovered model. We
demonstrate the applicability of this technique using a real-life scenario
from a Dutch municipality.

1 Introduction

Within the area of process mining several algorithms are available to automat-
ically discover process models. By only considering an organization’s records of
its operational processes, models can be derived that accurately describe the op-
erational business processes. Organizations often use a reference process model,
obtained via expert interviews, to initially configure a process. During execution
however the operational process typically starts deviating from this reference
model, for example, due to new regulations that have not been incorporated
into the reference model yet, or simply because the reference model is not accu-
rate enough.

Process mining techniques can identify where reality deviates from the original
reference model and especially how the latter can be adapted to better fit reality.
Not updating the reference model to reflect new or changed behavior has several
disadvantages. First of all, such a practice will overtime drastically diminish the
reference model’s value in providing a factual, recognizable view on how work
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c© International Federation for Information Processing 2013



Improving Business Process Models Using Observed Behavior 45

is accomplished within an organization. Second, a misaligned reference model
cannot be used to provide operational support in the form of, e.g., predictions
or recommendations during the execution of a business process.

A straightforward approach to fix the misalignment between a reference model
and reality is to simply discover a new process model from scratch, using auto-
mated process discovery techniques from process mining [1]. The resulting model
may reflect reality better but may also be very different from the initial refer-
ence model. Business analysts, process owners and other process stakeholders,
may heavily rely on the initial reference model to understand how a particular
process functions. Confronting them with an entirely new model may make it
difficult for them to recognize its original, familiar ingredients and understand
the changes in the actual situation. As a result, a freshly discovered process
model may actually be useless in practice.

In this paper, we propose to use process mining to discover a process model
that accurately describes an existing process yet is very similar to the initial
reference process model. To explain our approach, it is useful to reflect on the
four basic quality dimensions of the process model with respect to the observed
behavior [1,2] (cf. Figure 1a). The replay fitness dimension quantifies the extent
to which the discovered model can accurately replay the cases recorded in the
log. The precision dimension measures whether the discovered model prohibits
behavior which is not seen in the event log. The generalization dimension assesses
the extent to which the resulting model will be able to reproduce possible future,
yet unseen, behavior of the process. The complexity of the discovery process
model is captured by the simplicity dimension, which operationalizes Occam’s
Razor.

Following up on the idea to use process mining for aligning reference process
models to observed behaviors, we propose to add a fifth quality dimension to this
spectrum: similarity to a given process model. By incorporating this dimension,
we can present a discovered model that maximizes the four dimensions while
remaining aligned, as far as possible, with the intuitions and familiar notions
modeled in a reference model.

“able to replay event log” “Occam’s razor”

“not overfitting the log” “not underfitting the log”

(a) Different quality dimensions for Pro-
cess Model Discovery [1]

(b) Incorporating similarity

Fig. 1. Adding similarity as a process model quality dimension
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Figure 1b illustrates the effects of introducing this additional dimension. By
setting a similarity boundary, the search for a model that balances the initial
four quality dimensions is restrained. In this way, a new version of the reference
model can be found that is similar to the initial reference model yet is improved
with respect to its fit with actual behavior. Clearly, if the similarity boundary is
being relaxed sufficiently (i.e. the discovered model is allowed to deviate strongly
from the reference model), it is possible to discover the optimal process model.
Such an optimal model, as explained, may not be desirable to use for process
analysts and end users as a reference point, since they may find it difficult to
recognize the original process set-up within it.

The remainder of the paper is structured as follows. In Section 2 we present
related work in the area of process model improvement and process model repair.
In Section 3 we present our approach using a genetic algorithm to balance the
different quality dimensions while in Section 4 we show how to incorporate the
similarity dimension in our approach. In Section 5 we show the results of applying
our technique to a small example. In Section 6 the technique is applied to a real
life case. Finally, Section 7 concludes the paper.

2 Related Work

Automatically improving or correcting process models using different sources of
information is an active research area. Li et. al. [15] discuss how a reference
process model can be discovered from a collection of process model variants. In
their heuristic approach they consider the structural distance of the discovered
reference model to the original reference model as well as the structural distance
to the process variants. By balancing these two forces they make certain changes
to the original reference model to make it more similar to the collection of process
model variants. Compared to our approach, here the starting point is a collection
of process variants, rather than a log.

An approach aimed to automatically correct errors in an unsound process
model (a process model affected by behavioral anomalies) is presented by Gam-
bini et. al. [11]. Their approach considers three dimensions: the structural dis-
tance, behavioral distance and ‘badness’ of a solution w.r.t. the unsound process
model, whereby ‘badness’ indicates the ability of a solution to produce traces
that lead to unsound behavior. The approach uses simulated annealing to simul-
taneously minimize all three dimensions. The edits applied to the process model
are aimed to correct the model rather than to balance the five different forces.

Detecting deviations of a process model from the observed behavior has been
researched, among others, by Adriansyah et. al. [2,4]. Given a process model and
an event log, deviations are expressed in the form of skipped activities (activities
that should be performed according to the model, but do not occur in the log)
and inserted activities (activities that are not supposed to happen according to
the model, but that occur in the log). A cost is attributed to these operations
based on the particular activity being skipped/inserted. Based on this informa-
tion an alignment can be computed between the process model and the log,
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which indicates how well the process model can describe the recorded behavior.
While this approach provides an effective measure for the replay fitness quality
dimension of Figure 1a, the approach per se does not suggest any corrections to
rectify the process model’s behavior.

The work of Fahland et. al. [10] provides a first attempt at repairing pro-
cess models based on observed behavior. In their notion, a process model needs
repair if the observed behavior cannot be replayed by the process model. This
is detected using the alignment between the process model and the observed
behavior of [2, 4]. The detected deviations are then repaired by extending the
process model with sub-processes nested in a loop block. These fixes are applied
repeatedly until a process model is obtained that can perfectly replay the ob-
served behavior. This approach extends the original process model’s behavior
by adding new fragments that enable the model to replay the observed behavior
(no existing fragments are removed). The main disadvantage of this approach is
that only one aspect of deviation, namely that of not being able to replay the
observed behavior, is considered. Moreover, since repairs add transitions to the
model, by definition, the model can only become more complex and less precise.
It is unclear how to balance all five quality dimensions by extending the work
in [10].

3 Our Mining Technique

In this section we briefly introduce our flexible evolutionary algorithm first pre-
sented in [6]. This algorithm can seamlessly balance four process model quality
dimensions during process discovery.

3.1 Process Trees

Our approach internally uses a tree structure to represent process models. Be-
cause of this, we only consider sound process models. This drastically reduces
the search space thus improving the performance of the algorithm. Moreover, we
can apply standard tree change operations on the process trees to evolve them
further, such as adding, removing and updating nodes.

Figure 2 shows the possible operators of a process tree and their translation to
a Petri net. A process tree contains operator nodes and leaf nodes. An operator
node specifies the relation between its children. Possible operators are sequence
(→), parallel execution (∧), exclusive choice (×), non-exclusive choice (∨) and
loop execution (�). The order of the children matters for the sequence and loop
operators. The order of the children of a sequence operator specifies the order
in which the children are executed (from left to right). For a loop, the left child
is the ‘do’ part of the loop. After the execution of this part the right child,
the ‘redo’ part, might be executed. After this execution the ‘do’ part is again
enabled. The loop in Figure 2 for instance is able to produce the traces 〈A〉,
〈A,B,A〉, 〈A,B,A,B,A〉 and so on. Existing process models can be translated
to the process tree notation, possibly by duplicating activities.



48 J.C.A.M. Buijs et al.

3.2 Quality Dimensions

To measure the quality of a process tree, we consider one metric for each of the
four quality dimensions, as we proposed in [6]. We base these metrics on existing
work in each of the four areas [2, 4] and we adapt them for process trees, as
discussed below. For the formalization of these metrics on process trees we refer
to [6].

Replay fitness quantifies the extent to which the model can reproduce the
traces recorded in the log. We use an alignment-based fitness computation
defined in [4] to compute the fitness of a process tree. Basically, this tech-
nique aligns as many events as possible from the trace with activities in an
execution of the model (this results in a so-called alignment). If necessary,
events are skipped, or activities are inserted without a corresponding event
present in the log. Penalties are given for skipping and inserting activities.
The total costs for the penalties are then normalized, using information on
the maximum possible costs for this event log and process model combina-
tion, to obtain a value between 1 (perfect) and 0 (bad).

Precision compares the state space of the tree execution while replaying the
log. Our metric is inspired by [5] and counts so-called escaping edges, i.e.
decisions that are possible in the model, but never made in the log. If there
are no escaping edges, the precision is perfect. We obtain the part of the
state space used from information provided by the replay fitness, where we
ignore events that are in the log, but do not correspond to an activity in the
model according to the alignment.

Generalization considers the frequency with which each node in the tree needs
to be visited if the model is to produce the given log. For this we use the
alignment provided by the replay fitness. If a node is visited more often, then
we are more certain that its behavior is (in)correct. If some parts of the tree
are very infrequently visited, generalization is bad.

Simplicity quantifies the complexity of the model. Simplicity is measured by
comparing the size of the tree with the number of activities in the log. This
is based on the finding that the size of a process model is the main factor

Fig. 2. Relation between process trees and block-structured Petri nets
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for perceived complexity and introduction of errors in process models [16].
Furthermore, since we internally use binary trees, the number of leaves of the
process tree has a direct influence on the number of operator nodes. Thus,
the tree in which each activity is represented exactly once is considered to
be as simple as possible.

The four metrics above are computed on a scale from 0 to 1, where 1 is
optimal. Replay fitness, simplicity and precision can reach 1 as optimal value.
Generalization can only reach 1 in the limit i.e., the more frequent the nodes are
visited, the closer the value gets to 1. The flexibility required to find a process
model that optimizes a weighted sum over the four metrics can efficiently be
implemented using a genetic algorithm.

3.3 The ETM Algorithm

In order to be able to seamlessly balance the different quality dimensions we
implemented the ETM algorithm (which stands for Evolutionary Tree Miner).
In general, this genetic algorithm follows the process shown in Figure 3. The
input of the algorithm is an event log describing the observed behavior and,
optionally, one or more reference process models. First, the different quality
dimensions for each candidate currently in the population are calculated, and
using the weight given to each dimension, the overall fitness of the process tree
is calculated. In the next step certain stop criteria are tested such as finding a
tree with the desired overall fitness, or exceeding a time limit. If none of the
stop criteria are satisfied, the candidates in the population are changed and the
fitness is again calculated. This is continued until at least one stop criterion is
satisfied and the best candidate (highest overall fitness) is then returned.

The genetic algorithm has been implemented as a plug-in for the ProM frame-
work [18]. We used this implementation for all experiments presented in this
paper. The algorithm stops after 1, 000 generations or sooner if a candidate
with perfect overall fitness is found before. In [7] we empirically showed that
1, 000 generations are typically enough to find the optimal solution, especially

Fig. 3. The different phases of the genetic algorithm
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for processes with few activities. All other settings were selected according to
the optimal values presented in [7].

4 Similarity as the 5th Dimension

In order to extend our ETM algorithm for process model improvement we need
to add a metric to measure the similarity of the candidate process model to the
reference process model. Similarity of business process models is an active area
of research [3, 8, 9, 12–15, 19]. We distinguish two types of similarity: i) behav-
ioral similarity and ii) structural similarity. Approaches focusing on behavioral
similarity, e.g. [3, 8, 9, 13, 19], encode the behavior described in the two process
models to compare using different relations. Examples are causal footprints [9],
transition adjacency relations [19], or behavioral profiles [13]. By comparing two
process models using such relations, it is possible to quantify behavioral similar-
ity in different ways.

Approaches focusing on structural similarity only consider the graph structure
of models and abstract from the actual behavior, e.g., heuristic approaches like
[15], only focus on the number of common activities ignoring the connecting
arcs, or vice versa, ignore the actual activities to only consider the arcs. Most
approaches [8, 12, 14] provide a similarity metric based on the minimal number
of edit operations required to transform one model into the other model, where
an edit is either a node or an arc insertion/removal.

Both behavioral and structural similarity approaches first require a suitable
mapping of nodes between the two models. This mapping can be best achieved
by combining techniques for syntactic similarity (e.g. using string-edit distance)
with techniques for linguistic similarity (e.g. using synonyms) [8].

Our algorithm only needs to consider the structural similarity, since the event
log already captures the behavior that the process model should describe. Recall
that the behavior of the reference model w.r.t. the logs is already measured
by means of the four mining dimensions (Fig. 3.2). Hence, we use structural
similarity to quantify the fifth dimension.

4.1 Tree Edit Distance as a Metric for Similarity

Since we use process trees as our internal representation, similarity between two
process trees can be expressed by the tree edit distance for ordered trees. The
tree edit distance dimension indicates how many simple edit operations (add,
remove and change) need to be made to nodes in one tree in order to obtain the
other tree. Since the other four quality metrics are normalized to values between
0 and 1, we need to do the same for the edit distance. This is easily done by
making the number of edits relative to the sum of the size of both trees. The
similarity score finally is calculated as 1 minus the edit distance ratio. Hence,
a similarity score of 1.000 means that the process model is the same as the
reference model.
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Figure 4 shows examples of each of the three edit operations. The reference
tree is shown in Figure 4a. Figure 4b shows the result after deleting activity B

from the tree. Our trees are binary trees, meaning that each non-leaf node has
exactly 2 children. Therefore, the × operator node is also removed. The removal
of B from the tree results in an edit distance of 2. The similarity is 1− 2

5+3 = 0.75.
The process tree shown in Figure 4c has activity D added in parallel to activity

A. This also results in 2 edits since a new ∧ operator node needs to be added,
including a leaf for activity D. Since the resulting tree has grown, the relative
edit distance is less than when part of the tree is deleted. Finally, changing a
node as shown in Figure 4d, where the root → operator is changed into an ∧
operator, only requires 1 edit operation.

We use the Robust Tree Edit Distance (RTED) algorithm [17] to calculate
the edit distance between two ordered trees. The RTED approach first computes
the optimal strategy to use for calculating the edit distance. It then calculates the
edit distance using that strategy. Since the overhead of determining the optimal
strategy is minimal, this ensures best performance and memory consumption,
especially for larger trees. However, it is important to realize that our approach is
not limited to the RTED algorithm. Furthermore, although in this paper we only
consider a single distance metric, it is possible to incorporate multiple metrics
(for example looking at both structural and behavioral similarity).

→
×

CB
A

(a) Refer-
ence tree.

→

CA

sim: 0.750 2 edits

(b) Removing B

→
×

CB

∧

DA

sim: 0.833 2 edits

(c) Adding D in par-
allel to A

∧
×

CB
A

sim: 0.900 1 edit

(d) Change root to
∧.

Fig. 4. Examples of possible edits on a tree (a) and respective similarities

Table 1. The event log

Trace # Trace #

A B C D E G 6 A D B C F G 1

A B C D F G 38 A D B C E G 1

A B D C E G 12 A D C B F G 4

A B D C F G 26 A C D B F G 2

A B C F G 8 A C B F G 1

A C B E G 1

Fig. 5. Petri net of a loan application pro-
cess. (A = send e-mail, B = check credit, C
= calculate capacity, D = check system, E
= accept, F = reject, G = send e-mail).
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Table 2. Different weight combinations and the resulting fitness values for the simple
example

Weights Quality

Sim f p g s Sim edits f p g s

100 10 1 1 1 1.000 0 0.880 1.000 0.668 0.737

10 10 1 1 1 0.935 3 1.000 0.885 0.851 0.737

1 10 1 1 1 0.667 12 1.000 0.912 0.889 1.000

0.1 10 1 1 1 0.639 13 1.000 0.923 0.889 1.000

10 0 1 1 1 1.000 0 0.880 1.000 0.668 0.737

10 10 0 1 1 0.935 3 1.000 0.849 0.851 0.737

10 10 1 0 1 0.978 1 0.951 0.992 0.632 0.737

10 10 1 1 0 0.935 3 1.000 0.885 0.851 0.737

5 Experimental Evaluation

Throughout this section we use a small example to explain the application and
use of our approach. Figure 5 describes a simple loan application process of a
financial institute which provides small consumer credits through a webpage. The
figure shows the process as it is known within the company. When a potential
customer fills in a form and submits the request from the website, the process
starts by executing activity A which notifies the customer with the receipt of the
request. Next, according to the process model, there are two ways to proceed. The
first option is to start with checking the credit (activity B) followed by calculating
the capacity (activity C), checking the system (activity D) and rejecting the
application by executing activity F. The other option is to start with calculating
the capacity (activity C) after which another choice is possible. If the credit is
checked (activity B) then finally the application is rejected (activity F). Another
option is the only one resulting in executing E, concerned with accepting the
application. Here activity D follows activity C, after which activity B is executed,
and finally activity E follows. In all three cases the process ends with activity G,
which notifies the customer of the decision made.

However, the observed behavior, as is recorded in the event log shown in Ta-
ble 1, deviates from this process model. The event log contains 11 different traces
whereas the original process model only allows for 3 traces, i.e., modeled and
observed behavior differ markedly. To demonstrate the effects of incorporating
the similarity between process trees, we run the extended ETM algorithm on
the example data of Table 1.

In [6] we showed that, on this data set, the optimal weights are 10 for replay
fitness and 1 for precision, generalization and simplicity. In the first experiment
(Section 5.1), we only change the similarity weight to vary the amount of change
we allow. In the second experiment (Section 5.2) we fix the weight for similar-
ity and ignore each of the other four quality dimensions, one at a time. The
experiment settings and their results are shown in Table 2.
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5.1 Varying the Similarity Weight

Figure 6a shows the process tree that is discovered when giving the similarity a
weight of 100. The similarity ratio is 1.000, indicating that no change has taken
place. Apparently no change in the tree would improve the other dimensions
enough to be beneficial.
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Fig. 6. Varying similarity weight

If we reduce the similarity weight to 10, the process tree as shown in Figure 6b
is discovered. Three edits have been applied: in the bottom-right part of the
tree two → and an × operator have been changed to ∧ and ∨. This allows for
more behavior, as is indicated by the increase in replay fitness of 0.220. Also,
generalization increased by 0.183, at the cost of a decrease in precision of 0.115.

If we lower the weight of the similarity to 1, we get the process tree as shown
in Figure 6c. This process tree requires 12 edits starting from the original tree
and is very different from the process tree we started with. However, compared
to the previous process tree, the other 4 quality dimensions have improved over-
all. Replay fitness has now reached a value of 1.000 since this process tree allows
skipping activity D. Also, simplicity reached 1.000 since no activities are dupli-
cated or missing.
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Table 3. Different weight combinations and the resulting fitness values for the practice
application

Weights Quality

Sim f p g s Sim edits f p g s

1000 10 1 1 1 1.000 0 0.744 0.785 0.528 0.755

100 10 1 1 1 0.990 1 0.858 0.799 0.566 0.792

10 10 1 1 1 0.942 6 0.960 0.770 0.685 0.815

1 10 1 1 1 0.650 42 0.974 0.933 0.747 0.613

0.1 10 1 1 1 0.447 83 0.977 0.862 0.721 0.519

Finally, reducing the similarity weight to 0.1 provides us with the process tree
shown in Figure 6d, which is also the process tree that would be found when
no initial process tree has been provided, i.e., pure discovery. The only improve-
ment w.r.t. the previous tree is the slight increase in precision. However, the tree
looks significantly different. The resemblance to the original tree is little as is
indicated by a similarity of 0.693, caused by the 13 edits required to the original
model.

5.2 Ignoring One Quality Dimension

In [6] we showed that ignoring one of the four quality dimensions in general does
not produce meaningful process models. However, many of these undesirable and
extreme models are avoided by considering similarity. To demonstrate this we
set the similarity weight to 10. The other weights are the same as in the previous
experiment: 10 for fitness, 1 for the rest. We then ignore one dimension in each
experiment. The results are shown in Figure 7.

Ignoring the fitness dimension results in the process tree as shown in Figure 7a.
No changes were made, demonstrating that no improvement could be made on
the other three dimensions that was worth the edit.

If precision is ignored, the result is the process tree as shown in Figure 7b.
Replay fitness and generalization improved by applying 3 edits. The tree of
Figure 6b, where we used the same similarity weight but included precision,
only 1 edit was allowed. By removing the restriction on precision, it is worth to
apply more edits to improve replay fitness and generalization.

We do not see this effect as strongly when we ignore generalization or sim-
plicity. The resulting process trees, shown in Figure 7c and Figure 7d, are very
similar to the original one with only 1 edit.

This experiment shows that considering similarity to a reference process model
avoids the extreme cases encountered in [6].
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Fig. 7. Ignoring one dimension

6 Application in Practice

Within the context of the CoSeLoG project, we are collaborating with ten Dutch
municipalities that are facing the problem addressed in this paper.1 The munici-
palities have implemented case management support, using a particular reference
model. Now they are deriving new, possibly shared, reference models because
they want to align each model with their own real process and the real processes
in the municipalities they are collaborating with.

One of the municipalities participating in the CoSeLoG project recently
started looking at one of their permit processes. The reference model used in the
implementation was very detailed, with many checks that the employees in prac-
tice did not always do (usually with good reasons). Therefore, they were inter-
ested in a model that looks similar to the original reference model, but still shows
most of the behavior actually observed. For this we applied our technique to dis-
cover different variants of the process model, focusing on different quality combi-
nations, while maintaining the desired similarity to the reference model. For this

1 See http://www.win.tue.nl/coselog

http://www.win.tue.nl/coselog
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application we only used the first part of the process which contains a total of 27
different activity labels, which we anonymized using letters from A to Z plus AA.

The experiment settings and their results are shown in Table 3. We exper-
imented with fixed weights for the original four quality dimensions, and only
changed the weight for the similarity to the reference model. The results confirm
the intuition that reducing the weight of the similarity dimension allows more
edits to be made (cf. the quality part of the table). In general, we also see that
by allowing more edits, most of the quality dimensions improve. Of course, there
is a trade-off between different dimensions. Since we weight the replay fitness
dimensions 10 times more than the others, we see that this dimension always
improves, sometimes at the cost of the other dimensions.

Figure 8a shows the process tree that is discovered using a similarity weight of
1, 000. This is the same process tree as created from the process model provided
by the municipality. All four quality dimensions are relatively bad and many
improvements are possible. However, none of these improvements were applied
since one change needs to drastically improve the process tree to be worth it.

If we set the similarity weight to 100 we obtain the process tree of Figure 8b.
Here one edit has been made, namely the left-most activity leaf node has been
changed from τ to L. This single edit causes all four quality dimensions to im-
prove, especially replay fitness. The original process model used a significantly
different activity name than the one present in the event log, which was trans-
lated to a τ in the process tree.

If we further relax the importance of similarity by using a weight of 10, we
obtain the process tree of Figure 8c. Here 6 edits have been made from the
original model. The root node now changed to an ∨ to allow more behavior. The
left branch of the root node also changed to allow more behavior, better suiting
the recorded behavior. Also the operator node of activities I and J changed as
well as the operator of their grandparent node. It appears that the event log
contains a lot of short traces, only containing activities from the first part of
the process. Some traces even contain activity L only. All the dimensions have
improved after these changes, except precision which has slightly decreased.

Further relaxing the similarity we obtain the process trees of Figure 8d (weight
of 1 – 42 changes) and Figure 8e (weight of 0.1 – 83 changes). Both these models
have little to do with the original reference model. At the same time, the quality
of these two process trees with respect to the log did not improve much, while
their appearance did. Therefore, for this experiment, we propose the process tree
of Figure 8c as the improved version of the reference model. By applying only
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6 edits the process model has improved significantly, mainly on replay fitness
(from 0.744 to 0.960), while still showing a great resemblance to the original
reference model.

7 Conclusion

In this paper, we proposed a novel process mining algorithm that improves a
given reference process model using observed behavior, as extracted from the
event logs of an information system. A distinguishing feature of the algorithm is
that it takes into account the structural similarity between the discovered pro-
cess model and the initial reference process model. The proposed algorithm is
able to improve the model with respect to the four basic quality aspects (fitness,
precision, generalization and simplicity) while remaining as similar as possible to
the original reference model (5th dimension). The relative weights of all five di-
mensions can be configured by the user, thus guiding the discovery/modification
procedure. We demonstrated the feasibility of the algorithm through various
experiments and illustrated its practical use within the CoSeLoG project.

A limitation of this paper is that it assumes that the deviations discovered
from the logs are always rightful. Indeed, some process deviations do reflect
an evolving business process due to new acceptable practices or regulations,
and as such should be accommodated into the reference model. However, some
other deviations may be the result of non-compliance or be caused by a sub-
efficient execution. These undesirable deviations should be isolated and discarded
in order to prevent bad practices form becoming a part of the reference model.
In future work, we plan to implement a more fine-grained control on the different
costs for edit actions on different parts of the process model. For example, edits
on operators may have lower costs than edits on labels. In this way we can
for instance restrict our changes to extensions of the original reference model,
and prevent existing parts of the model from being changed. Also, pre-defined
domain-specific constraints which the process model should adhere to can be
fixed in this way. However, while these techniques may help produce better
results, the identified deviations still need to be validated by a domain expert
before making their way into the reference model. Only in this way we can ensure
that false positives are properly identified.

Finally, we plan to conduct an empirical evaluation of the understandability
of the process models discovered using our algorithm, as perceived by domain
experts, and compare the results with those obtained with other process mining
algorithms, which ignore the similarity dimension.
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Abstract. Predicting the amount of money that can be claimed is crit-
ical to the effective running of an Hospital. In this paper we describe a
case study of a Dutch Hospital where we use process mining to predict
the cash flow of the Hospital. In order to predict the cost of a treat-
ment, we use different data mining techniques to predict the sequence of
treatments administered, the duration and the final ”care product” or
diagnosis of the patient. While performing the data analysis we encoun-
tered three specific kinds of noise that we call sequence noise, human
noise and duration noise. Studies in the past have discussed ways to re-
duce the noise in process data. However, it is not very clear what effect
the noise has to different kinds of process analysis. In this paper we de-
scribe the combined effect of sequence noise, human noise and duration
noise on the analysis of process data, by comparing the performance of
several mining techniques on the data.

Keywords: process prediction, process mining, classification, cash flow
prediction, data noise, case study.

1 Introduction

In the Netherlands, insurance companies play an important role in settling the
finances of medical care. Hospitals and other care providers claim their costs
for treating a patient with the patient’s insurance company, who then bill their
customer if there are costs not covered by the insurance.

Starting January 1st, 2012, Dutch hospitals are required to use a new system,
called “DOT”, for claiming their costs for treating patients. The central principle
of DOT is that the amount of the claim is based on the actual care provided,
which is only known after the treatment has finished. Previously, the amount of
the claim was based on the diagnosis for which average costs would be determined
by negotiation between the government, hospitals and insurance companies.

This change confronted the hospitals with a finance management problem.
Whereas they previously could claim costs already after diagnosis, they now
have to wait until treatment has finished. Since it is unknown ahead of time
when treatments will finish, it also unknown when the hospital can expect cash
flow for their treatment processes and how large those cash flows will be.

Cash flow prediction for treatment processes seems like a problem that a com-
bination of data and process mining could well help to solve. A treatment process

P. Cudre-Mauroux, P. Ceravolo, and D. Gašević (Eds.): SIMPDA 2012, LNBIP 162, pp. 60–83, 2013.
c© International Federation for Information Processing 2013
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of one patient, called a care path, can be seen as a sequence of activities which
determines the so-called care product with an associated cost. Based on a data
set with all details about completed care paths and associated care products,
one could develop a predictor that, given only the start of such a path, could
predict the rest of the path and its associated duration and cost.

This paper describes our experiences and results with this case study in data
and process mining. The paper specifically addresses a problem with three kinds
of noise in our data that significantly affected our results. It is of course common
knowledge that noise in the underlying data may affect the result of any kind of
data mining including process mining. We encountered, however, three different
kinds of noise that were rather specific to our process mining and that were
so prevalent that known solutions from literature did not apply. We call these
kinds of noise (a) sequence noise meaning errors in or uncertainty about the
order of events in an event trace, in our case study the order of activities in a
care path, (b) duration noise meaning noise arising from missing or wrong time
stamps for activities and variable duration between activities. (c) human noise
meaning noise from human errors such as activities in a care path which were the
result of a wrong or faulty diagnosis or from a faulty execution of a treatment
or procedure.

The reason why sequence uncertainty was so prevalent in our case study is as
follows. During the day, a medical specialist typically sees many patients. During
a consult or treatment, however, it is often too disruptive for the specialist to
update the patient’s electronic dossier. It is common practice that (s)he updates
the dossiers at the end of day or even later. As a consequence, the modification
time of a patient’s dossier (which is what is recorded) does not reflect the actual
moment of the activity, and it often does not even reflect the order in which
the activities took place during that day. Furthermore, it also common that
patients undergo several activities and see several specialists on the same day. For
example, a hospitalized patient may receive a visit from a specialist doing his/her
rounds, receive medication, undergo surgery, results from a blood analysis may
be finished, all on the same day. In the case study data sets, we have averages of
about 2.5 to 10 activities per day. This inherent noisy timestamp problem and
its magnitude causes major sequence noise in the underlying data.

Furthermore, the noisy timestamp issue also causes the duration noise, as it
makes the calculation of the duration between activities very noisy and error
prone. Also, much of the duration noise comes from the fact that in our case
study data two activities are considered by the client to be consecutive even if
they are separated by many days or weeks, as long as they are part of the same
treatment and no other activities have occurred in between them.

On the other hand, human noise arises from human errors which include (i)
Noise due to a wrong or faulty diagnosis - this leads to a faulty extra series
of process steps at the beginning of the treatment process, (ii) Noise due to
faulty execution of the treatment and/or erroneous procedures that need to be
repeated. So, our data contains large amounts of sequence noise + human noise+
duration noise and when combined, these make the prospect of noise removal
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very complicated and difficult to perform. Hence, in our paper we proceed by
analysing the noisy data to demonstrate what kind of results one can expect
with different data mining analysis techniques.

1.1 Contribution

The contributions of this paper are:
– A case study of applying data and process mining for cash flow prediction

in a Dutch hospital.
– Accuracy results for different prediction tasks: given a diagnosis and start of

a care path, predict the rest of the path, the duration of the path, the final
care product, and the associated cash flow.

– Experimental comparison of the performance of several mining techniques
on these tasks.

– Analysis and discussion on the effects of sequence and human noise, both
are kinds of data noise specific for process mining which have received little
attention in literature.

2 Case Study

Starting January 1st, 2012, Dutch hospitals will use a new system for claiming
the costs they make for treating patients. Hospitals claim these costs at patient’s
insurance companies, who then bill their customers.

2.1 DOT Registration System

The new registration and claiming system addresses the problem that actual
costs are unequal to what is charged, in an effort to increase the transparency
of cost calculation for provided care. The system is referred to as DOT, which
stands for ”DBCs towards transparency”. A DBC is a combination of diagnosis
(D) and treatment (Dutch: behandeling, B).

The central principle of DOT is to decide the care product based on the care
provided. Whereas, in the previous registration system the care product was
based solely on the diagnosis.

A treatment path in the DOT system consists of the following:

– Care product and associated care product code: This is the name and code
given to the treatment performed, which is made up one or more sub paths
(Care types).

– Sub path: Is a sequence of activities performed (with one or more Activity
types) in a treatment sequence

– Care type and associated care type code: Is the specific name and code
associated with the sub path

– Activity type and associated activity type code: Are the activities performed
for a particular care type in a sub path
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The hospital data is structured into several tables, of which two are important
in this case: Activities and Sub paths. An activity represents an item of work,
like surgery or physical therapy, but also, days spent in hospital are considered
activities. Groups of activities that are performed to treat the individual patient’s
diagnosis are called sub paths. They are called sub paths because multiple more-
or-less independent sub paths make up the total care path for a patient: the path
from the patient registering some complaint to being fully treated. Care paths
do not have care products, but sub paths do. Table 1 shows the structure of the
activity data, table 2 shows the same for the sub path data.

A care product has an associated cost, which is claimed at a patient’s insur-
ance company. To derive which care product a patient has received, the DOT
system uses a system called the grouper. This grouper consists of rules that
specify how care products are derived from performed activities. In the DOT
methodology, it is the activities performed that decide the care product. This
does not mean that every activity influences the care product, in fact, laboratory
work and medicines have no influence on the grouper result. DOTs are processed
by the grouper after they have been closed. When a DOT registration is closed
depends on the amount of time that has passed since the last activity. If more
than the specified number of days has passed, the DOT is marked closed. Dif-
ferent types of activities have different durations after which the DOT is to be
marked as closed. The grouper is maintained and operated by the independent
DBC Maintenance authority. The rules that make up the grouper are the results
of negotiations between the academic Dutch hospitals and insurance companies.

The DOT system should lead to a better matching between actual provided
care and associated care product. In turn, this leads to what the insurance
companies (and therefore patients) pay.

While a patient is still undergoing treatment, the DOT system poses two
problems:

– The hospital does not know how much they will receive for the care they
have provided, as they don’t know what care product will be associated with
the open DOTs.

– The hospital does not know when a DOT is likely to be closed, because a
DOT closes only some time after the final treatment. If the patient turns
out to require another treatment before the closing date of the DOT (based
on the previous treatment), the closing date moves further into the future.
Because the hospital does not know when a DOT closes, they also don’t
know when they can claim the cost of the associated care product.

These problems are in essence process prediction problems. The first involves
predicting the process steps, because these process steps dictate the care product.
The second problem involves predicting the duration of a process. To see how
well different approaches work for this practical case, we test predicting care
product, product cost and care duration. For this purpose we use anonymized
patient data from a Dutch hospital. The data we have available is based on heart
and lung specialties.
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Dataset construction. To produce data sets for our experiment, the activity and
sub path tables where joined to get a new table with the sub path id, care
product, activity code and registration date. A separate table was made for
every diagnosis, as the diagnosis is not part of prediction, but is known at the
start of a sub path. The produced tables where converted to a Sub path id −
Care product−Activity 1− . . .−Activity n format. The data format is explained
in detail in section 5.

Because activities are recorded every day and not at the moment they are
performed, we do not know the sequence of activities within a day. This leads to
sequence noise and duration noise in the data sets, as the inferred sequence is not
necessarily the right one, as we approximate the sequencing by ordering activity
codes alphabetically. The sequence noise, duration noise and the human noise
increases the complexity of the task of finding the right set of future activities,
and then determining its duration.

Note that we did not artificially add noise: the noise is the result of the lack
of explicit time-based sequence of activities in the original data, so we had to
recover the exact sequence where it was implicit. The approaches we present in
this paper for predicting “care products” will have to deal with this fact, as it
is a consequence of the way data is stored at the hospital.

3 Problem Formalization

We start with providing notation for and defining the most important concepts
in our case study in order to be able to more precisely define the prediction tasks
that we distinguish.

3.1 Basic Concepts

An activity Act is defined as a label taken from the set of possible DBC codes.
A care path P is a sequence of activities P = Act1, . . . ,Actn. We focus our
prediction only on subpaths which have a unique care product, so a care path
should be interpreted as a subpath. We sometimes denote a care path with P̂ to
emphasize that it is closed, i.e., it belongs to a finished treatment or to a DOT
that was closed by the grouper for some reason. The last activity in a closed
care path is denoted with Actend; the last activity of an ‘incomplete’ care path
is often denoted with Actcur to emphasize its role as ‘current’ activity. P1 ⊕ P2

denotes the concatenation of P1 and P2. d = dP denotes the duration of care
path P in terms of time (measured in days in our case study).

The grouper Grp is a function that determines the care product C = Grp(P̂)
for a given path P̂ . The associated cost of a care product C is denoted by
cost(C ).

From a subset of our data, we construct a directed weighted process graph
G = (N ,E ), where the nodes N represent activities and the edges e the possibil-
ity that one activity can follow another. The weight of an edge w(e) is defined as
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the number of occurrences that these two nodes follow each other in that order.
We added a node “Start” to each G to obtain a single starting point for all care
paths. We furthermore added the care products as separate terminal nodes, such
that for each P̂ , Grp(P̂) = C = Actend.

We assume that the available underlying data is in the form of a set of com-
plete care paths. We chose to work with separate sets of care paths each belonging
to one specialty and diagnosis code.

3.2 Prediction Tasks

With the notation above, we can precisely define the prediction tasks we consider
in this paper. Let P = Act2, . . . ,Actcur

1, P ′ = Actcur+1, . . . ,Actend, and P̂ =
P ⊕ P ′. The prediction tasks are:

1a) Given an incomplete care path P , predict the care product C directly (i.e.,
without considering or predicting P ′). We view this prediction task as a
classification task. We use a subset of the closed care paths belonging to one
diagnosis with their associated care product as training data for supervised
learning of the classifier.

1b) A predicted care product determines its cost cost(C ).
2a) Given a process graph G constructed from a subset of the care paths be-

longing to one diagnosis, an activity Actcur, and a care product C = Actend,
predict the path P ′ in between. We view this prediction task as a process
mining task. Note that we attempt our prediction given only the current
activity Actcur and not the path leading to this activity P . The latter is left
to future research.

2b) A predicted path determines its duration, i.e., dP ′ , from which a prediction
can be derived for the full duration dP̂ given G, Actcur, and C .

In the end the financial department of the hospital is interested in an amount
of money (i.e., cost(Grp(P̂))) and a moment in time (which can be derived from
dP̂ ). It may happen, however, that an entirely wrong care product is predicted,
but that it has a similar cost, or that an entirely wrong path P ′ is predicted
with a similar length. In those cases, the prediction of what we are ultimately
interested in is close, but rather unjustifiably so. Therefore, we target not only
the b-tasks, but also the a-ones. Moreover, examining the results of predicting
the rest of the path also provides more insight into the effects of sequence and
human noise.

4 Literature Review

4.1 Classifier Algorithms

Prediction tasks 1a and 1b are about assigning a class - the careproduct - to a
combination of independent variables - the activities. That is why we consider

1 We start with activity 2, because activity 1 is always “Start”.
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this to be a classification problem. The field of classifier algorithms divides into
four categories: decision tree, clustering, bayesian and neural network classifiers
[1]. Besides these classifiers, there are some classifier aggregation techniques that
serve to augment the accuracy of individual classifiers.

Decision tree classifiers are based on Hunt’s algorithm for growing a tree by
selecting attributes from a training set. The attributes are are converted into
rules to split the data. Although this can be an accurate technique, the decision
tree family of classifiers is sensitive to overfitting or overtraining: training the
classifier on a data set with noisy data will include bad (too training-set specific)
rules in the tree, reducing accuracy. Algorithms like C4.5 [2] use pruning to
prevent overtraining, but the fact remains that decision trees are not effective in
very noisy data.

Clustering algorithms for classification use distance (or equivalently: proxim-
ity) between instances to group them into clusters or classes. New instances are
classified based on their proximity to existing clusters [3]. Examples are nearest-
neighbour classifiers and support vector machines.

Bayesian classifiers use Bayes’ rule to select the class that has the highest
probability given a set of attribute values. Bayes’ rule assumes independency of
the attributes in a data set, if this is not the case, classifier accuracy could be
hindered.

Neural networks are composed of multiple layers of elements that mimic bio-
logical neurons, called perceptrons. The perceptrons are trained to give a certain
output signal based on some input signal, which is propagated to the next layer
of the neural network. The network consists of one input layer, one output layer
and multiple hidden layers in between. Neural networks are computationally in-
tensive, but are accurate classifiers. However, neural networks are sensitive to
overtraining [3].

Besides techniques consisting of a single (trained) classifier instance, there
are techniques that aggregate results from multiple classifiers. Examples are
bootstrap aggregating [4], boosting [5] and the Random Forests algorithm [6].
The techniques have the same paradigm: let every individual classifier vote on the
class of the data instance, the class with most votes is selected. Breiman found
that this principle is especially accurate when the underlying classifier has mixed
performance on the dataset [4], something that occurs most often with the less
complex algorithms. That is also the case for the Random Forest classifier, which
is comprised of multiple randomly grown decision trees. All these aggregation
techniques generally display better accuracy than the individual classifiers.

Curram et al. [7] show that decision tree classifiers (such as CART and C4.5
[2]) are outperformed by neural networks. In turn, neural networks are less ac-
curate than the boosting type of classifier aggregation, as shown by Alfaro et
al. [8]. Furthermore, the Random Forest classifier [6] has been shown to have
good accuracy compared to other classifiers [9] [10]. Therefore, we use boost-
ing (specifically, Freund and Schapire’s Adaboost algorithm [5]) and Random
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# Trace

1. {A,B,E,D,G}
2. {A,C,C}
3. {B,E,D, F}
4. {A,C,B,D,G}
5. {B,D,G}
6. {A,C,B,E,D,G}

(a) Example set of
traces
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(b) Elicitated graph

Fig. 1. Converting traces to a graph

Forests for care product classification. For some comparison, we also investigate
the performance of the CART decision tree algorithm and the naive Bayesian
classifier.

4.2 Process Prediction Algorithms

To predict the care activities (path through the process graph), we need for a
complete and accurate graph. A possible approach is to take the event log and
create a graph that contains every edge in every trace of the log. Consider the
set of traces in figure 1a, converted to the graph in figure 1b. Every combination
of two subsequent activities is an edge in the graph, every activity is a node.
There are no duplicate edges or nodes, but the number of occurrences of two
nodes subsequently is noted as the weight of the edge.

The algorithm is naive, as it also includes possibly noisy edges that only
occur a few times in the data set. In figure 1b, the C −C edge could be noise, it
occurs only once in the data. This makes the naive graph elicitation algorithm
inaccurate. To remedy this flaw inherent to the naive approach, the weights of
the nodes can be considered as the likelihood of an edge not being noise. The
more times an edge occurs, the less likely it is to be noise.

Not only individual edges are noisy, also larger sets of edges might be noise.
This would result in several nodes connected by low-weight edges. This points
to a possible solution: use a path algorithm to determine paths that have the
highest weight, or to exclude the paths with the lowest weight. This type of
algorithm is known as a shortest-path-algorithm: find a path through the graph
that has the lowest possible weight [11].

The most well-known shortest-path-algorithm is Dijkstra’s algorithm, which
calculates the single shortest path through a series of nodes. This algorithm can
be used to determine the distances from a start node to every other node. A
distance is the compound weight of the edges towards a node. A modification of
Dijkstra’s algorithm determines the path that has the highest weight for all its
edges combined. To remove (infinite) loops duplicate activities within a trace are
relabelled so that they are unique. In figure 1b, this means that C is replaced
by C and C′, C − C is replaced by C − C′.
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There are some problems when using Dijkstra: the algorithm has to be run for
every node in the graph to give the shortest or longest path from the start node
to some other node. Second: Dijkstra cannot give the shortest path between two
specific nodes, it only gives the node that has the shortest/highest distance from
“start”. A different shortest-path algorithm, known as Floyd-Warshall does have
this capability: it gives every shortest path between two nodes. This makes it
possible to find the most likely path or most unlikely path from one node to
another.

Besides shortest path approaches that determine path likelihood by taking the
sum of edge weights, another approach is to take the product of the probabilities
of the edges. The probability of an edge E from node A to B is determined by
the number of times it is traversed divided by the total outgoing weight of A’s
edges. Given the edge probabilities, the most likely path (based on Bayes’ rule,
assuming independency of the next edge on previously traversed edges) is the
path with the highest product of edge probabilities. This is similar to a Markov
chain.

Floyd-Warshall and Dijkstra’s algorithm produce the path (set of edges) that
has the lowest sum of edge weights. Since both produce the shortest path, both
algorithms can be used, but we choose Floyd-Warshall, as it is easier to imple-
ment Floyd-Warshall. The adaptation we made on Floyd-Warshall’s algorithm
does not take the sum of edge weight as the measure of length, but the product
of edge weights. We then look for the path (set of edges) that has the maximum
product of edge weights: the most likely path.

Finally, we have considered techniques from the process mining field, such as
the alpha-algorithm proposed by Van der Aalst et al., the Little Thumb algo-
rithm, InWolve and the suite of algorithms provided by the ProM framework[12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22]. We have found these algorithms to be
unsuitable for our goals, as they do not deal with cycles in the data [23]. Since
cycles are a central aspect of the noise in the data available, we do not consider
the process mining family of techniques/algorithms useful for our purposes.

4.3 Noise in Process Mining

Datta (1998) [24] defines noise in a business process as an unrelated activity that
is not part of any activity of the business process. An example of such an activity
would be a phone call or a lunch break [24]. They suggest three techniques for
the removal of such noise. The techniques being a stochastic strategy and two
algorithmic strategies based on a finite state machine [24].

Weijters and van der Aalst [25] regard noise as (i) a missing activity and/or
(ii) randomly swapped activities in the workflow log. To extract the work flow
process from the log, Weijters and van der Aalst [25] construct a dependency-
frequency (D/F) table (which holds the frequency and order of task co-occurrence
or dependencies), from which they construct a D/F graph (the graph of the task
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dependencies)and finally a work-flow net (or WF net, that represents the D/F
graph along with the splits and joins) using heuristics [25].

Both Agrawal et al. [26] as well as Huang and Yang’s [27] define noise as
instances when executed activities were not collocated, timestamps of the ac-
tivities are mistakenly recorded or exceptions that deviate from the normal
processing order [27]. They furthermore use similar probabilistic reasoning and
estimate how much error their process discovery algorithm would give due to the
noise [27].

As we have explained earlier, the noise that we describe in our paper is how-
ever in a slightly different league from the noise described in process literature.
Hence instead of cleaning the noise, we take a different approach and show what
results one can expect by analysing very noisy data with different data mining
techniques.

5 Design of Case Analysis

Table 4 shows the main attributes of the data in the three data sets we use.
Each set contains of rows of activities that are each represented by a code.
Each specific activity, such as ”Perform surgery X” has its own unique code in
the DOT method. Only when creating a graph are these activities relabelled to
remove loops, so table 4 does not include relabelled activities.

An idea of the extent of noise in the data is given by the Average number of
activities per day and Average path length in table 4: large parts of the sequence
of activities are uncertain and may well be wrong - although we have no way of
knowing. Hence, in order to reduce the sequence noise a subset of the data was
used for the classification tasks. To create the subset, we removed the activity
codes for lab-work and medications from the raw data, because these were known
to have no effect on the grouper result of a sub path. The characteristics of the
data set for the classification task are shown in table 5. The effect of removing
these activities is best shown by the shorter average path length and the fewer
average number of activities per day.

We created three data sets from the hospital’s cardiology and lung care depart-
ment data. Each set contained the data from patients with a specific diagnosis.
The three diagnoses were pericarditis (an inflammation of the heart), represented
by code 320.701; angina pectoris (chest pain), diagnosis code 320.202; and malig-
nant lung cancer, diagnosis code 302.701. We chose these data sets as they were
clearly quite different, not only in size, but also in the amount of sequence noise,
path length and duration. This made the sets well suited to test the prediction
approaches presented in this paper on a broad sample of actual process data.
Also, only data from the heart and lung specialties was available to us for this
research.

Table 3 shows the columns that make up each dataset, as well as some example
content. The number of columns varies between 286 + 2 for the dataset 302.66
to 703+2 for 302.701.
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Table 1. The performed activity table

Activity id Care path id Sub path id Care activity code

The unique id of the
performed activity

Unique identifier of
the care path
containing the sub
path the activity is
part of

The identifier of the
sub path the
activity is part of

A (non-unique) code
describing the
activity

(cont.d) Date Performing specialty Amount

The date on which
the activity was
registered

The specialty
performing the
activity

The quantity of the
activity, for example
used for medication

Table 2. The sub path table

Sub path id Care path id Start date End date Medical
specialty

The unique
identifier of the
sub path

The care path
the sub path is
part of

The date on
which the sub
path was
opened

The date on
which the sub
path was closed

The specialty
responsible for
this sub path

(cont.d) Care type Diagnosis code Care product
code

Closure reason

The care type of
the sub path.

A code for the
diagnosis that
led to this sub
path

The care
product for the
closed sub path

The reason the
care path was
closed, for
example,
enough time
had expired.

Table 3. The columns in each dataset and example dataset contents

Columns:

Sub path Care product Activity 0 Activity 1 Activity 2 . . . Activity n

Example contents:

1700750 979001104 33229 299999 33231 190205 33229
40176052 99499015 33285 10320
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Table 4. Main characteristics of the data sets

320.202 320.701 302.66

Number of sub paths 9950 274 1985
Number of unique activity codes 315 190 239
Number of unique care products 22 6 11

Largest path length |P̂ | 559 703 286

Average path length |P̂ | 15.99 41.36 15.07
Average number of activities per day 6.79 10.13 2.49

Average duration (in days) 35.81 31.23 126.22

Table 5. Main characteristics of the classification data set. Lab-activities are excluded
from this set.

320.202 320.701 302.66

Number of sub paths 9950 274 1985
Number of unique activity codes 160 70 149
Number of unique care products 22 6 11

Largest path length |P̂ | 152 174 104

Average path length |P̂ | 6.91 11.35 11.39
Average number of activities per day 3.18 3.03 2.15

Using these data sets we performed the prediction tasks in section 3.2. The
setup per task is:

Task 1a) Predict care product C from P . We wanted to know the prediction
accuracy for different lengths of incomplete care path C . So, for path
length 1 . . . 30, we took a sample of the closed care paths of at least
that length for training - the remainder was the test set. We took the
first n activities per path P in the training and test sets. The training
set of paths of length n in combination with the care product C were
then used to train a classifier. The test set of paths was used to assess
the performance of the classifier.

Task 1b) Predict care product cost: cost(Grp(P̂)). This task builds on task 1a:
The same procedure was used to determine a care product C , but now
we looked up the cost cost(C ). The predicted cost for a partial path P
was then compared to the cost of the actual care product C = Grp(P̂).
We measured the difference in predicted cost and actual cost Etotal
as well as the average absolute error Eaverage:

Etotal =
|∑ cost(Grp(P̂)),

∑
cost(Grp(P̂ ′))|

∑
cost(Grp(P̂))

Eaverage =
|cost(Grp(P̂)), cost(Grp(P̂ ′))|

|P̂ |
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Task 2a) Predict P ′.. Here, we determined the precision and recall of predicting
the path P ′ between Actcur and Actend. So, we created the process
graph G from a training sample of the complete paths P̂ . The re-
mainder of the data set was then used for testing. Next, for activity
Actn ∈ P̂ , n ∈ {1 . . . 15} for each complete path in the test set we
predicted P ′. We compared P ′ to the sub path Actn . . .Actcur ∈ P̂
and determined the precision and recall of the prediction.

In order to make sense of the results of both algorithms, we intro-
duce two performance metrics: precision and recall. These metrics are
based on finding the number of true positives, false positives and false
negatives. True positives are the number of activities that occur in
both predicted P ′ and actual P ′. False positives are the activities that
are predicted but do not occur in the actual path. False negatives are
the number of nodes that are not in the predicted P ′, but are in the
actual P ′.

Given these three numbers, precision and recall are calculated by:

Precision =
tp

tp+ fp
Recall =

tp

tp+ fn

Task 2b) Predict dP̂ . Given the predicted path P ′ we created a predicted com-

plete path P̂ ′ = P ⊕ P ′. We looked up the duration for each edge e ∈
P̂ ′, where duration is the average time difference between Acta,Actb ∈
e for all occurrences of e in the training set. These durations were com-
bined into a duration prediction dP̂ ′ and were compared to the actual

time difference between Act1,Actend ∈ P̂ .

6 Results

6.1 Task 1a: Predicting Grp(C )

Table 6 shows the results for the care product predicting task. As expected
from the literature review, we found the Random Forest algorithm to be the
best performing classifier in terms of accuracy. This table shows the accuracy
for care product prediction for path lengths 1 to 30. Table 7 shows the Random
Forest results when only taking paths that have at least length 10. Figures 3 and
4 show the accompanying Random Forest accuracy plots for these two tables.
The plot in figure 2 shows the number of paths of length n for each of the data
sets, which also explains the cut off point of 10 activities: the number of complete
paths P̂ with more than 10 activities is low.

To put the Random Forest accuracy in perspective, we compare the results
to a more naive approach: take a random guess of care product. This would
result a chance of predicting the care product of 16 percent maximum, given
that the data set with the fewest number of care products has six products. The
Random Forest classifier seems to outperform this method. The comparison with
a somewhat less naive approach, taking the most occurring care product is shown
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in figure 3 and 4. This shows that the Random Forest classifier is always better
than a random classifier for two of the three datasets. The dashed lines in both
plots represent the expected accuracy when always selecting the most occurring
care product.

The accuracy of the classifier does not improve with a larger path length |P |.
This is the result of noise: as the number of activities in sequence increases,
the likelihood of that sequence containing noise also increases. This noise has a
negative effect on the classifier’s performance.

Table 6. Accuracy (fraction correct of total) of prediction of care product for path
lengths |P | = 1 . . . n

Training set: 50%.

320.202

Min Max Mean Median
Random Forest 0.30 0.69 0.47 0.44
CART Tree 0.24 0.49 0.37 0.35
Adaboost.M1 0.24 0.59 0.41 0.40
Naive Bayes 0.21 0.45 0.30 0.28
k Nearest Neighbour 0.20 0.53 0.31 0.28

320.701

Min Max Mean Median
Random Forest 0.44 0.71 0.55 0.53
CART Tree 0.00 0.75 0.47 0.50
Adaboost.M1 0.11 0.75 0.52 0.56
Naive Bayes 0.00 0.80 0.45 0.45
k Nearest Neighbour 0.11 0.63 0.42 0.43

302.66

Min Max Mean Median
Random Forest 0.28 0.55 0.40 0.38
CART Tree 0.16 0.55 0.35 0.33
Adaboost.M1 0.24 0.56 0.38 0.35
Naive Bayes 0.19 0.46 0.31 0.29
k Nearest Neighbour 0.20 0.45 0.28 0.25

6.2 Task 1b: Predicting cost(Grp(C ))

The goal of predicting a care product C is predicting the cost, so the hospital
knows what it will receive for provided care. Table 8 shows the results for a
test of predicting cost(C ) in terms of the total error fraction Etotal. Figure 5
shows the average absolute error Eaverage in predicting the cost. These errors
cancel each other out in some cases, which explains the lower best performance
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Table 7. Prediction of care product from path length |P | = 1 . . . 10

Min Max Mean Median

320.202 0.43 0.58 0.49 0.50
320.701 0.36 0.54 0.43 0.40
302.66 0.43 0.48 0.45 0.45
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Fig. 3. Random Forest accuracy for path length |P | = 1 . . . n. Dashed lines represent
the expected accuracy when randomly selecting care product
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Fig. 4. Random Forest accuracy for path length |P | = 1 . . . 10 and |P̂ | ≥ 10. Dashed
lines represent the expected accuracy when randomly selecting care product

results shown in table 8 than in 5. The test shows again that Random Forests
provide decent predictions of the care product: Even though it averages around
40 percent correctly predicted care products, the 60 percent it predicts wrong
apparently has a similar cost.
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Fig. 5. Random Forest cost error for path length |P | = 1 . . . n
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6.3 Task 2: Predicting P ′ and dP̂

Path search algorithms are the tools we have used to predict the path P ′. The
algorithms we use are variations on Floyd-Warshalls shortest path algorithm, as
discussed above. We have experimented with two algorithms, that both take an
activity and a care product and attempt to find the activities in between.

The first variation, called Longest Path, returns P ′ such that the sum of the
weight of the edges is maximized. Here, the edge weight is the number of times
that the start and end node of that edge occurred consecutively. The second
variation, called Most Likely Path, returns P ′ such that the product of edge
weights is maximized. In this scenario, the weight of an edge shows the likeliness
of that edge being traversed.
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Fig. 6. Precision and recall for dataset 320.202

Figures 6, 7 and 8 show the precision and recall results for the three data
sets. In all these figures, the lines marked “o” are the precision results and lines
marked “x” are recall results. Darker lines are the Most Likely Path results,
lighter lines are the Longest Path result. The plots show that precision of the
Longest Path algorithm is almost always lower than Most Likely Path, but on
the other hand, its recall is higher. This means that Longest Path predicts more
of the actual activities, but also predicts activities that do not actually occur.

Tables 9a and 9b show the effect of the path predictions on the duration
prediction for Most Likely Path and Longest Path, respectively. Both algorithms
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Fig. 7. Precision and recall for dataset 320.701
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Fig. 8. Precision and recall for dataset 302.66
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show lower predictions than the actual durations. Again, the Longest Path shows
the effect of having greater recall: the predicted path lengths are longer and closer
to the actual.

The average duration prediction error in table 9 seems reasonable at up to
around two weeks. This changes when taking the predicted durations into ac-
count: they are close to zero for the Most Likely Path. Of course, this problem
is related to the lack of recall using MLP. Longest Path is performing a bit
better, but still gives short predicted durations. If the predicted path is much
shorter than the actual the predicted duration will also be much lower: duration
is calculated as the sum of average edge durations in the predicted path.

7 Discussion

We can analyse and discuss the results obtained above in the light of the three
different kinds of noise in the data: namely, the sequence noise, duration noise
and human noise.

Let us consider the results from each of the goals of this paper. Beginning with
(1a), predicting Grp(C ). The accuracy of the prediction does not go up when
we consider sequences containing a greater number of activities 3, the reason
for this is that we assumed a sequence for the activities conducted every day -
sequence noise. Hence, when we have a greater number of activities on a certain
day, we would expect a larger sequence noise, and as a result the accuracy of
predicting the care product would decrease. For this measurement we used a
subset of the actual dataset, the main characteristics of which can be seen in
Table 5. Comparing the average number of activities in Table 5, with those in
Table 4, we can clearly see that there has been a large decrease in sequence noise,
especially for data sets 320.202 and 320.701. Hence, we can say that for this task
the noise in the data sets is nearly of the same magnitude. This is the case as the
duration noise and the human noise (that does not influence the sequence noise)
do not affect the classification task. So, it comes as no surprise that the results
of the classification (taking the mean Random Forest values) shown in Table 6,
are nearly the same for the three sets of data. Added to this is the fact that if
we use the best performing Random Forest classifier, it helps in taking care of
some of the error in the data. Furthermore, if we consider only subpaths whose
path lengths are at least 10, we see from Fig.4 that the accuracy for predicting
the care product has the same trend for all the three data sets. However, we do
notice from Figure 3 (and even from Figure 4) that the accuracy of predicting
the path for data set 302.66 drops after about 15 activities and gets even worse
than randomly selecting the care product. One could attribute this to a certain
amount of human noise present in the data set 302.66, which could be greater
than the human noise present in the other two data sets.

Task (1b), predicting cost(Grp(C )), again we see the Random Forest algo-
rithm performing the best. Though the mean values of Etotal is similar for
320.202 and 320.701, it is higher for the data set 302.66. This maybe explained
partly due to the greater amount of human noise present in the data set 302.66,
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Table 8. Etotal in prediction of cost(C ) for path lengths |P | = 1 . . . 30

Training set: 50%.

320.202

Best Worst Mean Median
Random Forest 0.00 0.15 0.07 0.06
CART Tree 0.00 0.21 0.07 0.07
Adaboost.M1 0.00 0.20 0.08 0.07
Naive Bayes 0.16 0.62 0.33 0.25
k Nearest Neighbour 0.00 0.21 0.06 0.03

320.701

Best Worst Mean Median
Random Forest 0.00 0.18 0.06 0.04
CART Tree 0.00 0.23 0.07 0.05
Adaboost.M1 0.01 0.20 0.07 0.05
Naive Bayes 0.01 0.43 0.15 0.11
k Nearest Neighbour 0.01 0.16 0.07 0.07

302.66

Best Worst Mean Median
Random Forest 0.00 0.51 0.17 0.14
CART Tree 0.00 0.47 0.15 0.14
Adaboost.M1 0.00 0.51 0.18 0.18
Naive Bayes 0.01 0.72 0.39 0.52
k Nearest Neighbour 0.00 0.24 0.11 0.10

Table 9. Average predicted duration and prediction error, in days

(a) Most Likely Path

202 701 66

Average predicted
duration

0.4 0.7 0.7

Average prediction
error(days)

11.7 3.6 14.3

Average % of
prediction error

33% 11.5% 11.3%

(b) Longest Path

202 701 66

Average predicted
duration

3.7 0.5 9.5

Average prediction
error

8.4 3.7 5.5

Average % of
prediction error

24% 11.8% 4.1%

which also explains the trend of Etotal in Figure 5, where similar to Figure 3
the average absolute error of 302.66 increases as compared to the other two data
sets.

Task (2a), predicting P ′. For tasks (2a) and (2b) we need to keep in mind
that we use the actual raw data set (Table 4) and not a subset(Table 5) as
in the case of Tasks (1a) and (1b), the reason being that the laboratory tests
do affect the result of the tasks (2a) and (2b). From Figure 6, Figure 7 and
Figure 8 we see that recall is always lower than the precision. The reason behind
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this is that the methods we used to predict the path, returned paths that were
shorter than the actual paths the data had and hence the recall is low. While
on the other hand, the precision is higher as the predicted activities are mostly
in the actual path. We also see a consistently high trend of precision for the
Most Likely Path algorithm for all three data sets, which, as expected, has a
decreasing trend for 302.66. This could be due to the higher presence of human
noise (as we noted earlier). However, when we observe the trend for the Recall
values (in Figure 6, Figure 7 and Figure 8) we see that the performance is in
the order: Recall(302.66) > Recall(320.202) > Recall(320.701). We think this
is an indicator of the sequence noise present in the data sets which also follows
the same trend, going by the number of average activities per day in Table 4.
We think that sequence noise affects the recall more than the precision as the
greater the sequence noise the greater is the number of actual activities not in a
particular path, i.e. the false negatives are higher.

Task (2b), predicting dP̂ . From Table 9a and Table 9a, we see that the Longest
Path gives less error than the Most Likely Path algorithm. This could be as we
explained earlier a consequence of the Longest Path algorithm having a higher
recall (Figure 6, Figure 7 and Figure 8) and hence having fewer false negatives
and being closer to the original path.We also notice that the prediction error
is higher for 320.202 compared to 302.66 and 320.701. This result seemingly
contradicts the trend of sequence noise between the data sets 320.202 and 302.66,
as discussed in the earlier paragraph. We can however reason this result, by
arguing that sequence noise does not affect the duration prediction as much as
duration noise does. For example, in our Hospital data two identical subpaths
(with the same activities and in the same order) can have entirely different
durations, because of the different timestamps and the different intervals between
activities (that can vary from a couple of minutes to weeks. A practical example
of such a case is when an young and a relatively old patient is admitted in a
Hospital for a similar fracture or injury. Both the individuals would get a similar
treatment(Care product - and would have the same subpaths, however, the older
patient could take a much longer time to recover. Hence, we can reason the data
in Table 9a and Table 9a by concluding that the data set 320.202 has greater
duration noise than the data sets 302.66 and 320.701.

An issue prevalent in the data sets and which could be one of the major causes
of the duration noise and human noise, is the fact that all patients, irrespective of
their particular demographic background, are subjected to the same treatment
procedures. This would cause a lot of human noise, apart from the duration
noise (as explained in the earlier paragraph), as we can expect that all patients
would not respond to the same treatments in an identical manner. Hence, the
likelihood of faulty treatment procedures (human noise) increases.

8 Conclusions

In our case study we have shown how one can combine data and process min-
ing techniques for forecasting cash flow in Dutch hospitals. The techniques and
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processes we have demonstrated, we think can be used to analyse the cash flow
for other hospitals with a few modifications.

For patients still undergoing treatment, we managed to, given a diagnosis and
past activities, predict the care product with an accuracy of a little less than 50%
(for all the 3 sets of data), which was still (on an average) better than randomly
predicting the care product. On the other hand, for predicting the associated
cost of the Care, we obtained an error of of less than 10% for 2 data sets and
17% for one. These results were obtained with a Random Forest classifier which
was shown to perform the best. This shows that our method of predicting is a
viable solution to the cash flow problem we raised in the introduction.

We furthermore managed to, given a diagnosis, the most recent activity, and
the (predicted) care product, predict the remaining activities using two algo-
rithms (Longest Path and Most Likely Path). We achieved a precision of about
80% for the Most Likely Path and about 60-70% for the Longest Path algorithm
and a recall of 35-40% (for the three data sets). We algorithms predicted the
associated duration with an error of about 30% for 202 and around 11% for the
data sets 701 and 66.

The case study is of particular interest because of the causes for the modest
to weak prediction results for the process mining tasks. In our opinion, three
process mining-specific types of noise significantly affected our results: sequence
noise, human noise, and time noise. In this paper, we thoroughly discuss the
causes for these types of noise and their effects.

From the predicted cost and duration, it is possible to derive a prediction
(albeit with some error) for the future cash flow for all patients currently under-
going treatment. This we think is a major contribution to research and practice,
as given the noise in the data, we were still able to make reasonable predictions
which could cheaper and more practical than asking a few expert practitioners.

Future work can include attempts at removing or decreasing the different
kinds of noise in the data and then carrying out the prediction analysis to com-
pare the results.
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Abstract. Often data processing is not implemented by a workflow system or an
integration application but is performed manually by humans along the lines of
a more or less specified procedure. Collecting provenance information in semi-
structured processes can not be automated. Further, manual collection of prove-
nance information is error prone and time consuming. Therefore, we propose to
infer provenance information based on the file read and write access of users. The
derived provenance information is complete, but has a low precision. Therefore,
we propose further to introducing organizational guidelines in order to improve
the precision of the inferred provenance information.

1 Introduction

Semi-structured processes are business or scientific workflows, where the execution of
the workflow is not completely controlled by a workflow engine, i.e., an implemen-
tation of a formal workflow model. Examples can be found in scientific communities
where a workflow of data cleansing, data analysis and data publishing is informally de-
scribed but the workflow is not automated. Other examples can be found in scenarios
where several people potentially from different organizations cooperate e.g. in creating
a yearly progress report or writing a scientific paper.

The lack of a workflow system controlling the process execution and the usage of
non-provenance aware applications for executing activities, i.e., the application is not
recording provenance information itself, makes it difficult to answer provenance ques-
tions like ’Who did what when and how?’. Since the provenance question can not be
answered it is hard to assess the quality of the output of the semi-structured process, like
e.g. the quality of data in a report. In many scenarios, manual provenance acquisition is
infeasible since it is too time consuming, and therefore too costly. Thus, the aim is to
explore automatic provenance capturing in semi-structured processes.

By analyzing the execution of semi-structured processes the following observations
can be made: First, the result of an activity is a single document or a set of documents.

Second, information contributing to a document is often copied from previous ac-
tivity results, i.e., other documents. Thus, for an activity the source document must
have been read/opened before the information can be copied and saved in the target
document. Therefore, each document which has been read before a save operation is
performed may have contributed to the target document.

P. Cudre-Mauroux, P. Ceravolo, and D. Gašević (Eds.): SIMPDA 2012, LNBIP 162, pp. 84–99, 2013.
c© International Federation for Information Processing 2013
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Third, users of ICT systems organize their information often in hierarchical struc-
tures like e.g. directories. Thus, for a certain activity a user has to perform specific
directories are relevant.

Fourth, several revisions of documents are issued over time, where the revision num-
ber may or may not be explicated in the file name. However, the process handles poten-
tially various revisions of a document.

In this paper, an approach to automatically capture provenance information for semi-
structured processes is proposed. The basic idea is that all documents, which have been
read by a user, may have contributed to a document saved later on. Since this derived
provenance is rather imprecise it is proposed to facilitate knowledge of the process, of
the revisions of documents, and of the organization of the documents by the user to in-
crease the precision. In particular, it is proposed to introduce organizational directives,
i.e., guidelines for the user on how to organize information relevant to the data process-
ing workflow. The more strict these guidelines are the higher the precision that can be
achieved. However, strict guidelines lower the degree of freedom for a user to organize
’her’ data and therefore may result in non complying users effecting the data quality.

In a next step we investigate the mining of provenance relations from the collected
version information of the used files without considering the organizational directives.
It turns out that actions performed by a script or program can be mined well while
manual modifications of files can be detected but the provenance can not be mined. The
results are qualitatively compared with the provenance information derived from the
organizational directives.

The proposed approach is based on a WebDAV infrastructure which supports version
control of files. The proposed approach has been implemented and evaluated on the
paper writing of this paper.

In the following related work is discussed (Sect 2) before a use case is introduced
(Sect 3). The approach is presented on a conceptual level (Sect 4) while a more tech-
nical view on the derivation of provenance information is provided in Sect 5. Next an
evaluation of the proposed approach (Sect 6) is presented followed by a description of
the mining approach (Sect 7) and the conclusions (Sect 8).

2 Related Work

Automatic collection of provenance information is often applied in e-science workflow
systems, like e.g. Kepler [1] or Taverna [2]. Most systems even rely on exchanging data
via files. In previous work [3] we investigated inference of provenance information for
stream processing workflow system using a temporal model. However, the workflow
system is executing a workflow and all involved tasks are executed automatically which
is a major difference to our requirements.

Provenance information is also collected in closed systems like e.g. a data warehouse
[4] or a relational database [5]. The level of granularity in these approaches varies be-
tween fine-grained and coarse-grained data provenance [6]. The fact that the provenance
acquisition is limited to the system makes it infeasible for our scenario.

Automatic collection of provenance information focusing on the exchange of in-
formation is addressed in various ways. In [7] provenance information is captured by
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Fig. 1. Editing phase of a paper writing process

monitoring a service bus where the invoked services must not be provenance aware.
Although this is quite close to the scenario at hand, in this case all processing has to be
implemented as a service, which is not the case in our case. The approach in [8] records
file manipulation operations including system variables and their changes. However,
this approach is limited to a single computer since it is woven into the kernel of a linux
system which differs significantly from our scenario. This may be the closest match to
our approach. In [9] the authors automatically collect provenance information based on
events recorded by browsers. However, the approach is limited to a single application.

Systems for storing provenance information are e.g. Tupelo2 [10] or Karma2 [11].
These systems provide an into store provenance information and provide means to
query the data. The provenance information derived by the proposed approach could be
stored in such a system. Further, the acquired provenance information could be made
accessible in different provenance models like e.g. the Open Provenance Model (OPM)
[12] or the value centric model (TVC) [13]. However these are just alternative repre-
sentations of the derived provenance data, while the focus of this paper is on acquiring
the provenance data rather then how to represent them.

3 Use Case

The process used as a running example is writing this technical paper with multiple
authors in Latex. After initializing the project, two authors are writing together on the
same paper. A BPMN notation of the process is depicted in Fig 11.

1 Created with http://oryx-project.org/

http://oryx-project.org/
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In the process the following activities can be executed in arbitrary order with an
arbitrary number of repetitions:

– creation, update and conversion activities on figures and graphics files (modify fig-
ure)

– creation and update activities on bibtex files (modify bibtex)
– creation and update activities on latex files (modify latex)
– pdflatex activity, for creating a pdf file of the paper (do pdflatex)
– bibtex activity, for creating the bibliography file (bbl file) related to the paper (do

bibtex)

All activities result in a single result or output document/file. There are two authors
involved in this particular paper writing process, which makes it interesting to determine
whether a specific revision of a generated pdf file contains all the latest file revisions.
Especially whether all figures have been properly converted before executing the pdfla-
tex task. Further, it can be inferred whether in a specific pdf revision of the paper all
indexes and the bibliographic information is up to date, since this requires the following
task sequence: pdflatex - bibtex - pdflatex -pdflatex.

4 Approach

The aim is to infer provenance information from a semi-structured process execution
without the user providing any information and the legacy applications not being prove-
nance aware. Since files are used to exchange information between different activities of
the process, the approach is based on documenting data manipulations on files. Com-
bining file manipulation information with data dependencies of the process allows to
infer which revision of which file may have contributed to a revision of a file written by
a particular user.

The intuition is that data processing is based on zero or several input files produc-
ing one output file. In particular, all files which have been opened before the point in
time a file is saved potentially contributed to the creation of the saved file. These de-
rived provenance relations have a very low precision, i.e., are too broad especially when
considering the amount of files opened in the coarse of a day at a desktop computer.

Therefore, we propose to facilitate knowledge of the process to derive organizational
directives, i.e., rules for the user performing the data processing activities to be able
to associate files with specific activities in the process. Thus, they support inference
of provenance information. Organizational directives give a responsibility to the user
without technically enforcing the directive. Organizational directives are widely im-
plemented in organizations, like e.g. you are not allowed to install software on your
company laptop, you are not allowed to download copyright protected material, you are
obliged to make backups or to encrypt your hard disc.

The approach is depicted in Fig 2. Based on the semi-structured process (lower left
corner of Fig 2) the organizational directives are derived, of which inference rules for
provenance relations can be derived. Further, the derived provenance inference rules
are continuously applied on the automatically acquired file access information (gray
box in Fig 2) to derive provenance relations. In particular, a relation exists, if a file
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with revision vs has been written after a file with revision vr has been read and vr < vs

assuming a global version scheme. In the following the basic derivation of provenance
relations (continuous part) and the creation of organizational directives (one time part)
of the approach are discussed in more detail after the infrastructure and some generic
directives are introduced. The inferred provenance information is made accessible via a
web application 2.

4.1 Infrastructure to Capture User Behavior

The proposed approach is based on a Web based infrastructure for file storage and
version control, in particular, a WebDAV infrastructure facilitating a Subversion (SVN)
as version control system. WebDAV is an HTTP based protocol for managing content on
a web server, i.e., accessing, writing and moving files. WebDAV seamlessly integrates
into various operating systems, i.e., the WebDAV server appears as a mounted network
drive and therefore is intuitively usable also for basic ICT users.

Further, since the WebDAV protocol is based on HTTP it easily supports distributed
and cross-organizational scenarios, like the motivating example in Sect 3. Furthermore,
WebDAV can also be used for information dissemination. From a provenance capturing
point of view, WebDAV has the advantage that it supports logging of file read operations
via the web server access log and logging of write operations via the underlying version
control system. In particular, the web server access log documents the read (GET), write
(PUT), move (MOVE), and delete (DELETE) operations applied to files on the server.
Further, the Subversion (SVN) version control log documents write (Add, Modify),
delete (Delete) and move (combined Add and Delete) operations. Both sources (see
content gray box in Fig 2) are required to capture the file information and therefore
have to be correlated (see Sect 5.1).

The choice of using WebDAV seems a bit outdated compared to currently existing
offers like DropBox, Google Drive or Microsoft SkyDrive. While all these offers pro-
vide history information comparable to the SVN functionality, the size of the history
information maintained is limited. The history information documents the write access

2 Accessible at http://www.sensordatalab.org/offline_provenance_web/

http://www.sensordatalab.org/offline_provenance_web/


Automatic Capturing of Semi-structured Process Provenance 89

to files, however, the read access to files is not documented there. Furthermore, the prod-
ucts synchronize the files with all related devices instantly, thus, every read operation by
another person after a change is a local file operation, which is not documented. There-
fore, WebDAV although old fashioned allows to track read access since the WebDAV
functionality is under our own control.

4.2 Generic Organizational Directives

The proposed approach is based on observing the handling of files. Thus, some generic
directives are needed to ensure that the handling of files can be observed at the first
place. Similar to directives in organizations that all important information has to be
saved on a network drive because local disks are not backuped, a data security direc-
tive is introduced requiring the user to save data on a mounted network drive, i.e., a
WebDAV server.

Directive 1 (Data Security). Users must save all files related to a semi-structured pro-
cess on the network drive. Thus, it is not allowed to store files related to the process on
a local disc.

This directive is necessary, since local file systems can not be monitored with regard
to file handling that easily from outside the computer.

A standard directive in organizations is that login and password information must not
be shared between different users. It must always be possible to identify a responsible
user for any observed action in the infrastructure.

Directive 2 (Delegation). In case of vacation or illness the execution of activities must
be delegated.

In many organizations you have a clean desk policy, which means that at the end of
the day all business relevant documents must be removed from the desk. Translating
this into the digital world means that the desktop computer has to be switched off at
the end of the day, which is also in the context of green IT getting more attention. This
results in the following directive:

Directive 3 (Clean Desk Policy). The user must shut down his/her computer at the end
of the day, i.e., there are no open files or applications active anymore.

Provenance relations are based on the observed reading and saving of files. Since
it can not be observed by WebDAV when a file is closed again, the clean desk policy
directive enforces that at the end of a day all files are closed. Thus, this is a synchro-
nization point for deriving provenance relations by excluding files opened at previous
days.

4.3 Provenance Relations

The generic directives are the basis to infer provenance relations based on WebDAV
commands. A provenance relation is a relation between a read or save operation of a file
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A and a save operation of a file B, where the read or save operation of file A is performed
before the save operation of file B. The order of the operations can be determined by
the timestamps at which the operations are observed and on the associated revision
numbers.

Due to directive 3 only read operations which have been performed at the same day
as the write operation are considered. Further, according to directive 2 each file access
is associated with a specific user, thus, provenance relations require that the files are
read and saved by the same user.

Based on the scenario described in Sect 3 it can be derived that e.g. the modification
of a latex file will not use information from an image file. This independence, which is
derivable from the process, has to be explicated as specific organizational directives as
discussed in the following section.

4.4 Specific Organizational Directives

The goal of the organizational directives is to increase the precision of data provenance
by excluding observed provenance relations which are actually irrelevant. Since prove-
nance relations are based on sets of read files with a single point in time when files are
certainly closed again (see Directive 3), additional mechanisms are required to deter-
mine the precise inference of data provenance. One way is to apply directives on the
hierarchical structure of data on the network drive. Further such a structure is often
established to exchange information between different organizations and to control ac-
cess rights. In particular, one possible approach is to establish a basic directory structure
where each directory is associated to a particular activity in a data processing workflow,
as it is known e.g. from group ware solutions like BSCW or groove. An alternative is to
use filters based on regular expressions exploiting file naming conventions or specific
file extensions being unique for the output of an activity.

However, the derived directives might be not specific enough or too complicated
to implement resulting in imprecise provenance information. The challenge is to find a
good balance between usability of organizational directives and the targeted data prove-
nance precision.

With regard to the motivating scenario in Sect 3 the following directives should be
instantiated:

Directive 4 (Scientific paper writing)

1. All bibtex files are located in a bib subdirectory of the project root directory.
2. All pictures and figures are located in a pics subdirectory of the project root direc-

tory.
3. All latex files, project files and auxiliary files are located in the project root direc-

tory.
4. Figures may require a conversion of file formats. The source figure filename is a

prefix of the target figure filename ignoring file extensions.
5. An update of a bibtex file only depends on the old bibtex file, i.e. the filename of

source and target are equivalent.
6. The execution of a pdflatex command reads data from all project directories and

writes a pdf file in the project root directory.
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7. The execution of a bibtex command reads from the project root directory and the
bib directory and writes a bbl file in the project root directory.

5 Provenance Relation Derivation

After the conceptual introduction in the previous section a more detailed technical dis-
cussion follows. The provenance information forms a provenance graph, which consists
of vertices and edges. A vertex is either an access log entry or a SVN log entry. The
edges represent the provenance relations. In this paper three classes of provenance re-
lations are distinguished: provenance relation correlating SVN and access log entries,
SVN step relations, and relations derived from directives. A access log contains read
(GET), write (PUT), move (MOVE), and delete (DELETE) operations (WebDAV com-
mands) applied to files. Further, the SVN internal logs contains write (Add, Modify),
delete (Delete) and move (combined Add and Delete) entries.

All relation classes are discussed in the following subsections after a discussion on
observations of file handling using WebDAV clients.

5.1 File Handling Observations

The manipulation of files via a WebDAV client and documenting them in SVN and
access logs is not as straight forward as initially expected. In particular, the following
observations can be made:

First, adding and updating files is realized in different combinations of WebDAV
commands by different applications.

Second, the WebDAV MOVE command documents only the source filename of the
move in the access log, but not the destination filename. However, by using WebDAV
with autocommit each change on a file results in a new revision number, thus, only a
MOVE command results in a delete and an add SVN log entry with the same revision
number. This can be facilitated to correlate SVN and access log entries.

Third, a WebDAV DELETE command removes a file from the SVN repository. After
the command is executed the file is not in the repository anymore, thus, the revision
number of the removal of the file requires an extra query to the SVN log.

Fourth, reading a file is only documented in the access log. Which revision of a file
has been read has to be inferred from the state of the SVN and the size of the file read.

The final observation is that the correlation between SVN and access log entries can
not be based on time, since the timestamps recorded by the SVN and the access log
are points in time when the event has been recorded in the corresponding system. Thus,
the timestamp of the access log entry is always before the entry in the SVN log since the
HTTP request is first processed by the HTTP server which forwards the request to the
WebDAV and therefore to the SVN. However, in case of two fast subsequent operations,
it is possible that the access log has two entries before any entry is recorded in the SVN
log. Thus, it is sometimes hard to infer the correlation of access to SVN log entries.

Based on these observations, a simplified version of the correlation algorithm is de-
picted in Alg 1. The token variable indicates whether the SVN entry can be correlated
to an access log entry. A correlation is possible if the SVN entry is either a Delete or an
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Add entry (line 3). Further, a correlation is possible if the SVN entry is a Modify entry
and the previous entry has been older than 2 seconds (line 4). The two second bound is
based on the observation that an incremental upload of a file to the SVN resulted in a
new revision approximately every second in our test system.

If an entry can not be correlated to an access log entry (line 7), than it is inferred that
an incremental upload is occurring. Incremental updates are documented as a prove-
nance relation between SVN log entries called SVN step relation (line 9). Otherwise,
Add and Modify entries are correlated with PUT entries (line 11) and Delete entries are
correlated either with DELETE (line 12) or with MOVE entries (line 13).

Since the file access is not documented in the SVN log entries, a second loop is
executed on the access log entries (line 14). In particular, all GET entries are selected
(line 15). For each GET entry the corresponding SVN entry is inferred (line 16) and
the entries are correlated (line 17). In Fig 3 an example of the access and SVN log are

1 token=true;
2 forall the SVN entries do
3 if Delete or Add then token=true;
4 if Modify and size>0 and time difference to previous event<2sec then
5 token=true;

6 if not token then
7 ignore entry for correlation;
8 document SVN step relation with previous event;
9 else

10 if Add or Modify then correlate to PUT;
11 if Delete then
12 correlate to DELETE;
13 if not possible then correlate to MOVE;

14 forall the access log entries do
15 if GET then
16 find SVN entry preceding the GET with same filename and size;
17 correlate entries;

Algorithm 1. Simplified Data Fusion

depicted. Saving file pics/prototype.vsd (F1) results in a PUT entry in the access log and
two entries in the SVN log: an Add entry and a Modify entry. The Add and Modify entry
in the SVN log are related by a SVN step relation. Further, the PUT access log entry is
correlated with the Add SVN log entry. Saving file pics/prototype architecture.eps (F2)
results in a single entry in the access and SVN log. Reading the file F1 results in a GET
access log entry which is correlated to the last write operation of file F1 in the SVN log,
i.e., the Modify entry resulting on version 2.
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Fig. 3. Derived relations for the paper writing use case

5.2 Directive Provenance Relations

The last type of relations are the ones derived from organizational directives. This type
of relation is inferred between access log entries only. As outlined in Sect 4 all files read
at the same day as another file is saved are potentially contributing to the saved file. The
relation is labeled by the associated activity in the process. The organizational direc-
tives can be translated into constraints on these potential provenance relations mainly
by constraining files locations and filenames of sources and targets of a provenance
relation.

For example Directives 4 in Sect 4.4 determine that only files in directory pics are
relevant for the ’modify figure’ activity (see Fig 1). Thus, files of other directories do
not contribute to any provenance relation associated to this activity.

In Fig 3 an example of the ’modify figure’ directive relation is depicted. Since
file pics/prototype.vsd (F1) is a prefix (ignoring the extension) of file
pics/prototype architecture.eps (F2) as specified in directive 4.4 a directive relation be-
tween the GET(F1, Rezwan) access log entry and the PUT(F2, Rezwan) access log entry
can be inferred.

6 Evaluation

To evaluate the proposed approach the running example described in Sect 3 is used. The
scenario is a semi-structured process of writing a scientific paper using latex, where
figures are usually created in Microsoft Visio, which are then converted to Enhanced
Windows Metafile (emf) files, and further into Encapsulated PostScript (eps) files. The
pdflatex command uses a library to convert the eps figure files into pdf figure files,
which can then be used in the resulting pdf file.

The process uses the generic organizational directives (directives 1-3 in Sect 4.2) as
well as the specific organizational directives (directives 4.1-7) discussed in Sect 4.4.

These organizational directives are not hard to implement, since we use the same
way of structuring a paper writing project for years already. Our guess is that for many
semi-structured processes this is similar, since people tend to organize their data rather
on content and topics than on time.
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6.1 Overhead

The paper is based on two latex files, which uses three style files contained in WebDAV.
There are six bibtex files used and one image file with its corresponding emf, eps and
pdf files. Further there is one BPMN file directly available as pdf file. The processing
uses 4 auxiliary files and writes a single pdf file.

The overhead for the user during this experiment is clearly experienced due to the
network delay introduced by using WebDAV compared to a local disc. My ADSL line
at home is a bout a 1000 times slower than my local disc access. In particular, for
a pdflatex command 840kB are read and 377kB are written, thus, in total 1.2MB are
transferred. Further, for a bibtex command 250kB are read and 3kB are written, thus,
in total 253MB are transferred. So far we have approximately 120 executions of the
pdflatex command during the complete paper writing process. As a conclusion, since a
build is not performed that often, the overhead is effecting our working experience only
marginally.

The usage of WebDAV has an influence on the network load. How much depends on
the size of the files the users are working with. In the context of latex these are rather
small files and therefore the effects are hardly measurable. In case of other applications
using e.g. spatial information or large image files with many write operations this may
be different.

6.2 Quality

Quality assessment is problematic since there is no ground truth. Capturing the ground
truth automatically is difficult. It would require to extend the operating system and
monitor all content related actions, such as opening and closing files, copy and past
operations from one application/file to another etc. This includes also the handling of
content by non UI applications like e.g. running a pdflatex command. In this case file
read system level routines have to be monitored. With the current available resources
this is not feasible. In the provenance community there are groups of people researching
on how to do this best, however, we are not aware of a complete solution yet - especially
not for windows systems.

As a consequence the only possibility is to manually assess the quality of the in-
ferred provenance information by inspection. The manual inspection does not show any
missing provenance relations. Sometimes additional provenance relations are reported,
which are e.g. artifacts of file transfers (temporary files). From our inspection we have
not found cases with missing information. The precision depends on the organizational
directives, which can be adjusted to the required level of precision as discussed before.
Please be aware that the current alternative is no provenance information at all.

7 Mining Provenance Patterns

The mining approach uses the available log information and applies some counting
and some statistic methods to infer provenance relations between different filenames.
In particular, the assumption is if an activity is performed repeatedly then the same



Automatic Capturing of Semi-structured Process Provenance 95

relations must show up in the log files. In a first step the time difference between file
accesses is used to mine provenance relations and in a second step the frequency of file
updates is considered.

7.1 Time Based Mining

Before the actual mining can start the available dataset has to be investigated with re-
gards to the characteristics of accessing files. The time behavior of a system depends
besides others on the used application, the system, and the network connection. There-
fore it is not possible to provide an absolute number here.
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Fig. 4. Time difference in seconds between subsequent entries in the log file

Thus, a histogram of the time difference between two subsequent entries in the log is
calculated (see Fig 4). In the histogram you can see that many files are accessed within
a time difference of two seconds. The histogram turns flat for time differences greater
than 12 seconds therefore, in the following we use the 12 seconds as an upper bound to
infer provenance relations between files.

Next we retrieve all pairs of log entries which are less than 12 seconds apart and
appear at least twice, remove transitive relations, and represent these relations as a
weighted graph, where the weight corresponds to the number of observed occurrences
of the relation. To enforce a directed weighted graph, the directionality is enforced by
considering only the direction with the higher weight. The directed graphs are depicted
in Fig 5 and 6, where the thickness of the connection corresponds to the weight of the
relation.

The relations result actually in four unconnected graphs. The graph in Fig 6 corre-
sponds to the provenance related to executing the do pdflatex activity and the do bibtex
activity of the BPMN model (see Fig 1). The two activities are captured in one graph
since the underlying dataset was produced by using a tool, which provides a macro to
perform the sequence pdflatex-pdflatex-bibtex-pdflatex automatically. Therefore no suf-
ficient big time difference can be observed between the provenance related to the bibtex
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Fig. 5. Cluster 1

Fig. 6. Cluster 2

and the pdflatex activity. This graph also contains the conversion of figures from eps
format to pdf format which is performed by a script related to the pdflatex command.
This is visible by the writing of pdf files with the suffix eps converted-to. The corre-
sponding eps files are not included since the weights of the relations must be at least
two.
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Fig. 7. Histogram of occurrence of files as a source or as a target in an identified provenance
relation compared to the frequency of the file being written (incomplete)

An unexpected node in this graph is the writing of file paper.tex since it is not related
to performing the two activities. The explanation for this is that the used tool before ex-
ecuting the above sequence of bibtex and pdflatex commands checks whether all source
files have been saved. If this is not the case then the tool automatically saves the modi-
fied files. Therefore, the writing of the latex source file paper.tex becomes a part of this
graph.

The graphs in Fig 5 are related to figure conversion. It contains the conversion of fig-
ures from the emf format into eps format initiated by the author using a conversion tool.
The conversion of the other figures is not represented in this graph since a frequency of
at least two relations was required. The graph containing the visio file (vsd extension)
represents the copying of a visio figure into an emf file.

Overall it can be concluded that all graphs are related to some automated processing
initiated by the user. However, manual modifications of files are not observed since
they usually require more than 12 seconds to perform the modification, like e.g. writing
a new section in the paper.

7.2 Frequency Analysis

Next we try to identify the files which are mainly manipulated manually. To do so
we calculate the histogram of files being written as partially depicted in Fig 7. This
histogram is compared with the histogram of the files being part of the provenance
relations as discussed in the previous subsection. A file can be a source or the target
of the provenance relation. In Fig 7 the two ways of participation are explicated per
file. If a file is written often and participates a lot in provenance relations like e.g. file
paper.pdf, than it is unlikely that this file is subject to manual manipulation. On the
other hand side if a file hardly participates in a provenance relation but is written often
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then it is most likely manipulated manually often like e.g. file paper.tex. Files at the tail
of the histogram are potentially subject to manual modification.

Since it is not possible to mine the sources used for manual manipulations of a file
without looking at the content of the files, the proposed approach is to ask the user to
provide patterns on how to derive provenance relations for these files. In case of figure
and latex files the provenance relation mainly includes the other figure and latex files
often with the same name, just different versions. The same applies for bibtex files.

The decision on how much of the tail of the histogram is considered determines the
imprecision of the derived provenance relations compared to the manual effort required
to explicate these rules.

7.3 Evaluation

Comparing the clusters and the manual manipulations identified in the previous two
sections and compare them to the organizational guidelines specified in Sect 4.4 shows
some interesting results: The mining based approach does not make any assumptions
on the behavior of the user. However, in case of manually modified files user input is
required to derive the provenance relations. The files to which this applies can be mined
automatically.

The organizational directions distinguish the pdflatex and bibtex activity. However,
the mining approach identified additional automated activities like the conversion of
emf to eps files and the conversion from eps to pdf files. This indicates that the organi-
zational guidelines may be incomplete.

Comparing the mined graph for bibtex and pdflatex activity with the provenance de-
rived using organizational guidelines it turns out that the mined approach covers pretty
well the real provenance although it may have some additional provenance relations.
This is because the processing of bibtex and pdflatex command in a sequence by the
tool results in mined provenance relations which are actually not existent.

8 Conclusion

In this paper, a provenance capturing approach for semi-structured processes involving
provenance unaware legacy systems is proposed. Further, the derivation of different
classes of provenance relations is discussed. It has been argued that the recall of the
proposed approach is very high while the precision depends on used organizational
directives, i.e., constraints on handling files as a basis for deriving provenance relations.

Future work should address the currently used ’version on every write’ approach
to minimize the versions used. A further topic is instead of deriving organizational
directives to observe directives and assess the quality of the data handling as applied by
the users for deriving provenance relations.
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Abstract. Business process models are increasingly used for capturing
business operations of companies. Such models play an important role in
the requirements elicitation phase of to-be-created information systems
and in as-is analysis of business efficiency. Many process modeling initia-
tives have grown considerably big in size involving dozens of modelers
with varying expertise creating and maintaining hundreds, sometimes
thousands of models. One of the roadblocks towards a more effective us-
age of these process models is the often insufficient provision of quality
assurance. The aim of this paper is to give an overview on how empiri-
cal research informs structural and textual quality assurance of process
models. We present selected findings and show how they can be utilized
as a foundation for novel automatic analysis techniques.

1 Introduction

Nowadays, many companies document their business processes in terms of con-
ceptual models. These models provide the basis for activities associated with
the business process management lifecycle such as process analysis, process re-
design, workflow implementation and process evaluation. Many process modeling
initiatives have resulted in hundreds or thousands of process models created by
process modelers of diverging expertise. One of the major roadblocks towards a
more effective usage of these process models is the often insufficient provision of
quality assurance. This observation establishes the background for the definition
of automatic analysis techniques, which are able to support quality assurance.

In recent years, research into quality assurance of process models and corre-
sponding analysis techniques has offered various new insights. The objective of
this paper is to summarize some of the essential contributions in this area. To
this end, we aim to integrate both technical contributions and empirical findings.
The paper is structured accordingly. In Section 2 we describe the background
of quality research distinguishing structural and textual quality. Section 3 dis-
cusses how quality factors can be analyzed in terms of their capability to predict
aspects of quality. Section 4 discusses different techniques for automatically refac-
toring process models with the aim to improve their quality. Finally, Section 5
summarizes the discussion and concludes the paper.
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2 Background

Research on conceptual modeling often distinguishes syntax, semantics and prag-
matics of process models with a reference to semiotic theory [1,2]. The idea be-
hind this distinction is that a message, here codified as a conceptual model, first
has to be understood in terms of its syntax by a model reader before the se-
mantics can be interpreted. Comprehension on the semantic level then provides
the foundation for taking appropriate action in a pragmatic way. This semiotic
ladder has one major implication for process modeling as a specific area of con-
ceptual modeling and one major research directive. The implication of a semiotic
perspective on process modeling is that the comprehension of a process model
by a model reader has to be regarded as the central foundation for discussing
its quality. As appropriate pragmatics, which comes down to actions taken by a
model reader, define the successful progression on the semiotic ladder, research
has to establish a thorough understanding how quality on each step of this ladder
can be achieved. Indeed, it has been shown empirically that none of the three
steps of the semiotic ladder can be neglected, and that all steps appear to be of
equal importance for conceptual modeling [3]. As much of research on process
modeling has advanced analysis of syntax and execution semantics of process
models, but rather neglected textual semantic and pragmatic aspects, it is an
important directive for future research to complement syntactic analyses with
insights on semantics and pragmatics. In the following, we try to give a balanced
account of research on process model quality on a syntactic and semantic level
while leaving out pragmatics. Our focus in this context is on structural and
textual characteristics of a process model.

Fig. 1. Example of a process model with structural and textual issues

Figure 1 shows the example of a simple process model in BPMN notation.
Process models like this one define the temporal and logical constraints on the
control flow between different activities of the process. Here, there are four ac-
tivities: Make decision, Alternative 1 Execution, Executing alternative 2, and
Synchronization of both completed branches. The textual labels of these activi-
ties describe on the level of domain semantics what this process is supposed to
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do. The activity nodes together with the gateways and arcs define the syntax or
the formal structure of the process model. In this model, there are two types of
gateways used. The first one, an XOR-split, defines a decision point to progress
either with the upper or the lower branch, but never with both. There is also
a corresponding XOR-join in BPMN, it is not used in the example. Towards
the right-hand side of the model, there is an AND-join. This element is used to
synchronize concurrent branches. There is no corresponding AND-split in the
model. The arcs define the flow relation between activity nodes and gateways.

The quality of a process model like the one in the example can be discussed
from the perspective of syntax and of semantics. The quality of the syntax of the
model relates to the question whether its formal structure can be readily under-
stood by amodel reader. In this context, prior research has focused on the question
whether the size and the complexity might be overwhelming. Furthermore, there
are formal correctness criteria that can be automatically checked. For the exam-
ple, we can see that it apparently includes a deadlock: the single branch activated
by the XOR-split eventually activates the AND-join, which will then wait forever
for the not activated alternative branch to complete. The quality of the seman-
tics of the model relates to the question whether its textual content can be readily
understood by a model reader. Here, we observe that the activity labels follow
different grammatical structure. Make decision starts with a verb and continues
with a business object. This is usually considered to be the norm structure of an
activity label [4,5,6,7,8]. The other three labels use a gerund or a noun to express
the work content of the activity. Altogether, we can summarize that the example
model has both issues with its syntax and with its semantics.

In practice a considerable percentage of process models has quality issues,
with often 5% to 30% of the models having problems with soundness [9]. The
reason for at least some of these issues is the growth of many process modeling
initiatives. This development causes problems at the stage of model creation
and model maintenance. An increasing number of employees is becoming in-
volved with modeling. Many of these casual modelers lack modeling experience
and adequate training such that newly created models are not always of good
quality [10,11]. Furthermore, the fact that many companies maintain several
thousand models calls for automatic quality assurance, which is mostly missing
in present tools [10,11]. A promising direction for increasing process model qual-
ity is automatic guideline checking and refactoring. The next section discusses
the corresponding foundations.

3 Factors of Process Model Understanding

Various factors for processmodel understanding have been identified. Characteris-
tics of themodeling notation have be investigated in several experiments [12,13,14].
Two different factors have to be discussed in this context. First, ontological prob-
lems of the notation, e.g. when there are two options to represent the same mean-
ing, might lead to misinterpretations of singular models [15]. Survey research has
found support for this argument [16]. Second, properties of the symbol set of a no-
tation might cause problems, e.g. with remembering or distinguishing them [17].
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Empirical support for this hypothesis is reported in [18]. The secondary notation
plays an important role as well. The concept of secondary notation covers all rep-
resentational aspects of a model that do not relate to its formal structure. This
might relate to the usage of color as a means of highlighting [19]. Corresponding
support was found in an experiment in [20]. The visual layout of the model graph
is also well-known for its importance to facilitate good understanding [21,22]. In
this section, we focus on structural properties of the process model and properties
of its text labels.

3.1 Structural Factors of Process Model Understanding

Structural properties of a process model are typically operationalized by the
help of different metrics. Many of them are inspired by metrics from software
engineering like lines of code, cyclomatic number, or object metrics [23,24,25].
Early contributions in the field of process modeling focus on the definition of
metrics [26,27,28]. More recent work puts a strong emphasis on the validation
of metrics. In these works, different sets of metrics are used as input variables
for conducting experiments to test their statistical connection with dependent
variables that relate to quality. For instance, the control-flow complexity (CFC)
[29] is validated with respect to its correlation with perceived complexity of mod-
els [30]. Metrics including size, complexity and coupling are validated for their
correlation with understanding and maintainability [31,32]. Further metrics aim
to quantify cognitive complexity and modularity [33,34,35,36]. Various metrics
have been validated as predictors of error probability [37], which is assumed to
be a symptom of bad understanding by the modeler during the process of model
creation. A summary of metrics is presented in [38], an overview of experiments
can be found in [39,40]. In summary, it can be stated that increase in size, de-
crease in complexity and decrease in structuredness leads is related to greater
issues with quality.

One of the major objectives of research into the factors of process model
understanding is to establish a set of sound and precise guidelines for process
modeling. Guidelines such as the Guidelines of Process Modeling [41] have been
available for a while, but they had hardly been tied to experimental findings. The
Seven Process Modeling Guidelines (7PMG) might be regarded as a first attempt
towards building guidelines based on empirical insight [6]. The challenge in this
context is to adapt statistical methods in such a way that metrics can be related
to threshold values. In its most basic form, this problem can be formulated as
a classification problem: if we consider a particular metric like number of nodes,
in how far is it capable of distinguishing e.g. good and bad models.

A specific stream of research in this area investigates in how far different
process model metrics are capable of separating models with and without errors.
The work reported in [42] uses logistic regression and error probability as a
dependent variable. Logistic regression is a statistical model for estimating the
probability of binary choices (error or no error in this case) [43]. The logistic
regression estimates the odds of error or no error based on the logit function.
This model can be adapted by using structural metrics such as size or complexity
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of a process model as input variables and observations in terms of whether these
models are sound or not. The relationship between input and dependent variables
follows an S-shaped curve of the logit curve converging to 0 for −∞ and to 1
for ∞. The value 0.5 is used as a cut-off for predicting error or no error. Based
on the coefficient of the input variables in the logit function, one can predict
whether an error would be in the model or not.

The quality of such a function to classify process models correctly as having
an error or not can be judged based on four different sets: the set of true positive
(TP) classifications, the set of false positives (FP), the set of true negatives (TN)
and the set of false negatives (FN). A perfect classification based on the logit
function would imply that there are only true positives and true negatives. An
optimal threshold of separation can then be determined using Receiver Operating
Characteristic (ROC) curves [44]. These curves visualize the ability of a specific
process metric to discriminate between error and no error models. Each point
on the ROC curve defines a pair of sensitivity and 1 − specificity values of a
metric. The best threshold can then be found based on sensitivity and specificity
values with: sensitivity = true positives(TP) rate = TP

P , specificity = 1 −
false positives(FP) rate = 1−FP

P . Using this approach, several guidelines of the
7PMG could be refined in [42]. Table 1 provides an overview of the results
showing, among others, that process models with more than 30 nodes should be
decomposed.

Table 1. Ten Process Modeling Rules

Rule Associated measure Explanation

G1 Nodes Do not use more than 31.
G2 Conn. Degree No more than 3 inputs or outputs per connector.
G3 Start and End Use no more than 2 start and end events.
G4.a Structuredness Model as structured as possible.
G4.b Mismatch Use design patterns to avoid mismatch.
G5.a OR-connectors Avoid OR-joins and OR-splits.
G5.b Heterogeneity Minimize the heterogeneity of connector types.
G5.c Token Split Minimize the level of concurrency.
G6 Text Use verb-object activity labels.
G7 Nodes Decompose a model with more than 31 nodes.

Although there have been considerable advancements in this area, there are
several challenges that persist. Thresholds have been identified based on error
probability as a dependent variable, which can be easily expressed in a binary
way. An important antecedent of quality is understanding. However, thresholds of
understanding are much more difficult to establish as it is mostly measured using
score values summed up for a set of comprehension tasks. In this case, good and
bad models cannot be exactly discriminated. Furthermore, understanding can be
associated with different types of comprehension questions ranging from simple
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Table 2. Activity Labeling Styles

Labeling Style Structure Example

Verb-Object Action(Infinitive) + Object Submit Letter

Action-Noun (np) Object + Action(Noun) Letter Submission
Action-Noun (of) Action(Noun) + ’of’ + Object Submission of Letter
Action-Noun (gerund) Action(Gerund) + Object Submitting Letter
Action-Noun (irregular) undefined Submission: Letter

Descriptive DES Role + Action(3P) + Object Student submits Letter

No Action undefined Letter

recall of a model, understanding its semantics to pragmatic problem solving
tasks. Up until now, it has not been studied in how far the same or different
metrics influence each of these comprehension tasks.

3.2 Labeling Style as a Factor of Process Model Understanding

Empirical research has found that process models from practice do not always
follow naming conventions such as the verb-object style for activities. There are
three general classes of activity labeling styles [4] (see Figure 2). First, the verb-
object style defines an activity label as a verb followed by the corresponding
business object (Make decision). Second, there are different ways of defining
activities as action-noun labels. For such a label, the action is not formulated as
a verb, but rather as a gerund (Executing) or a substantivated verb (Execution
from to execute). There is also a third category of activity labels that miss
referring to an action. An example is the label information system, which fails
to mention an action, neither as a verb or noun.

With these categories defined, it has to be noted that labeling style is a fac-
tor with characteristics quite different to structural metrics. While metrics can
be measured on a metric scale, labeling styles can only be distinguished in a
nominal way. This means that in the simplest case the input variable can be
defined in a binary way, distinguishing usage of verb-object style versus usage
of another style. In terms of defining quality preferences, this makes the task
easier: while metrics require a threshold to distinguish good and bad, labeling
styles can be directly compared to be better or worse. An experiment reported
in [4] takes activity labels of different labeling styles as treatments in order to
investigate their potential ambiguity and their usefulness in facilitating domain
understanding. ANOVA tests demonstrate that verb-object labels are perceived
to be significantly better in this regard, followed by action-noun labels. Labels
of the rest category were judged to be most ambiguous.

While the usage of labeling style is covered well in the literature, there are
still various challenges in dealing with terminology. From a quality perspective,
terms should have a clear-cut meaning. This implies that synonyms (several
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words with the same meaning) and homonyms (several meanings of the same
word) should be avoided in process modeling. This problem is acknowledged
in various papers [45,46,47]; however, a proper solution for automatic quality
assurance is missing.

4 Automatic Refactoring

The empirical results reported in the previous section provide a basis for the
development of automatic refactoring techniques. The general idea of refactor-
ing was formulated for software and relates to “changing a software system in
such a way that it does not alter the external behavior of the code, yet improves
its internal structure” [48]. For process models, often the notion of trace equiva-
lence [49] or one of the notions of bisimulation [50] is considered when refactoring
models. In the following, we summarize work on refactoring the structure of a
process model and its activity labels. Frameworks for categorizing refactorings
have been proposed in [49,19,51].

4.1 Refactoring the Structure of Process Models

Insight into factors of process model comprehension provides a solid basis for op-
timizing its structure. The challenge in this context is to define a transformation
from an unstructured model towards a structured model. It is well known that
a structured model can always be constructed for process models without con-
currency, but that some concurrent behaviour is inherently unstructured [52].
The research reported in [50] presents a approach based on the identification
of ordering relations which leads to a maximally structured model under fully
concurrent bisimulation.

Here, two cases have to be distinguished. There are process models for which
making them structured comes at the price of increasing its size. Such a case
is shown in Figure 2. This increase stems from the duplication of activities in
unstructured paths. There are also cases where a process model can be structured
without having to duplicate activities. In practice, making a model structured
without duplication appears to be rather rare. An investigation with more than
500 models from practice has shown that structuring leads to an increase in size
of about 50% on average [53]. It is also important to note that duplication might
be more harmful than a usual increase in size. The user experiment reported
in [53] points to a potential confusion by model readers who are asked about
behavioural constraints that involve activities that are shown multiple times in
the model.

The problem of duplicating activities is a key challenge in this area. It is an
open research question how the beneficial effects of structuring can be best bal-
anced with the harmful introduction of duplicate activities. Further experiments
are needed for identifying a precise specification of the trade-off between struc-
turedness and duplication. In this context, also the size of the model has to be
taken into account.
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Fig. 2. Example of an unstructured and corresponding structured process model

4.2 Refactoring Text Labels of Process Models

Experiments and best practices from industry suggest a preference for the verb-
object labeling style. The challenge in this context is to achieve an accurate
parsing of the different labeling styles such that they can be transformed to
the verb-object style. An accurate parsing is difficult in English for two reasons.
First, many nouns in English are built from a verb using a zero-derivation mech-
anism. This means that the noun is morphologically equivalent to the verb. For
a word like plan we do not directly know whether it refers to a verb or a noun
(the plan versus to plan). Second, the activity labels of a process model usually
do not cover a complete grammatically correct sentence structure. Therefore,
it has been found difficult to use standard natural language processing tools
like the Stanford parser. The approach reported in [54] uses different contex-
tual information to map a label that, for instance, starts with the word plan to
its correct labeling style. Once the labeling style is known, tools like WordNet
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can be used to find a verb that matches an action that was formulated as a
noun (see Figure 3). It has been shown that this approach works accurately for
three different modeling collections from practice including altogether more than
10,000 activity labels [54].

Submitting 
Letter

Submit

Submit
Letter

Fig. 3. Example of a label refactored from Action-Noun to Verb-Object style

It is a topic of ongoing research how these refactoring techniques can be de-
fined in such a way that they do not depend upon the rich set of natural language
processing tools available for English. An alternative could be to directly work
with annotated corpora. Also, and related to the terminology problem identified
above, it is up until now not clear how problems of synonyms and homonyms
can be automatically reworked.

5 Conclusion

In this paper we have discussed the management of structural and textual qual-
ity of business process models. The growth of many process modeling initiatives
towards involving dozens of modelers with varying expertise creating and main-
taining thousands of models raises the question of how quality assurance can
be defined and implemented in an automatical way. Insights into the factors of
process model understanding provide the foundation for building such automatic
techniques. On the structural side of process model quality, size and structured-
ness have been found to be major factors. Guidelines like 7PMG have been
formulated based on empirical findings, pointing to the need for rework when
certain thresholds are surpassed.

A topic of ongoing research is how refactoring techniques can be defined that
balance different structural properties such as size and structuredness while min-
imizing the duplication of activities. On the side of activity labels, the usage of
the verb-object style is recommended. Automatic techniques in this context have
to provide an accurate parsing of the labels with a potential reformulation of
actions that might be stated as nouns. In this area it is a topic of ongoing re-
search to what extent such automatic techniques for style recognition can be
defined without relying on tools like WordNet such that they can be adapted for
languages different to English.
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