Lecture Notes in Electrical Engineering 276

James J. (Jong Hyuk) Park
lvan Stojmenovic

Min Choi

Fatos Xhafa Editors

Future Information
Technology

FutureTech 2013

@ Springer



Lecture Notes in Electrical Engineering

Volume 276

For further volumes:
http://www.springer.com/series/7818



James J. (Jong Hyuk) Park - Ivan Stojmenovic
Min Choi - Fatos Xhafa
Editors

Future Information
Technology

FutureTech 2013

@ Springer



Editors

James J. (Jong Hyuk) Park Min Choi
Department of Computer Science School of Information and Communication
and Engineering Engineering
Seoul University of Science Chungbuk National University
and Technology Chungbuk
Seoul Republic of Korea
Republic of Korea
Fatos Xhafa

Ivan Stojmenovic
University of Ottawa

Department of Languages and Informatics
Systems

Ottawa, Ontario Polytechnic University of Catalonia
Canada Barcelona

Spain
ISSN 1876-1100 ISSN 1876-1119  (electronic)

ISBN 978-3-642-40860-1
DOI 10.1007/978-3-642-40861-8
Springer Heidelberg New York Dordrecht London

ISBN 978-3-642-40861-8  (eBook)

Library of Congress Control Number: 2013947707

© Springer-Verlag Berlin Heidelberg 2014

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation, broad-
casting, reproduction on microfilms or in any other physical way, and transmission or information storage
and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known
or hereafter developed. Exempted from this legal reservation are brief excerpts in connection with reviews
or scholarly analysis or material supplied specifically for the purpose of being entered and executed on a
computer system, for exclusive use by the purchaser of the work. Duplication of this publication or parts
thereof is permitted only under the provisions of the Copyright Law of the Publisher’s location, in its cur-
rent version, and permission for use must always be obtained from Springer. Permissions for use may be
obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution under
the respective Copyright Law.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of publication,
neither the authors nor the editors nor the publisher can accept any legal responsibility for any errors or
omissions that may be made. The publisher makes no warranty, express or implied, with respect to the material
contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Message from the FutureTech
2013 General Chairs

FutureTech 2013 is the FTRA 8" event of the series of international scientific
conference.This conference take place September 4-6, 2013, in Gwangju Ko-
rea. The aim of the FutureTech 2013 was to provide an international forum
for scientific research in the technologies and application of information tech-
nologies. It was organized by the Korea Information Technology Convergence
Society in cooperation with Korea Information Processing Society. FutureTech
2013 is the next edition of FutureTech 2012(Vancouver, Canada), FutureTech
2011(Loutraki, Greece), FutureTech 2010 (Busan, Korea, May 2010) which was
the next event in a series of highly successful the International Symposium on
Ubiquitous Applications & Security Services (UASS-09, USA, Jan. 2009), previ-
ously held as UASS-08 (Okinawa, Japan,Mar. 2008), UASS-07 (Kuala Lumpur,
Malaysia, August, 2007), and UASS-06 (Glasgow, Scotland, UK, May, 2006).

The papers included in the proceedings cover the following topics: Hybrid
Information Technology High Performance Computing, Cloud and Cluster
Computing, Ubiquitous Networks and Wireless Communications Digital Con-
vergence, Multimedia Convergence, Intelligent and Pervasive Applications, Se-
curity and Trust Computing, IT Management and Service Bioinformatics and
Bio-Inspired Computing, Database and Data Mining, Knowledge System and
Intelligent Agent, Game and Graphics Human-centric Computing and Social
Networks, Advanced Mechanical Engineering, Computer Aided Machine De-
sign, Control and Automations & Simulation. Accepted and presented papers
highlight new trends and challenges of future and information technology. The
presenters showed how new research could lead to novel and innovative appli-
cations. We hope you will find these results useful and inspiring for your future
research.

We would like to express our sincere thanks to Steering Chairs: James J. (Jong
Hyuk) Park (SeoulTech, Korea), Hamid R. Arabnia (The University of Geor-
gia, USA). Our special thanks go to the Program Chairs: Min Choi (Chungbuk
National University, Korea), Uyen Trang Nguyen (York University, Canada),
Robert C. Hsu (Chung Hua University, Taiwan), Horacio Gonzalez-Velez (Na-
tional College of Ireland, Ireland), Yejun He (Shenzhen University, China), all



VI

Program Committee members and all the additional reviewers for their valuable
efforts in the review process, which helped us to guarantee the highest quality
of the selected papers for the conference.

We cordially thank all the authors for their valuable contributions and the
other participants of this conference. The conference would not have been pos-
sible without their support. Thanks are also due to the many experts who con-
tributed to making the event a success.

September 2013 Doo-soon Park, SoonChunHyang University, Korea
Ivan Stojmenovic, University of Ottawa, Canada

Hsiao-Hwa Chen, National Cheng Kung University, Taiwan

Fatos Xhafa, Technical University of Catalonia, Spain

FutureTech 2013 General Chairs



Message from the FutureTech 2013
Program Chairs

Welcome to the FTRA 8" FTRA International Conference on Future Informa-
tion Technology (FutureTech 2013), which will be held in Gwangju, Korea on
September 4-6, 2013. FutureTech 2013 will the most comprehensive conference
focused on the various aspects of information technology. FutureTech 2013 will
provide an opportunity for academic and industry professionals to discuss recent
progress in the area of information technology. In addition, the conference will
publish high quality papers which are closely related to the various theories and
practical applications in information technology. Furthermore, we expect that
the conference and its publications will be a trigger for further related research
and technology improvements in these important subjects.

For FutureTech 2013, we received many paper submissions, after a rigor-
ous peer review process, we accepted the articles with high quality for the Fu-
tureTech 2013 proceedings, published by the Springer. All submitted papers have
undergone blind reviews by at least three reviewers from the technical program
committee, which consists of leading researchers around the globe. Without
their hard work, achieving such a high-quality proceeding would not have been
possible. We take this opportunity to thank them for their great support and
cooperation. We would like to sincerely thank the following invited speaker who
kindly accepted our invitations, and, in this way, helped to meet the objectives
of the conference: Prof. Victor C.M. Leung, University of British Columbia, Van-
couver, Canada. Finally, we would like to thank all of you for your participation
in our conference, and also thank all the authors, reviewers, and organizing com-
mittee members. Thank you and enjoy the conference!

Min Choi, Chungbuk National University, Korea

Uyen Trang Nguyen, York University, Canada

Robert C. Hsu, Chung Hua University, Taiwan

Horacio Gonzalez-Velez, National College of Ireland, Ireland
Yejun He, Shenzhen University, China

FutureTech 2013 Program Chairs



Message from the DIIK 2013
Session Chairs

DIIK 2013 is the first Special Session on the Data-Intensive Intelligence and
Knowledge co-organized by KISTI and ISTIC, which is held in conjunction with
the 24 International Conference on Ubiquitous Context- Awareness and Wireless
Sensor Network (UCAWSN-13) at Jeju Island, Korea, in July 15-17, 2013. The
aim of this session is to discuss key research issues and practices of intelligence
and knowledge driven by big data. The research on data-driven intelligence and
knowledge hasbeen recently encouraged by the appearance of disruptive tech-
nologies/services such as Apple’s Siri and IBM’s Watson as well as the progress
in distributed and parallel computing. DIIK 2013 will provide an opportunity
for participants to share their research efforts and ideas between industry and
academia.

For DIIK 2013, we had 20 submissions, among which 16 papers with high
quality were accepted for publication. Every paper was reviewed by at least two
reviewers in this session Program Committee. We take this opportunity to thank
for their great contributions. We also wish to express our special thanks to the
UCAWSN-13 chairs including Prof. James J. Park and Prof. Hwa-Young Jeong
for allowing and helping this session to be successful. Finally, we heartily thank
all the authors for their valuable contributions.

September 2013 Hanmin Jung and Lijun Zhu

DIIK 2013 Special Session Chairs
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Dedicated Smart Software System for Mobile X-Ray

Chang Won Jeong', Young Sik Jeong?, Jinseok Lee’, and Su Chong Joo®

" Imaging Science based Lung and Bone Disease Research Center,
Wonkwang University, 460 Iksandeaero, Iksan, Jeonbuk, 570-749, Republic of Korea
mediblue@wku.ac.kr
% Department of Multimedia Engineering, Dongguk University, Seoul, Korea
yvsjeong2k@gmail.com
? Department of Computer Engineering, Wonkwang University,

460 Iksandeaero, Iksan, Jeonbuk, 570-749, Republic of Korea
gonasago@gmail.com,
scjoo@wku.ac.kr

Abstract. In this paper, we describe dedicated smart software for mobile x-ray
system. It can support mobile x-ray system and medical information system.
Also, it provides web services that allow us to deal with the DICOM of medical
information standard. In order to implement this smart software system, we de-
scribe about a PACS environment that is a kind of web based system. And we
also describe the system architecture as a physical environment and process of
system components. And then, we show the results of service such as mobile
viewer and file upload service.

Keywords: mobile x-ray system, dedicated smart software, medical informa-
tion system, DICOM.

1 Introduction

Recently, healthcare and variety of IT technology have combined with a medical
device that related products have been released. In particular, the introduction of
smart software has led to the integration of existing medical information system[1]. In
addition, smart software technology is the ubiquitous healthcare that can make new
medical service for the hospital. Further, various mobile x-ray systems have been
developed in order to do the emergency environments such as emergency rooms,
operating theatres and portable imaging at anywhere. It is expanding worldwide due
to the technology’s compelling advantages in productivity, X-ray dose and image
quality. For instance, typical systems such as Carestream XDR[2], GE healthcare
AMS Mobile X-RAY system[3] and Siemens[4] etc. Most of systems focus on
mobile, portable and wireless using ICT technology.

We have been developing one system of mobile x-ray for diagnostics at out-patient
clinics, operating room and emergency room. Therefore, we are required to research
on how to use the smart device based on it and system development of mobile x-ray
that can collaborate with the medical information system(by INFINITT Company).

James J. (Jong Hyuk) Park et al. (eds.), Future Information Technology, 1
Lecture Notes in Electrical Engineering 276,
DOI: 10.1007/978-3-642-40861-8_1, © Springer-Verlag Berlin Heidelberg 2014



2 C.W. Jeong et al.

Firstly, we define the structure of the system and design an interface between each
component. This is called Medical information system or PACS and dedicated smart
device. It was adopted by basing on the Android OS[S5, 6, 7] and exchanged of infor-
mation between each system according to the standard DICOM]I8, 9]. This paper fo-
cuses on the smart software research for supporting mobile x-ray system. It provides
web services that are interact with mobile x-ray system and medical information
system or PACS.

It is also organized a follows; Section 2 describes the whole system architecture
and process of system components. Section 3 shows the implementation of system
environments and the result of application service. Last of all, it is on chapter 4, we
will describe about the conclusion and the content of future research.

2 Dedicated Smart Software System

2.1  System Architecture

Overall structures of the proposed system are as follows. It can configure outside or
inside hospital environment by using the mobile x-ray system and communications
infrastructure such as WiFi communication and wire/wireless environments. As Med-
ical information System were include the mobile server which supports the smart
devices.

Mobile X-ray System

Outside
the hospital environment

In the hospital environment

N\ Medical information

System(PACS)
Dedicated Smart
Mobile X-ray imaging avices forresl \L
equipment remote _ ’
control device w;.v’v“:r :‘:;I;Iule Mobile Server A
B
quisition Database
Proqnm Converter —> p.iahase Manager

Storage
Security
Manager

Viewer module for smart devices

O () ) )
G4 g ~ ggx 14

Doctors Nurses Doctors Administrator

Fig. 1. The system architecture
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Mobile x-ray system contains a multi-sensor sensing module that can transfer to
the medical information system DICOM files by capturing the patient's body part.
After that, it will send what we have captured to the dedicated smart device and Med-
ical information system. It provides Image Information services in collaboration with
the mobile x-ray system and the dedicated smart devices. Then, these smart devices in
the hospital environment will provide medical information service connected to the
medical information system. The dedicated smart device is used as the DICOM file.
However, in the connection with the Mobile Server, smart devices generally deal with
image files [10].

2.2  Interaction of System Components

Visualizing the whole system, Figure 2 below, shows the process of interaction be-
tween the components. The Net gate interacts with multi-sensor sensing module. Al-
so, a medical information system includes the upload service and mobile server for
interaction with the client like Web-based client devices. PACS storage that stores the
DICOM files consists of a dynamic Access Control Service for all requests security
processing.

| I DICOM File [ -
| CT Lun
I Multi ; Net gate RS
I SS:::I':‘; : Storage ‘

Module Mobile b
I 1 Server
I I TS
| I 1 ’ Upload |
I 1 1 Service 1
I DICOM File | 1 = 1

Dynamic Access Control Service
I ' Request'nforl ation | — + !
[l

I } i ' 1 _ 1
I icated medidal information DICOM File

Mobil 1 medical infor'nation &|Imgge File 1
| Viewer I I I
| 1 | - I

Mobile
| DICOM Viewer 1 gen_eralvsmart Viewer Web based Client |
Remote Control avice viewer

e | M e s, s . i P i k

Fig. 2. Interaction of system component

Figure 3 shows the method call interface and interaction between each component.
First, in order to generate a DICOM file and save it to the medical information
system, mobile x-ray system have to invoke the C-store-RQ() method. Medical in-
formation systems, store_to_database(), is used to save to the database. In the Output
Viewer, veiw_display(), uses the request(query) method to interact with medical in-
formation systems and smart devices, resulting values, transfer the DICOM file by
dicomfile_send() method. In addition, the dicomfile_upload() for the DICOM medical
information system stores file that is created from other devices. Also, by using the
stepmotor_conrol() for controlling mobile x-ray system, smart device can make the
position of the header change.
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store_to_database()

Mobile X-ray (Header and Pixel data) C-Store-RQ Medical
Information
System(PACS)

t
system dicomfile_upload()

request(query)
stepmotor_control()
dicomfile_send()

W
results() response() Other

Smart Devices
Devices (PC & Smart
view_display() Device

Fig. 3. Interaction of diagram for system and methods of interface

3 Construction of System and Results of Application Service

The physical environment of the proposed system is shown in Fig.4. Mobile x-ray sys-
tem can be taken only a portion of the body. Multi-sensor sensing module is consisted
of Step Motor module for control camera with multi-sensor-based ATMEGA128. Med-
ical information systems are constructed in the IBM Z404 workstation server, the
mobile device has the Android OS basing on smart phones, and PC system for view
application service is connected to the general Internet.

Phantom

Sensing Medical|Information
Module System (PACS)

Mobile x-ray
System

A
=

Dedicated Smart Device PC
&
General Smart Device

Fig. 4. Physical system environments

Figure 5 shows the results of the DICOM file viewer screen shot with a mobile
x-ray system for position control whereas the main screen with the camera and
multi-sensor data are collected by the dedicated smart device.
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(a) Multi-sensor data (b) Main Control GUI (c) DICOM viewer
Fig. 5. The body position service result of dedicated smart device

Figure 6 shows the image lists that connect to medical information systems in
smart devices.

Fig. 6. The image file viewer of general smart device

Figure 7, shows the results screenshot using the PC viewer and DICOM files that
transfer to a specific directory on the medical information system in order to upload
the DICOM files from the client PC.

Medical information system

......

Client PC

Upload DICOM file

Fig. 7. Shows the results of upload service on medical information system from client PC
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4 Conclusion

In this paper, we describe the dedicated smart software system to support mobile
x-ray system. We have developed a software environment for medical information
services such as viewer and upload service. This overall functionality of the current
systems has been completed.

Mobile x-ray system has been developed successfully. In our future studies, we
would like to improve the function of each software implementation and the interface
between the Multi-sensing modules. We are also planning to add the Dynamical
Access Control Service to medical information system.

Acknowledgement. This work was supported by the Korea Health Industry Devel-
opment Institute (KHIDI) grant No. A120152 under the auspices of the Ministry of
Health and Welfare.
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Abstract. Mobile robot operators must make rapid decisions based on
information about the robot’s surrounding environment. Thus, it is essential that
they receive information regarding the local terrain in real time. This paper
describes an intuitive terrain modeling method and a generation algorithm for a
texture database (TDB). Firstly, we integrate the large-scale 3D point clouds
obtained from sensors into a node-based terrain mesh in CPU. Subsequently, we
program a graphics processing unit to generate the TDB by mapping the
triangles in the terrain mesh onto the captured video images.

Keywords: Terrain reconstruction, GPU, Texture database, Mobile robot.

1 Introduction

The multiple sensors mounted on mobile robots collect 3D point clouds, video
images, GPS data, and rotation states [1]. Traditional real-time visualization systems
mostly apply a 2D image, a voxel map, or a terrain mesh to represent a terrain model.
A terrain mesh is generated by integrating the top points in the x-z cells into a regular
triangular mesh [2]. By overlaying captured video images on the 3D terrain mesh, the
visualization system provides intuitive imagery of a 3D geometric model for easy
terrain perception. Conventionally, we register the captured images to the terrain
model. However, when mobile robots navigate a large-scale environment, the sensed
images are registered incrementally. The amount of data becomes so large that it
exceeds the robots’ memory capacity.

The objective of our study is to reconstruct an intuitive large-scale terrain model
using limited memory in real time. Firstly, we create a node-based terrain mesh. Each
node in the mesh contains a certain quantity of vertices and a node texture. The node
texture is generated by mapping the triangles in the captured image, which are
projected from the vertices of the node mesh. The node textures are integrated to form
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a texture database (TDB). We utilize a graphics processing unit (GPU) to map the
triangles in parallel in order to realize real-time TDB generation. Finally, we represent
the reconstructed terrain model by overlaying the terrain mesh with the TDB.

This paper is organized as follows: in Section 2, we survey related work on terrain
modeling and representation methods. In Section 3, we explain a GPU-based TDB
generation system. In Section 4, the performance of the proposed system are analyzed
and evaluated. In Section 5, we draw our conclusions.

2 Related Works

It is necessary to reconstruct a terrain model using an integrated dataset obtained from
multiple sensors. Rovira-Mas [3] proposed a density grid for 3D reconstruction from
information obtained from stereo cameras, a localization sensor, and an inertial
measurement unit. However, he allocated one color per grid, which caused distortion.
To represent an intuitive scene, Sukumar [4] proposed a convenient visualization
method by integrating sensed datasets into a texture mesh for the terrain reconstruction.
Song [5] produced a texture mesh to represent ground information, and mapped the
captured images onto the terrain mesh. There are several colors per triangle of the
texture mesh. When the robot navigated for an extended period, the texture buffers
registered in the terrain model became so large that they exceeded the memory
capacity. Even the compression algorithms for 2D images, such as JPEG [6] and
MPEG [7], are difficult to be applied in the real-time terrain modeling with limited
memory. Therefore, an effective and rapid TDB generation method is necessary for
robots with limited memory capacities.

3 TDB Generation

The multiple sensors mounted on mobile robots collect terrain information in the form
of 3D point clouds, 2D images, GPS data, and rotation states. We register the sensed
3D point clouds into a global terrain mesh according to GPS and rotation information
[8]. The color information of the terrain models is computed by projection from the
vertices in the terrain mesh to the captured 2D images.

Node texture A2

(T0,T1, T2)
Node mesh @

Fig. 1. Node texture generation process
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Fig. 1 shows the process of node texture generation. For each 3D triangle (TO, T1,
T2) in the mesh of that node, we create a triangle (A0, Al, A2) in a node texture,
which has a set of triangle pixels. Subsequently, a triangle (BO, B1, B2) in a captured
image is projected from (TO, T1, T2). We then duplicate triangle (A0, Al, A2) from
triangle (BO, B1, B2). After all of the triangles in a node mesh are mapped from the
current image, the node texture is updated and combined into the TDB system.

In a large-scale environment, there are a large number of triangles of several nodes to
be mapped from the captured video images. Hence, to realize real-time TDB generation,
we implement the mapping process in parallel by applying GPU programming. The
framework of the GPU-based TDB generation system is shown in Fig. 2.

CPU ! GPU
: Copy node
: texture to CPU
Copy the mesh and texture E Node Texture
Node-based of each updated node to : buffers
terrain model GPU memory :
E 3D triangles Projection
Visualization : Triangles in
: the image
- : Copy texture from
H Captured 2d images to node | —
Captured 2D Copy to GPU : i}?:nages tescture
images '

Fig. 2. Framework of the GPU-based TDB generation system

After creating the node-based terrain model, we copy the mesh and texture of an
updated node and the current captured image to GPU memory. Subsequently, we
project each triangle of the mesh onto the captured image in order to acquire the
mapped triangles within the captured image. We then duplicate the mapped triangle to
the node texture buffer. Next, we copy the updated node texture in GPU memory to
the TDB of the terrain model in CPU memory. Finally, we render the terrain model by
overlaying the terrain mesh with the TDB.

4 Experiments

Experiments were performed to test the proposed real-time large-scale terrain
modeling system and the TDB generation method. The mobile robot shown in Fig. 3
was used to gather data using its integrated sensors, including a LiDAR sensor, a GPS
receiver, a gyroscope detector, and three video cameras. The valid data range of the
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Fig. 3. Experimental mobile robot

LiDAR sensor was approximately 70 m from the robot. The proposed algorithms
were implemented on a laptop with a 2.82 GHz Intel® Core™2 Quad CPU, a GeForce
GTX 275 graphics card, and 4 GB RAM.

Fig. 4 (a) shows the result of terrain reconstruction by registering the sensed 3D
point clouds and captured video images into the texture terrain mesh. Also, Fig.4 (b-c)
show the results of the reconstructed terrain model captured from a bird view, a front
view and a free view.

Fig. 4. Terrain reconstruction result. (a) A top view of the reconstructed ground mesh. (b) A
bird view of the reconstructed terrain model. (c) A front view. (d) A free view.
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The bottom images in Fig. 4 were captured by the three cameras. The robot
captured three images of 659 x 493 RGB pixels every 0.1 s. In our application, the
node size was 12.8 x 12.8 m* and the cell size is 0.1 x 0.1 m?. In the TDB, the basic
texture unit has 4 x 4 XRGB pixels. The resolution of the node texture was 512 x 512
pixels.

We compared the texture buffer sizes of the TDB and the video images, as shown
in Fig. 5. After 20 s, 200 x 3 images were captured and 82 nodes were registered in
the terrain model. The TDB buffer size of these nodes was 82.0 MB, generated from
557.7 MB of video images. Therefore, the results demonstrate that large-scale video
images were registered to the TDB with a low memory overhead using the proposed
TDB generation method.

MB 700 T T T T T T T T T

Video buffer

600 -
— — - TDB buffer

mn
o
[=]

Texture memory
ey
[a]
o

0 1 1 L 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200 220

Time ®01s

Fig. 5. Buffer sizes of the TDB and the images

In our projects, we rendered nine nodes of the terrain model surrounding the
vehicle. Therefore, only 9.31 MB of the memory were used to represent the
surrounding area of 147.4 m”. To speed up the computation of the TDB generation,
we used GPU programming to implement the mapping process in parallel. The terrain
modeling and visualization speed was improved to 18.85 fps on average.

5 Conclusions

In this study, we developed an intuitive terrain modeling technique with a TDB
generation method for a mobile robot. We employed a GPU to map the triangles in
the captured video images, projected from the terrain mesh, onto the TDB in real
time. We tested our proposed system using a mobile robot mounted with integrated
sensors. The results demonstrated an intuitive visualization performance and low
memory requirement in a large-scale environment.
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Abstract. In this paper, we show that complex Gaussian random matrix satis-
fies the restricted isometric property (RIP) with overwhelming probability. We
also show that for compressive sensing (CS) applications, complex Gaussian
random matrix outperforms its real number equivalent in the sense that it re-
quires fewer measurements for exact recovery of sparse signals. Numerical
results confirm our analysis.

Keywords: Sparse recovery, restricted isometric property, complex Gaussian
entries.

1 Introduction

In recent years, compressive sensing (CS) has attracted much attention in the academ-
ic world [1]. In CS, a high dimensional vector x € R%, which is k-sparse (i.e., ||x]lo < k

< n), is sensed by a fat random matrix A € R™" (m < n), yielding a low dimensional
measurement vector

y = Ax. (1)

Although (1) is an underdetermined system and has infinitely many solutions, the CS
theory promises to achieve the perfect recovery of x by exploiting the sparsity. In
analyzing the recovery performance, the restricted isometry property (RIP) for the
sensing matrix A has been widely used. It has been a standard tool for studying how
efficiently the measurement matrix A captures information about sparse signal. Let-
ting At denote a submatrix of A with columns listed in set 7, the matrix A is said to
satisfy the k-RIP if there exists J; € (0, 1) such that [2]

1-6, <AALA,)<1+6, )

for any T with cardinality 171 < k. In particular, J; is called isometry constant. It has
been shown that many types of random matrices have excellent restricted isometry
behavior. For example, a matrix A € R™", which has i.i.d. entries with Gaussian dis-
tribution N(0, 1/m), obeys the k-RIP with J, < & with overwhelming probability if [3]
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m =0(klogZ/ezj 3

In many CS applications, a more general setting is that the sensing matrix A € C"™"
is a random matrix with complex Gaussian entries. There has been empirical evidence
that CS works well under this setting, see, for instance, Shim [4]. However,
difficulties remain in analyzing the theoretical recovery performance since little has
been known about the RIP for random matrix with complex Gaussian entries.

In this work, we study the RIP for random complex Gaussian matrix. For simple
description, we define GRM(m, n, 02) as a class of m x n random matrices, for which
the real part and imaginary part of entries form a set of 2mn i.i.d. random variables
with distribution N(0, 6°/2). We argue that RIP holds for complex Gaussian Matrices.

Theorem 1. For any random matrix A € GRM(m, n, 1/m), we show that the matrix A
satisfies the k-RIP with isometry constant

§k<a+2\/5+‘/4—nH(}/) )
m

with overwhelming probability, where a = k/m, y = k/n and H is the entropy function
H(y) = -ylogy—(I-y) log (1 - ).

2 Proof of Theorem 1

This section is devoted to the proof of Theorem 1. We stress that the technique we
used in the proof is similar to that in [2]. We first consider the eigenvalue of AT*AT
where A7 is a submatrix of A with k& columns, and then extend the result to all such
submatrices.

Lemma 1. [Lemma 4 in [5]] For any random matrix B € GRM(m, n, 1), it satisfies

Elrr{exp(tB"B))|< nexp((\% +n )+ (m+ n)tz) Ve {O, ﬂ . 65)
And

E[rrexp(~ tB"B))|< n exp(— (=) e+ (m+ n)tzj Ve [0,], (6)

where E[-] represents expectation and 7r[-] is the trace.

Lemma 2. For any complex matrix B, all the eigenvalues of exp(1B"B) satisfy
A (exp(tB*B)) = exp(t/ii (B*B)), ©)

and are always positive.
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Proof. Since BB is Hermitian and has full rank, its eigenvalues are all real numbers.
According to the definition of exponential,

exp(tB'B)=1+1B'B + % (tB'B) +---+ l' (BB 8)
! n!

as n — oo. For a matrix Q consisted of the eigenvectors of B'B, exp(tB'B) can be di-
agonalized by Q.

O exp(tB'B)Q = +1A +%(rA)2 +~--+l'(tA)" . )
. n.

By the definition of the exponential function, the i-th eigenvalue on the diagonal is
A (exp(tB*B)) = exp(t/ii (B*B)) >0. (10)

Lemma 3. For a matrix A € GRM(m, n, 1/m), singular value concentration inequali-
ties of Ay satisfy

P(ﬂm (Ara, )= (\/E + 1)2 + 8) < kexp(— m—gzj (11)

Yo +1)
P(/imm (Ara, )< (\/E — 1)2 - gj <k exp(— m—ng , (12)

Ha+1)

where A7 is a submatrix consisted of k columns randomly selected from A.

Proof. For each Ay out of A, Artimes sqrt m belongs to GRM(m, n, 1). Let © = mt.
Then from Lemma 1,

E[Tr(exp(m;AT ))] <k exp((\/a + 1)2 T+m (a+ 1)2'2) , (13)
for T € [0, m/2]. Since all eigenvalues of exp(rAT*AT) are positive (from Lemma 2),

Tr(exp (m; AT )) 2 ﬂ’max (exp (m; AT )) =€exp (Tﬂ’max (A; AT )) . (14)

For t € [0, m/2] and a small deviation ¢, we get

P(/lm (a:4,)> War+1) + g)
= P(exp(tﬁmax (a:4,)- (Ve +1f - té') > 1) (15)
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< E[exp(tﬂmax (4ra, )-r(Wer +1f - té‘ﬂ (16)

< exp(— t(\/a + 1)2 - IS)E [Tr(exp(tAT*AT ))] 17)

< kexpl—te+m™ (a+1)?), (18)

where (16) uses the Markov's inequality. For a quadratic function, it is obvious that
fit)=-te+m (o + 1)* attains the minimum at 7o = me / 2(a + 1).

In a similar way, the lower bound in (12) can be proved.

Lemma 3 demonstrates the lower and upper bounds of K(AT*AT) for some Ar. Note
that the isometry constant J; € (0, 1) is defined as the minimum constant such that for
allT €{1, -, n} and IT = &,

1-5, < AAlA, )<1+6,. (19)
For notational simplicity, denote Ay, = kmax(AT*AT) and observe that

2
P(VAT s A S (\/E + 1)2 + 8) 21— k(:) exp(— 4(&} . (20)

a+1)

From Stirling's approximation, we know the combination number k out of n approx-
imates to exp(nH(y)). Then it follows that

(7 s 1 )21k - 22 - D))
' o

m
As thus, for m goes to infinite,

A <(a+1) +/4nH (y)/m . (22)

Similar results hold for A;,. The proof of Theorem 1 is established.

3 Simulation and Discusssion

From Theorem 1, one can show that upper bound in (4) is more stringent than that in
the real number situation [2]. Indeed, let A" denote a m xn random matrix with real
number entries satisfying N(0, 1/m). Then for n — oo,

5.(A)—> 2\Jalog(n) and &,(47)— 2\ 2alog(n). (23)

The isometry constant for A is 0.7 times as much as that for A" and hence is more
stringent. To see the difference between 8;(A) and §,(A"), we perform simulations to
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provide an empirical comparison. To be specific, we generate a number of real and
complex Gaussian random matrices. For each matrix, we calculate the isometry con-
stant by an exhaustive search. The distributions of §,(A) and §(A") are displayed in
Fig. 1. One can easily observe that §;(A) is uniformly smaller than §;(A").

The reason why the complex Gaussian random matrix has more stringent isometry
constant than the real Gaussian random matrix is perhaps that the extreme singular
values of any submatrix formed by k (or fewer) columns from A has stronger concen-
tration property. Indeed, the probability of violation for real Gaussian random matrix
decreases at a speed of exp(-me2/8) as € increases [6], whereas, as shown in Lemma
3, the probability of violation for complex case decreases at exp(-me2/4). In other
words, the distribution of the extreme singular value of complex Gaussian matrix has
a smaller tail, and therefore, the complex Gaussian matrix has a smaller §; (for the
same v and o), when compared to the real case. For compressive sensing applications,
this result implies that fewer measurements are required [7].

To illustrates the advantage of complex Gaussian sensing matrix over the real case
in compressive sensing, we perform simulations on sparse signal recovery with com-
plex and real Gaussian random matrices. In our simulation, we employ orthogonal
matching pursuit (OMP) algorithm as the recovery algorithm to recover k-sparse sig-
nals with complex entries. Two kinds of recovery are performed. First, we directly
employ OMP to recover the complex signal x in the complex number signal model
(1). Second, we reformulate model (1) to a real number signal model [8]:

,_[Re(y)] ,_[Re(x)]| , [Re(A) —Im(4)
= . x = . =
Im(y) Im(x) Im(A) Re(A)
and then employ OMP to recover x . Note that the recovery of the second case is per-

formed in the real domain. We compare the minimally required measurements y
guaranteeing exact recovery of sparse signals.

) (24)

0.35 T

—© Complex
Real
0.3
0.25
2 02t
=
[
Q
[
a 0.15
0.1
0.05
LSl ‘ ‘ ‘
0.1 0.2 0.3 0.4 0.5 0.6

RIP constant

Fig. 1. Distribution of 8;(A) and 8;(A"), with k =4, m =20, and n = 128
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For a fixed sparsity ratio vy, k = 10, and n = 256, the exact recovery ratio by OMP
algorithm is simulated with different measurement number m. Note that o and vy re-
main the same after reformulation. We calculate the exact recovery ratio for x and x .
The result is shown in Fig. 2. where cOMP represents the recovery result using the
first method (i.e., direct recovery in the complex domain). It is easily observed that
the first method outperforms the second method, as it uniformly requires fewer mea-
surements for exact reconstruction.

It is interesting to note that the superior numerical performance of A over A can al-
so be explained as follows. For an n x 1 k-sparse complex signal, its real number
equivalent is an 2n x 1 2k-sparse signal. In the recovery process, one sparse signal is
selected with a candidates number of k out of n. Whereas, in the real equivalent case,
candidates number 2k out of 2n. By Stirling's approximation, we know

Z %enH(%] and 2n %ean(S]. 25)

Thus it is easier to solve the complex sparse signal recovery problem than the refor-
mulated real sparse signal recovery problem.

—*— OMP
—+—cOMP ||

Exact recovery ratio

0.2F 4

01 i i i i i i i
20 25 30 35 40 45 50 55 60
Measurement number

Fig. 2. Exact recovery of sparse signals via OMP for complex Gaussian measurement matrix
and its real number equivalent

4 Conclusion

This paper presented the RIP for Gaussian random matrix with complex entries. The
result demonstrated that compared to the isometry constant for real Gaussian random
matrices, the isometry constant for complex Gaussian random matrices are more
stringent. This implies that for CS applications, the required number of measurements
guaranteeing exact recovery can be fewer when the complex Gaussian random
measurements are used.
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Evolving Mobile App Recommender Systems:
An Incremental Multi-objective Approach”
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School of Computer Science, National University of Defense Technology,
Changsha, P.R. China, 410073

Abstract. Existing recommender systems for mobile apps mainly focus on sin-
gle objective which only reflects monotonous app needs of users. Therefore, we
evolve the existing mobile app recommender systems leveraging the multi-
objective approach. Moreover, to avoid risks introduced by dramatic system
vibration, we realize the system evolution in an incremental manner. To achieve
these two goals, we model the recommendation generation of the evolved sys-
tem as a multi-objective optimization problem and propose a new rank aggre-
gation based evolving scheme to gently evolve the systems. Furthermore, we
propose a new recommending scheme for mobile apps based on Latent Seman-
tic Analysis and leverage it to evolve the existing system. Real data evaluations
have verified the effectiveness of our approach.

Keywords: Mobile app, multi-objective, incremental, rank aggregation.

1 Introduction

The tremendous increase in population of mobile apps has given birth to the challenge
of app discovery. To meet this challenge, online markets have employed recommend-
er systems to provide users with app suggestions. For instance, AppJoy [1] filters out
app choices based on personalized app usage patterns. AppBrain [2] generates rec-
ommendations of the same category with those have been installed by users while
AppAware [3] exploits the context information for app recommendations.

Such existing mobile app recommender systems (MARS) are of help to users for
app discovery. However, they mainly focus on the recommendations of a single ob-
jective, which only reflects the monotonous app needs of users. Specifically, Appjoy
utilizes focuses on the similarity among apps with respect to their usage patterns.
AppBrain exploits the category of apps to capture their similarity. Systems such as the
AppAware and others pay their attention to discover apps that are of similar using
contexts. Therefore, most of the existing MARSs are advancing their recommenda-
tions by solely taking the app similarity into consideration.

On the other side, recent studies have recognized that single-objective systems may
be of little use or even negative [4] while other aspects of recommendation quality are
of similar important to the similarity [5,6]. Thus the multi-objective recommender

* This work is supported by the projects of National Natural Science Foundation of China: No.
61070201, No. 61170260 and No. 61202486.
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systems are attracting increasing interests [7]. However, the study of multi-objective

MARS is still missing in the literature. Therefore, we study the development of future

MARS leveraging the multi-objective approach. Moreover, in the evolution of sys-

tems, severe system vibration may result in significant loss of customers. Therefore

we utilize an incremental way to design the evolution for avoiding dramatic changes.
Main efforts and contributions of this paper are as follows:

e We propose a novel Latent Semantic Analysis (LSA) based scheme for mobile app
recommendation, which overcome the user experience constraint.

e We model the recommendation generation of the evolved MARS as a multi-
objective problem and propose a rank aggregation based evolving scheme, which
realizes the incremental evolution of multi-objective MARS.

e Through real data evaluations, we verify the effectiveness and identify the potential
of developing MARSSs leveraging the incremental multi-objective approach.

2 LSA Based Recommending Scheme

Most online app markets generate app recommendations based on the behaviors of the
users. For instance, the Google Play market provides users with apps that “users who
installed this also installed”. Such a method may experience a cognitive constraint
since users are not able explore even a majority of apps in a population over 700,000.
To conquer such limitations of user experiences, we propose the novel LSA based
recommending scheme for mobile apps, which is also used to define the multi-
objective optimization problem and to realize the incremental evolution. The scheme
compares the app descriptions by using the LSA method thus to measure the similari-
ty among apps. Based on the similarity measurements, it then recommends users with
apps that are of the most similar to those they have accessed. This scheme inspires the
recommender system to make better use of the global information of apps, i.e., the
app descriptions. By this way, our scheme conquers the limitation of user experiences.

description i

| description j

Fig. 1. Process of metadata similarity measurement using LSA

The process of applying LSA to measure the similarities among apps is illustrated
in Figure 1. The LSA represents app descriptions by vectors of weighting terms. It
then projects the term-description matrix to a lower-dimensional space, through which
it mines the meanings and the variability of terms underlying the descriptions. After
all, the term-description space is projected to the semantic space, which represents
semantic concepts instead of raw terms. By this way, the similarity measurement
which is based on the concepts comparison is expected to gain a better understanding.
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3 Multi-objective Recommendation

To provide multi-objective app recommendations, we model the recommendation
generation of the evolved system as a multi-objective problem in this section.

3.1 Objectives of Evolved System

We capture not only the needs of the users, but also the expectations of the developers
and the online market. Therefore, we denote the following evolution objectives. The
notations to be used are listed in Table 1.

Ranking. As users may want to find out and compare similar apps as those they have
accessed, we define the objective “Ranking” to recommend the most similar apps to
users. It is denoted as the average similarity between i and all its recommendations:

Ranking (i) = rl.T #Lsa*e; | Np. (1)

Range. As users also want to find novel apps while developers need to promote new
apps, recommending similar apps alone is not sufficient. Therefore, we define the
objective “Range” to recommend novel or even serendipitous apps. To define the
Range objective, we capture the category diversity and item diversity of the recom-
mendations. The former metric helps to improve the novelty and the scope of app
discovery. The later avoids that the recommended apps are too similar to each other.

We define the category diversity based on both the number of categories and the
proportion of apps of different categories:

D,(i)=(C,*(1-e)/C,x1)%C, %1, 2)

where C, =r;"*C, which indicates how many apps of each category are recommended.
The C, is derived from the C,;, where C,(k)=1 if C,(k)=>I and C,(k)=0 otherwise. The
C, denotes the categories that the recommendations have covered. We define the item
diversity as the average of the intra-list dissimilarity:

D,())=1-r *Lsa*r, | Ny(Ng -1). 3)
Therefore, we can derive the Range objective by:
Range(i) = D, (i) * D, (i) @)

Revenue. While the recommending services are provided by online markets, it is
rational to cover the profit expectations of them when evolving the existing systems.
Therefore, we define the objective “Revenue”. To define the Revenue objective, we
leverage the price and installations of apps to capture their profit potentials. That is,

Revenue(i) = lg(riT *diag(P)* I +1), 5)

where the Ig operation is introduced because the number of app installations varies
across large scales.
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Robustness. Since the preferences of users, developers and online markets vary over
time, the recommender systems should be designed to be adaptive. To this end, we
integrate the Robustness to our evolved system. to achieve better Robustness of the
system, we define the category diversity parameter 6.(i) and the price diversity para-
meter g,(i)to tune the performance of the system. They are defined to determine the
upper bounds of recommended apps in different categories and those are not free.

Table 1. Notation definitions

Notation Definition

A the set of all apps

Ny the size of A, i.e., the number of all apps

R; app recommendations for app i

Ng the size of R;, i.e., the number of recommended apps

Iz Nyx1 vector, rik)=1 if keR;, else ri(k)=0

Lsa N,xN, matrix, Lsa(i,j) is the similarity between i and j

C NcxNce matrix, C(i,j)=1 if app i is in the category j, else C(i,j)=0
¢ category of app i

P N,x1 vector, P; is the price of app

N,x1 vector, [; is the installations of app i
e(i)=1, e(j)=0 for any j that j=i
1(i)=1 for all i

~ 0~

3.2 Problem Formulation

Based on the definitions above, we denote the R’ metric, to measure the fitness of
recommendations. Given i and the recommendation R; for it:

R3(Ri) = R3(ri) = Ranking(ri)(s1 * Range(ri)(s2 * Revenue(;’i)53. (6)

where the J, weights each kind of objectives so that the system can obtain better ro-
bustness. Based on the R’ metric, we derive the objective of the evolving process to
be the overall R’ of all the apps Z,-EAR3( i). Furthermore, given the constraints of the
limited space on web pages and the control parameters, we model the evolution
process as a constrained optimization problem as follows, where P is the price matrix
P and P(i,j)=1 denotes that app i has the price j.

Maxy R (1) )
€A
s.t. riT*lzNR, (8
(e (0,1} Vi=1,.,N,, )
T T .
o xCx(l—e,)/r *C*1<86 (i), (10)

rl.T*P*(l—eci)/;;T*PHS&p(i). a1
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4 Incremental Revolution

To achieve the incremental revolution, we introduce the method of rank aggregation,
which is denoted as deriving a “consensus” ranking of the alternatives, given the di-
verse ranking preferences of various criteria. The rank aggregation has been applied
in many areas, such as web search [8]. Furthermore, for the purpose of generating
multi-objective recommendations, we design our evolving scheme following the op-
timization problem presented in Section 3.2. To be formal, the evolving scheme is
defined as a problem of finding the rank aggregation method Ra , which satisfies:

R, (i) = Ra(R, (i), R,, (), (12)
R (R, (1)) 2 R (R, (i) AR’ (R, (1)) 2 R (R, (i), (13)

where the R,(i) is the set of recommended apps provided by the Google Play market,
the R,,(i) is the set of apps recommended by our LSA based method and the R,(i) is
the app recommendations generated by the evolved system.

IR, |
There are CI R IR,

recommendation candidates for each app, thus the global op-
timization could by computational expensive. We therefore propose a heuristic evolv-
ing scheme which is described in Algorithm 1. The basic idea of our heuristic scheme
is to generate two ranks for further aggregation based on the sets R, and R,,. We firstly
weight them by the app similarity/dissimilarity, price and installations values. We

then filter apps out to generate the R, following the heuristic policy in the scheme.

Algorithm 1. The Evolving Recommending Scheme

Require: the number of recommended apps N,
For i in A do

initialize k with 0, initialize Rok(i) with &

While k<N, and R,(i)CUR, (1)#Z do

find the app j in R,CUR, which maximizes

Lsa(j,1)*D,(R](i)+3)*P(7)*I(7)
If {Rok(i),j}satisfies the category and price di-

versity parameters then

k+1

let R™(i)= R"(i)+j, k=k+1
End if
delete j from R,CR,
End while
End for

Return R (1)

5 Evaluation

To conduct the evaluations and verify the effectiveness our methods, we implement
both the LSA based recommending scheme and the rank aggregation based evolving
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scheme. We then compare the R’ metrics of the three kinds of recommendations, i.e.,
the existing recommendations R,, the LSA based recommendations R,, and the
evolved recommendations R,. For clear illustration, we normalize the values of all
recommendations by that of the R,, i.e., ij)rm =R3(Rx( i)y R3( R,(i)). We further meas-
ure the similarity, the intra-list item diversity and the average profit of the three rec-
ommendations to better understand the incremental realization of the scheme.

Figure 2(1) shows that the evolving scheme shows off an advanced performance to
achieve multi-objective recommendations, comparing to each single method. Moreo-
ver, from Figures 2(2), 2(3) and 2(4), we can see that the evolving scheme realizes the
incremental evolution of recommender systems by conducting tradeoffs between the
existing system and the new method, which avoids severe system vibration.
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Fig. 2. The R’ metric(1), intra-list diversity(2), similarity(3) and profit (4) of recommendations,
illustrated by each category of apps

6 Conclusion

To evolve the MARSs, we propose a LSA based recommending method, model an
optimization problem and design an evolving scheme for incremental evolution. By
this way, we verify the effectiveness of the multi-objective and incremental approach.
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Abstract. Well formulated project proposals are usually the ones being granted.
At the same time the society is using are substantial amount of time and efforts
to rank submitted proposals and thereafter decide on which one is to be granted.
Projects team members along with their formal qualifications play a very
important role considering a successful outcome. Unfortunately, their
knowledge and abilities to exercise their skills in new settings are often not
given serious consideration. As a result, project leaders have to find new people
for completing specific tasks. This creates a lot of stress and delays since it is
time consuming to find good specialists that can just step in a short notice and
in addition it takes time for the new team members to learn what has been done
and what is required next. Application of decision support systems can be quite
helpful for avoiding problems caused by lack of skilful workers.

Keywords: Optimization, skills, learning.

1 Introduction

Well formulated project proposals are usually the ones being granted. At the same
time the society is using are substantial amount of time and efforts to rank submitted
proposals and thereafter decide on which one is to be granted. Projects team members
along with their formal qualifications play a very important role considering a
successful outcome. Unfortunately, their knowledge and abilities to exercise their
skills in new settings are often not given serious consideration. As a result, project
leaders have to find new people for completing specific tasks. This creates a lot of
stress and delays since it is time consuming to find good specialists that can just step
in a short notice and in addition it takes time for the new team members to learn what
has been done and what is required next. Application of decision support systems can
be quite helpful for avoiding problems caused by lack of skilful workers.

In order to exploit automated assistance one should be able to come up with
reasonably good description of what is available and what is needed. Such
descriptions are provided by humans in a text form and are often open for
interpretations. Therefore it is necessary to introduce mathematical methods that can
provide reliable solutions for similar occurrences. The theory of vague sets is one way
to handle the above described situations.

Vague sets are characterized by a truth-membership function and a false-
membership function, [5] which allows further tuning of rules in a decision support
system. Closure systems [1] deserve their place in decision support systems where
new elements should be introduced in a structured way.
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2 Preliminaries

Knowledge management has been of interest to many authors, see for example [8],
[9], [11], and [12]. Fuzzy multi-criteria decision making is discussed in [2]. Vague
sets have been exploited in relation to decision making problems in [3] and [10].
Information obtained via fuzzy equivalence relations can be used to determine a limit
for the degree of precision in which inputs should be measured, [7].

Notations in this subsection are as in [6]. Let U be the universe of discourse,

U= {ul’u2""’un} , with a generic element of U denoted by u;, . A vague set A in

U is characterized by a truth-membership function #, and a false-membership
function

fast,:U—[01], f,:U —[0,1],

where 1, (ul) is a lower bound on the grade of membership of #; derived from the
evidence for u;, f,(u;) is a lower bound on the negation of u; derived from the
evidence against u,, and 7,(u;)+ f,(u;) <1.

The grade of membership of u, in the vague set A is bounded to a subinterval
[t,(u;),1— f, ()] of [0,1]. The vague value [f,(;),1— f,(u,;)] indicates that the

exact grade of membership y(u,) of #; may be unknown but it is bounded by

() < pu) <1-f, (),
where #,(u;)+ f,(u;) <1.When the universe of discourse U is continuous, a

vague set A can be written as A = IU[IA (u,),1=f,(u)u,.

A lattice is a partially ordered set, closed under least upper and greatest lower
bounds. The least upper bound of x and y is called the join of x and y, and is

sometimes written as X+ y ; the greatest lower bound is called the meet and is
sometimes written as Xy, [4]. X is a sublattice of ¥ if Y is alattice, X is a subset

of ¥ and X is a lattice with the same join and meet operations as Y . A lattice L is
meet-distributive if for each y€ L, if x€ L is the meet of (all the) elements

covered by y, then the interval [X; y] is a boolean algebra, [4].

3 Time Issues

New strategies and use of new analytical tools are just two examples illustrating the
possibility for appearance of problems that need to be solved by people with different
sets of skills than the one originally anticipated ones.
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Below we begin with single skills hereafter referred to as basic skills and other
skills that are combinations of two or more of the basic skills, hereafter referred to as
complicated skills. The idea is to draw a clear picture of which skill is necessary to
master first, in order to go on with more complicated ones and if an employ is
believed to master a complicated one, is that person in a possession of all the required
basic skills.

In a particular project where prerequisites are clear one can attach a parameter for
addressing time necessary to master a new skill, provided sufficient level of
proficiency of the rest of the needed skills. A simple way to calculate time for
learning is to use the following function

T=>1,

where 7' is the total time needed for a person to learn certain skills, 7, is the needed
1

to learn a skill a;, 1<i<n, where n is the number of skills needed for the task. A

T= Zta,- Xe,,

where ¢, is the amount of expenses needed to secure mastering of skill a; by a
l

person. This might make the model a bit more demanding but will facilitate the
process of making fast decisions on optimal solutions like for example should one
send team members to a course of involve new members who can just do the job.

If an employ posses only one skill (say a) and she is assigned to work on tasks
requiring any of the other complicated skills (say ab, ac, ad, ae) additional time has to
be anticipated for mastering for example one extra skill (say b) and mastering usage
of the required complicated still ab.

Suppose three of the complicated skills are related to the supporting them basic
skills. The rest of the five complicated skills are related to a single basic skill only.
This can be interpreted as follows. Skills ab, ac and bc are mastered by the team
members, for the rest of the five complicated skills some consideration have to be
done. Extra time for the team to master the two basic skills or new team members
possessing the required knowledge

Five basic skills are considered in Fig. 1. In this case only relations among
complicated skills are shown where again the difference between two nodes
connected by an edge is exactly one skill.

The process of mastering an additional skill and applying in combination with
other skills is not necessarily linear in terms of time and efforts. Under a project
planning one should have an approximate idea about the time needed to master some
new skills. Difficulties might occur due to the nature of some particular skills, due to
their increasing number as well as due to the necessity of applying several skills in
combination.

cost can be estimated by
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Fig. 1. Skills

If an employ posses only one skill (say a) and she is assigned to work on tasks
requiring any of the other complicated skills (say ab, ac, ad, ae) additional time has to
be anticipated for mastering for example one extra skill (say ) and mastering usage
of the required complicated still ab.

Suppose three of the complicated skills are related to the supporting them basic
skills. The rest of the five complicated skills are related to a single basic skill only.
This can be interpreted as follows. Skills ab, ac and bc are mastered by the team
members, for the rest of the five complicated skills some consideration have to be
done. Extra time for the team to master the two basic skills or new team members
possessing the required knowledge.

Five basic skills are considered in Fig. 1. In this case only relations among
complicated skills are shown where again the difference between two nodes
connected by an edge is exactly one skill.

The process of mastering an additional skill and applying in combination with
other skills is not necessarily linear in terms of time and efforts. Under a project
planning one should have an approximate idea about the time needed to master some
new skills. Difficulties might occur due to the nature of some particular skills, due to



Project Proposals Ranking 33

their increasing number as well as due to the necessity of applying several skills in
combination.

Vague set theory can be used to calculate amount of time and additional cost for
gathering a team with predefined qualifications.

4 Conclusion

Todays projects require solving problems that might not be included in the initial
proposals. This could be the case due to new requirements, introduction of new
methods, technologies, and new team members. A project leader should be able to
react fast without additional stress for her co-workers. Assistance of a decision
support system will definitely speed up the process of finding who can do what it has
not been planed, what that person has to learn, where and for how long time.
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Abstract. Due to the limitation of Depth Of Field (DOF) of microscope, the
regions which are not within the DOF will be blurring after imaging. Thus for
micro image fusion, the most important step is to identify the blurring regions
within each micro image, so as to remove their undesirable impacts on the fused
image. In this paper, a fusion algorithm based on an Expectation-Maximization
(EM) technique is proposed for stereo micro image fusion. The local sharpness
of stereo micro image is judged by EM technique, and then the sharpness
regions are clustered completely. Finally, the stereo micro images are fused
with pixel-wise fusion rules. The experimental results show that the proposed
algorithm benefits from the novel region segmentation and it is able to obtain
fused stereo micro image with higher sharpness compared with some popular
image fusion method.

Keywords: Stereo Microscope, Image Processing, Image Fusion, Expectation-
Maximization technique.

1 Introduction

With the development of digital signal processing, micro-images have widely been
used in many applications such as materials, metallurgy, pharmacy, biology, chemistry,
food, and so on[l]. But, the Depth of Field (DOF) of microscope is limited, and as a
result, only the regions which are close to the focal plane can be seen clearly, while the
other regions may be blurring. In order to obtain clear image, image fusion processing
must be taken [2, 3]. Some image fusion techniques had been proposed and mainly
used to make micro-image more informative or try to provide convenience for human
in observing the stereo micro images.

Image fusion algorithms mainly include multi-resolution analysis [4, 5], wavelet
transform [6-8] and other improved algorithms, which have their respective advantages
and disadvantages for different specific images. For common images, traditional image
fusion algorithms can be used to meet the requirements, but the micro image fusion for
a particular task may require complementary fusion technique. For an efficient micro
image fusion technique, the fused micro image is required not only to have the local
contrast and global contrast, but also well combine the edge and contour information of
source micro-images, so as to improve the details of micro image and its visual
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effect [6]. Burt presented a combined algorithm with an averaging and choosing in
low-frequency components [7], Nevertheless, in Burt’s algorithm a fixed threshold is
used, which is not good enough to be relative to the uncertainty of image. In order to
overcome this disadvantage, a wavelet transform based image fusion algorithm was
presented in Ref. [8]. After wavelet transforming of multi-focused images, the
matching degree of images is computed as an adaptive threshold to decide whether the
maximum selection or weighted average to be used. But this algorithm still cannot get
better fusion results for texture regions in micro images.

This paper presents an EM (Expectation-Maximization) technique according to the
features of the stereo micro image, and a new stereo micro image fusion algorithm is
further proposed. The EM technique used for blurring region identification and the
corresponding fusion algorithm for micro image are presented in Section 2. The
experimental results in Section 3 show the effectiveness of the proposed algorithm, and
a conclusion is given in Section 4.

2 The Proposed Stereo Micro Image Fusion Algorithm

For the stereo micro image fusion, the most important step is to identify the blurring
regions within the monocular micro-image and to correspond exactly to the
information of the binocular micro images, so as to remove their undesirable impacts
on the fused image. The basic idea of the proposed stereo micro image fusion
algorithm is to judge the local sharpness of micro-image by EM technique [9, 10],
then the feature points are detected by the SIFT (Scale Invariant Feature Transform)
[11, 12], and the feature matching is taken. Finally, the binocular micro images are
fused with fusion rules. Fig. 1 shows the diagram of the stereo micro image fusion
algorithm based on the EM technique.

2.1  The EM Clustering Based on the Definition Feature Values

To further provide a quantitative measurement on how blurring the image is, the key
issue in this work is how to formulate the probability density function of the feature
values distribution. The information of the definition feature values has been gained
based on the TenenGrad function. The statistical model of the down-sampling image
was shown in Fig. 2.

Fig. 2(a) is the monocular stereo micro image of papaya fruit. Fig. 2(b) is the
statistical model of the definition feature values information. The definition information
was gained by normalized feature values and count frequency within the range of these
feature values. In view of the above fact, the distribution is proposed to be modeled
using the following two-component Laplacian mixture model.

a —wle,  1—-a —2wile
w)y=——e +——e 2
P) oV2 0'2\/2 @)

where « is a mixing coefficient, each component yields a Laplacian distribution
with a zero mean and standard deviations o; and o,, respectively; and furthermore,

0, is assumed to be larger than o; .
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Fig. 1. The diagram of the stereo micro image fusion algorithm based on the EM technique

(a) The monocular stereo micro image of papaya fruit  (b) The statistical model

Fig. 2. The statistical model based on the stereo source micro image feature information

To evaluate the local information of input micro images, the proposed Laplacian
mixture model is proposed to be locally adaptive; that iser, o and o, in (1) are

locally adaptive for each feature values (denoted as w(k)) to be a(k), o;(k) and
o,(k) . The EM technique [9] is exploited to conduct the maximum-likelihood

estimation of these parameters iteratively, as follows. In each iteration, the estimation
process is updated via two steps [10]: expectation step and maximization step, which
are iterated until the convergence is reached.

2.2 Feature Point Detection and Matching by SIFT

The SIFT has the following steps in feature point detection [11]:

Step 1: The Gaussian kernel is build for the image scale space transform. The image
scale space is denoted by L(x, y,0), which is gained by convoluting between the
variable metric Gaussian function G(x, y, ) and the source image /(x, y) . In order to

detect the stable key feature point in the scale space, this paper introduces the
Difference of Gaussian function D(x, y,0) . The relationship between them as shown

in Equation (7):
1 —(+yH)20°
L(x,y,0)=G(x,y,0)*I(x,y) G(x,y,0)=——e "
2rno @)
D(x,y,0) =(G(x, y,ko)—G(x,y,0) *I(x,y) = L(x, y,ko) — L(x, y,0)
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Step 2: The local key points are posited precisely. Once the extreme points are
detected, the following is to refine the feature points and to find extreme points in the
image Gaussian pyramid each layer of the difference image.

Step 3: The directions are allocated based on the precise positioning of the local key
points. This indicator can reflect the rigid rotation of the SIFT descriptor.

Step 4: A description symbol is set for each local key point, and the 128 dimensional
SIFT feature vectors are represented for each key point. These mean that the
description symbol can not be impacted by deformed geometry or other factors such as
the size changes.

Step 5: The Euclidean distance is calculated in the local key points of the binocular
micro images. The distance used to characterize the similarity evaluation criteria
among the key points. If the ratio of the adjacent distance values is lower than a
certain threshold, then they are a pair of matched key points.

2.3  Stereo Micro Image Fusion

The x point of the image demand for fusion according to the homographic matrix is
mapped to the point x* of the reference image, which has four adjacent
points x;, x,, X3, X, . The most accurate point can determine by the similarity function.

If the best matching point is x, , then the pixel value of x, assigns to the point x of the

image demand for fusion, as shown in Fig. 3. The equation is the similarity function.

A
D(p.q) = exp(- i”% (11)

where p and g are the pixels position, respectively. Agpq presents the differ of

Euclidean distance between pand g. D(p,q) means that the definition of similarity

with the visual aggregation principle defined in the Gestalt psychology. O is a
constant and is closely related to the resolution of the image.
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Fig. 3. The diagram of stereo micro-image fusion based on the homographic

3 Experimental Results and Discussions

In order to evaluate performance of proposed stereo micro image fusion method, the
images of “Carrot Root” and ‘“Papaya Fruit” with 1024x768 pixels are taken as the



A Stereo Micro Image Fusion Algorithm 39

tested stereo micro images shown in Fig. 4. They are showed that each of left images
has some blurring regions. Figs. 4(a) are binocular micro images of Carrot Root, Figs.
4(b) are binocular micro images of Papaya Fruit. It is seen that the binocular micro
images are related closely with each other.

Left Image Right Image Left Image Right Image
(a) Carrot Root (b) Papaya Fruit

Fig. 4. The test stereo micro images

The proposed EM technology method is presented for identifying blurring regions
within a micro image. In the experiments, the blurring region in micro image is
identified by using TenenGrad evaluation function with block size of 129x129 or
127127, then, the sharpness regions are clustered completely. Finally, the stereo
micro images are fused with pixel-wise fusion rules. The results were shown in fig. 5.

clustered image of the | fusion image of the left | clustered image of the | fusion image of the left

left image image left image image
(a) Carrot Root (b) Papaya Fruit

Fig. 5. The experimental results of the stereo micro image fusion algorithm

Figs. 5 are the clustered results obtained by the EM technology and the fusion
image of the left image by the stereo micro image fusion algorithm. It is seen that the
sharpness of the fused images obtained with the proposed algorithm is higher than
that to be fused images. The high quality benefits from relatively more accurate
region segmentation achieved by the EM clustering based blurring region
identification. Except the visual analysis of these fused images, Table 1 gives some
objective evaluation results of the fusion micro images and the source micro images.
For these indicators, the larger the values are, the clearer the micro-image is.

Table 1 gives the objective sharpness evaluation results with respect to the source
images and fused images obtained with the stereo micro image fusion algorithm. It is
clear that whether evaluating with spatial domain or frequency domain the fusion
micro images show its superiority compared with the source micro images.
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Table 1. The objective evaluation results of the information and clarity comparative
experiments

Indicator Variance TenenGrad SobelGrad Hadamard DCT
Carrot Root To be fused of the left image  3.7399 1.8438 1.1328 1.3447  6.1017
ATOLRO fusion image of the left image 3.8852  2.0137 1.2263 1.3819  6.2935
. To be fused of the left image 1.1978 1.1153 2.5544 3.1471 1.2345
Papaya Fruit

fusion image of the left image 1.2274 1.2025 2.6625 3.3601 1.3425

4 Conclusion

The captured micro images may have clear regions as well as blurring regions due to
the depth of field limit, which significantly decrease the image quality. Image fusion
is helpful to solve this problem. In this paper, a fusion algorithm based on the EM
technology is proposed for stereo micro image. With the help of EM technology, the
blurring regions in monocular micro image can be accurately clustered, so that the
blurring regions will be excluded in the fusion. The proposed algorithm is able to
retrieve the details existing in the binocular micro images and fuse them as an image
with high sharpness. Experimental results show the effectiveness of the proposed
algorithm. Future works may focus on more effective fusion rules so as to improve
the performance of fusion greatly in stereo micro image.
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Abstract. As cloud computing emerges and gains acceptance, more and more
software applications of various domains are transforming into the SaaS model.
Recently, the concept of HPC as a Service (HPCaaS) was proposed to bring the
traditional high performance computing field into the era of cloud computing.
One of its goals aims to allow users to get easier access to HPC facilities and
applications. This paper deals with related job submission and scheduling issues
to achieve such goal. Traditional HPC users in supercomputing centers are
required to specify the amount of processors to use upon job submission.
However, we think this requirement might not be necessary for HPCaaS users
since most modern parallel jobs are moldable and they usually could not know
how to choose an appropriate amount of processors to allow their jobs to finish
earlier. Therefore, we propose a moldable job scheduling approach which
relieves HPC users’ burden of selecting an appropriate number of processors
and can achieve even better system performance than existing job scheduling
methods. The experimental results indicate that our approach can achieve up to
75% performance improvement than the traditional rigid processor allocation
method and 3% improvement than previous moldable job scheduling methods.

Keywords: moldable job, HPC as a Service, processor allocation.

1 Introduction

High performance computing (HPC) has long been a very important field for solving
large-scale and complex scientific and engineering problems. However, accessing
and running applications on HPC systems remains tedious, limiting wider adoption
and user population [1]. As cloud computing emerges, which emphasizes easier and
efficient access to IT infrastructure, recently the concept of HPC as a Service [1] was
proposed to transform HPC facilities and applications into a more convenient and
accessible service model.

Traditional HPC users at supercomputing centers are required to specify an amount
of processors to use upon job submission. This requirement might be reasonable in
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earlier days for the following two reasons. Firstly, some parallel jobs might be rigid
jobs [14] which can only be executed with a specific amount of processors. Secondly,
developers of parallel programs want to conduct performance benchmarking, e.g.
drawing the speedup curve. However, the situation has changed. Most modern
parallel applications are moldable [14] and written in a way allowing them to run with
different number of processors as required, such as MPI [17] parallel programs.
Moreover, most end users just want to get their jobs done faster, but don’t care and
even don’t know how many processors is the best amount to use. Therefore, it seems
that it is no longer necessary to require users to specify the amount of processors to
use when they submit parallel jobs, especially for the end users of HPC applications
as a Service.

Information about parallel program behavior is crucial for job schedulers to
automatically choose effective amounts of processors for applications. In this paper,
we consider two commonly used parallel speedup models: Amdahl’s law [15] and
Downey’s speedup model [6][7], which have been shown capable of representing
many applications’ parallel behavior effectively. Based on these two parallel speedup
models, we developed an effective moldable job scheduling approach to relieving
HPC users’ burden of selecting an appropriate number of processors upon job
submission. A series of simulation experiments were conducted for performance
evaluation. The experimental results show that in addition to relieving users’ burden
our approach can achieve even better system performance than existing job
scheduling methods, up to 75% performance improvement than the traditional rigid
processor allocation method and 3% improvement than previous moldable methods.

2 Related Work

Parallel job scheduling and allocation has long been an important research topic
[3][4][13]. For rigid jobs [14], backfilling job scheduling approaches have been
proposed to improve system performance [2][5]. For moldable jobs [14], previous
research [11] has shown potential performance improvement achieved by adaptive
processor allocation. The proposed adaptive processor allocation methods in [11]
dynamically determine the number of processors to allocate just before job execution
according to the amount of current available resources and job queue information.

In [8][9], Srinivasan et al. proposed a schedule-time aggressive fair-share strategy
for moldable jobs, which adopts a profile-based allocation scheme. This strategy thus
needs to have the knowledge of job execution time. On the other hand, our approach
does not require the information of job execution time. Sun et al. proposed an
adaptive scheduling approach for malleable jobs with periodic processor reallocations
based on parallelism feedback of the jobs and allocation policy of the system in [10].

In [1], AbdelBaky er al. proposed the concept of HPC as a Service, aiming to
transform traditional HPC resources into a more convenient and accessible service.
They focused on the issues related to elastic provisioning and dynamic scalability,
which are concerned in malleable jobs [14]. In this paper, we take advantage of the
moldable property [14] in most modern parallel applications to develop an effective
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moldable job scheduling approach for HPCaaS, aiming to relieve users’ burden of
specifying appropriate numbers of processors and improve overall system
performance.

3 Processor Allocation for Moldable Job Scheduling

This section deals with the issues on processor allocation for moldable job scheduling.
The job scheduler has to make processor allocation decisions on two kinds of events:
job arrival and job finish. In general, there are two possible philosophies: running as
many jobs in queue simultaneously as possible or giving the first job as many
processors as possible. We call these two philosophies parallel policy and serial
policy, respectively, in this paper. Which policy is better would largely depend on the
parallel behavior of applications.

In the following, we explore the potential of the two policies on three common
parallel speedup models which cover the behavior of most parallel applications. The
first is the model usually introduced in the textbook of parallel processing, where
speedup is defined by S, = T,/T,, with p the number of processors, T, the execution
time of the sequential run, 7, the execution time of parallel processing with p
processors. Based on the definition of speedup, efficiency is another performance
metric defined as E, = S,/p = T/pT, Efficiency is a value, typically between zero and
one, estimating how well-utilized the processors are in solving the problem. The
second model is Amdahl’s law [15], which states that if P is the proportion of a
program that can be made parallel, then the maximum speedup that can be achieved
by using N processors is S (N) = 1/ ((I-P) + P/N) . The third is Downey’s speedup
model of parallel programs, which has been shown capable of representing the
parallelism and speedup characteristics of many real parallel applications [6][7].
Downey’s model is a non-linear function of two parameters. The first parameter o
(sigma) is an approximation of the coefficient of variance in parallelism within the
job. It determines how close to linear the speedup is. A value of zero indicates linear
speedup and higher values indicate greater deviation from the linear curve. Another
parameter is A, denoting the average parallelism of a job and is a measure of the
maximum speedup that the job can achieve.

Based on the speedup models, the resultant average turnaround time of the two
allocation policies can be derived. For example, the following two equations represent
the average turnaround time achieved by the parallel and serial allocation policies,
respectively, for applications of the Amdahl’s law model, where ¢ is the job’s
sequential runtime, x is the parallel proportion between O and 1, n is the number
of free processors, and d is the number of jobs in queue, assuming n to be a multiple
of d.

Average turnaround time yu = r'( L=aty ] 'd'% Averageturmarondiine g = { ( (1-2)4 i) (1+d)4 l!
F n l
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Figures 1 to 4 compare the performance of parallel and serial allocation policies, in
terms of average turnaround time, on different application speedup models. The
comparison indicates that job scheduler has to adopt different processor allocation
policies for applications of different speedup models. For example, the serial
allocation policy is superior for applications of the first model. Based on this analysis,
we developed a moldable job scheduling approach for HPC as a Service, which can
automatically determine the amount of processors to use for HPC users and would not
only relieve users’ burden of specifying appropriate numbers of processors but also
achieve even better system performance than existing job scheduling methods. The
proposed approach will be evaluated in the following section.
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4 Experiments and Performance Evaluation

This section evaluates the proposed approach and compares it with four other
methods: rigid, adaptive scaling up and down protected [16], restricted scaling up and
down protected [16], and random. The rigid method is commonly used in most
current HPC systems, which can only allocate a fixed amount of processors, specified
by the user, to a job. The two scaling up and down allocation methods are previous
moldable job scheduling approaches shown to achieve good performance [16]. The
random approach is a simple policy for the job scheduler to perform automatic
processor amount determination, randomly choosing the amount. The performance
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evaluation was conducted through a series of simulation experiments, assuming a
128-processor cluster, based on a public workload log on SDSC’s SP2 [12]. The two
parameters, o and A, for Downey’s speedup models were generated randomly.

Figures 5 and 6 show the experimental results based on the Downey’s low
variance model and Amdahl’s law, respectively. The results indicate that our
approach achieve the best overall performance, up to 75% performance improvement
than the traditional rigid method and 3% improvement than previous moldable
methods.
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.‘l/ Ll usll

Proposed Rigid
Adaptive Restricted Random method
scalingup and  scaling up snd
down doun
protected protected

Low variance

9005.251

A

Proposed Rigid
method

Adaptive Restricted Random

scalingupand  scaling up and
down down

protectad protected

Fig. 5. Downey’s low variance speedup model Fig. 6. Amdahl’s law model

5 Conclusions

HPC as a Service is a future trend for high-performance computing, aiming to provide
a more convenient and accessible HPC resources and applications. To achieve that
goal, one potential issue to resolve is relieving users’ burden of choosing an
appropriate amount of processors to use upon job submission, when the submitted
jobs have the moldable property which is common in most modern parallel programs.
This paper proposes a moldable job scheduling approach for HPC as a Service, which
not only relieves users’ burden but also achieves even better system performance than
existing methods, up to 75% performance improvement than the traditional rigid
method and 3% improvement than previous moldable methods.
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Abstract. The paper illustrates how to store and compute association sets of
Big Transaction Data using Hadoop and HBase and then, shows the experimen-
tal result of a MapReduce algorithm using HBase to find out association in
transaction data, which is a Market Basket Analysis algorithm of Association
Rule in Business Intelligence. The algorithm sorts and converts the transaction
data of HBase to data set with (key, value) pair, and stores the associated data to
the HBase. The algorithm and HBase run on Amazon EC2 service using
Apache Whirr. The experimental results show that the algorithm increases the
performance as adding more nodes till a certain number of transaction data.
However, it loses control and connection when there are too many 1Os with
more than 3.5 millions of transaction data in HBase.

Keywords: HBase, NoSQL DB, MapReduce, Market Basket Analysis, Hadoop.

1 Introduction

Data gets bigger and reaches tera- and peta-bytes as the web, smart phone, social
media, bioinformatics, and sensor networks have been generating data. Furthermore,
the data generated is non- or semi-structured. This large scaled and unstructured data
is called Big Data, which makes it more difficult to store and compute data using the
legacy systems. Google faced the issue when collecting data from the millions of web
sites to keep them to the existing file systems and Relational Database Management
Systems (RDBMS), which could not store and handle the data efficiently. Thus,
Google implemented Google File Systems (GFS), BigTable, and MapReduce parallel
computing platform, which Apache Hadoop, HDFS, and HBase projects are
motivated from. Hadoop is the parallel programming platform built on HDFS using
MapReduce functions, which is called data intensive computing by moving processes
to data as (key, value) pairs. HBase is one of NoSQL DBs and runs on HDFS
with Hadoop to store and process big data. HBase and Hadoop have been adopted
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dramatically for large scale data, which is not easy to store and compute. Apache
Whirr helps to generate both instances easily on Amazon Elastic Compute Cloud
(EC2)".

This paper shows that the legacy sequential algorithms can be redesigned or con-
verted to MapReduce algorithms. Besides, un-/semi-structured large scale data can be
conveniently stored to and used on column-oriented HBase. Then, a MapReduce
Market Basket Analysis algorithm is executed on Hadoop and HBase on Amazon Web
Service (AWS) EC2 with its performance experimental result.

In the paper, section 2 presents related work. Section 3 describes Hadoop MapRe-
duce. Section 4 illustrates MBA MapReduce algorithm as well as Apriori-MapReduce
algorithm for Market Basket Analysis. Section 5 describes HBase and proposed table
schema for the algorithm. Section 6 shows the experimental result. Finally, section 7
is conclusion.

2 Related Work

Woo et al proposed Market Basket Analysis algorithm that runs on Hadoop MapRe-
duce on HBase and HDFS [1, 2]. The papers are to compare the performance in
HBase and HDFS in large scale data, which does not clearly show the experimental
result. Woo also presented Apriori-MapReduce algorithm in thepry [3].

3 MapReduce in Hadoop

MapReduce is a functional programming method used in Artificial Intelligence. It has
been emerging by Google and Apache Hadoop project to analyze large scale data set
in distributed computing environment. It is composed of two functions to specify,
“Map” and “Reduce with data structured in (key, value) pairs.

Hadoop was inspired by Google's MapReduce and GFS [10] and has been used by
a global community of contributors such as Yahoo, Facebook, and Twitters and be-
comes more popular to the enterprise computing as the inexpensive commodity plat-
forms can be used together to compose Hadoop cluster. In map function, the master
node splits the input into smaller sub-data (k/, vI) and generates <k2, v2> where k
and v are respectively key and value and < > represents list or set. In reduce node,
reduce function takes inputs (k2, <v2>) from map nodes and generates <k3, v3>.

4 Market Basket Analysis Algorithm

4.1 Data Structure and Conversion

Association Rule or Affinity Analysis is the fundamental data mining analysis to find
the co-occurrence relationships as purchase behavior of customers. Market Basket

' This work is supported by Amazon AWS Education Research Grant.
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Analysis is one of Affinity Analyses to analyze the association of data set. With the
associated item sets, store owners list a pair of items to control the stocks more intel-
ligently, to arrange items on shelves and to promote items together.

Transaction 1: cracker, icecream, beer
Transaction 2: chicken, pizza, coke, bread
Transaction 3: baguette, soda, hering, cracker, beer

Transaction 4: bourbon, coke, turkey

Fig. 1. Transaction data example at a store

The data in Figure 1 is a list of transactions with its transaction number and the list of
products. For MapReduce operation, the data set is structured with (key, value) pairs.

4.2  The MBA Algorithm

1: Reads each transaction of input file and generates the data set of the items:
(<Vi>, <Vo>, ..., <Vp>) where < V> (Vn1, Vnzs-- Vam)

2: Sort all data set <V,> and generates sorted data set <Up>:
(<Us>, <Up>, ..., <Uy>) where < Up>: (Unt, Unz,.. Unm)

3: While Loop < U,> has the next element;
note: each list U, is handled individually
3.1: For Loop each item from un to uym of < Up> with NUM_OF_PAIRS

3.a: generate the data set <Yn>: (Yn1, Yn2,-- V)i Ynii (Unx, Uny) is the list of self-crossed

pairs of (Un1, Unz,.. Unm) Where Unx #upy
3.b: increment the occurrence of yy;
note: (key, value) = (yn, number of occurrences)
3.2: End For Loop
4. End While Loop

5. Data set is created as input of Reducer: (key, <value>) = (yn, <number of occurrences>)

Fig. 2. MBA Algorithm for Mapper

Woo et al [1, 2] proposes a Market Basket Analysis (MBA) Algorithms on Ma-
pReduce as Figures 2 and 3. Mapper reads the input data and creates a list of pair
items for each transaction. For each transaction, its time complexity is O(n) where n is
the number of items for a transaction. The time complexity to sort each transaction
data is O(n log n) on merge sort. Then, the sorted items should be converted to pairs
of items as keys, which is a cross operation in order to generate cross pairs of the
items in the list as shown in Figure 2. Its time complexity is O(n x m) where m is the
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number of pairs that occurs together in the transaction. Thus, the time complexity of
each mapper is O(n + n log n + n xm).

The reducer is to accumulate the number of values per key. Thus, its time complex-
ity is O(v) where v is the number of values per key.

1: Read (yn, <number of occurrences>) data from multiple nodes

2. Add the values for yn to have (yn, total number of occurrences)

Fig. 3. MBA Algorithm for Reducer

4.3  Apriori-MapReduce Algorithm

Apriori-Algorithm has been popular to generate frequent item sets of transaction data
in order to build an association rule in sequential computing. It is based on minimum
support and Apriori-Property (or Downward Closure Property) where all subsets of a
frequent item set must also be frequent. For example, when minimum support is 2
with size 2 item sets as <[item pairs], frequency>, the following data set is generated
from transaction data of a store:

<[coffee, cracker], 3>, <[coke, cracker], 1>
In the next loop, size 3 item data sets are produced as follows:
<[coffee, cracker, milk], ?>, <[coke, cracker, milk], ?>

By applying Apriority Property to the size 3 item sets, <[coke, cracker, milk], ?>
is eliminated before counting the frequencies of the item sets as its subset [coke,
cracker] occurs only once, which is less than the minimum support value 2 so that the
remaining data set saves unnecessary computing time.

Woo [3] proposes an Apriori-MapReduce algorithm that computes item sets itera-
tively using MapReduce functions. However, it has a difficulty to achieve a perfor-
mance gain in MapReduce parallel computing because at each iteration i, (1) apriori
item sets i should be stored as a file or at a DB and (2) item sets i+/ at each transac-
tion needs to read all data of the file or DB of apriori item sets i. Therefore, Woo’s
apriori algorithm needs to be improved for MapReduce.

4.4 HBase for MBA Algorithm

In the paper, MBA algorithm on Hadoop accesses data of HBase on HDF'S, which is
column-oriented DB that supports structured data storage for horizontally scalable
tables. HBase is relatively easy to integrate with Hadoop. The transaction data set
files are migrated and stored to the HBase DB, which are analyzed with the proposed
MBA algorithm on Hadoop MapReduce platform in order to extract item pair sets.
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Table 1. mba table schema and data

Items
Items: List
Trax 1 cracker, icecream, beer
Trax 2 chicken, pizza, coke, bread

For MBA, we design an HBase schema, which has a table “mba” to store transaction
data as input and a table “db2” and “db3” to store two- and three-paired data set as
output respectively. Table 1 is a table schema of mba, which has Items as a column
family and List as a column of Items. Each row represents a transaction as a key.
Thus, for example, the cell value of Items:List is a list (cracker, icecream, beer) of
Transaction 1.

Tables 2 and 3 show table schema of db2 and db3, which has Items as a column
family and Count as a column of Items. Each row contains a pair of items as a key.
MBA algorithm generates 2- and 3-item pairs that are associated. For example, the
pair (beer, hering) at db2 is extracted with total 4,566 counts in the total transactions.

Table 2. db2 tables for two pair data set Table 3. db3 tables for three pair data set
Items Items

Items: Count Items: Count
beer, hering 4,566 beer, cracker, hering 2,516
corn, hering 4,664 Chicken, coke, pizza 3,621

5 Experimental Result

The MBA algorithm is built in Java Open JDK 6, Hadoop 0.20.2, HBase 0.90, and
Zookeeper-3.3.3 with Whirr 0.8.0 on AWS EC2 ml.small instance type [1-6]. We
have 6 transaction files for the experiments: 0.5M, IM, 1.5M, 2.IM, 2.6M, 3.IM.
Those are run on small instances of AWS EC2, where each instance as ml.small is
$0.06/hr. and is composed of 1 core (1 EC2 compute unit), 1.7GB memory and
160GB storage on 32 bits platform with Ubunt-10.02 OS.

5000000 W 05 mil 10000000 i
1 mil W1 mil
- 1.5 mil
3300000 1.5 mil. 7500000 W 2mil
W 2 mil W 26 mil
o W 2.6 mil 4 W 3.1 mil
g 2800000 W3imi g 5000000
_
x—
1700000 2500000 —_—
600000 0
5 (35/5) 10 (35/5) 15 (35/5) 5 (3515) 10 (35/5) 15 (35/5)
# of nodes (# of map/reduce tasks) # of nodes (# of map/reduce tasks)

Fig. 4. Comp. Time for 2 items Fig. 5. Comp. Time for 3 items
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The number of map and reduce tasks are 35 and 5 respectively. And its result data
set, that is, 2-/3-paired items are stored into the db2 and db3 tables respectively. As
shown in the Figures 4 and 5, the computing times for item pairs 2 and 3 become
shorter when the nodes get larger. Especially, when the transaction data set is larger
than 2.6 millions, the computing time becomes more efficient with the larger nodes.
In Figure 4, comparing the nodes 5 (4,483.5 sec) and 15 (3,092.9 sec), computing
time on 15 nodes gets 31% faster than on 5 nodes. In Figure 5, comparing the nodes 5
(9,039.7 sec) and 15 (6,117.2 sec), computing time on 15 nodes gets 47.8% faster
than on 5 nodes.

6 Conclusion

HBase schema is presented, which keeps input and output data accessed by a Market
Basket Analysis Algorithm to find the most frequently occurred pair of products in
transactions. And, the performance of the algorithm with HBase is measured.

The experimental result shows that the MBA algorithm has 31% ~ 47.8% faster
performance gain while running on large number of nodes, especially in more than
2.6 million transaction data. However, when the input data reaches at 3.6 millions,
Zookeeper and HBase lose the control and connection as it has too many I/Os with
less memory for a node.
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Abstract. With the widespread adoption of Cloud Computing, the need for
trustworthy service providers becomes more important particularly in medical
and health related areas. Service terms as one of trust factors are normally de-
fined in the Service Level Agreement (SLA) binding both providers and
customers. This paper presents a framework to perform proactive SLA renego-
tiation during service runtime that aims to maintain trust by customers on the
cloud provider. Requirements and important basis for renegotiation such as de-
tecting SLA violation and assessing certain service level boundaries are dis-
cussed. Preliminary experimental work shows that by using historical data, the
framework is able to provide suitable recommendation on the SLO values that
ensures trust is maintained.

Keywords: Cloud Computing, Service Level Agreement, Renegotiation, Trust.

1 Introduction

Service Level Agreement (SLA) is defined as a contract between the service provider
and the service consumer in which the expectations of the service provisioning is
specified, including penalties that should be applied when a violation occurs [1] [2].
It contains certain service level objectives (SLOs) that define objectively measurable
conditions for the service, e.g. throughput and response time. SLOs can vary depend-
ing on the applications or the data that are outsourced [6].

The contents in SLA are important in the adoption of an emerging technology
called cloud computing [7]. It essentially describes the evidence of trustworthiness
cloud consumers have in cloud provider’s ability as they have to put the data,
even critical data, and rely the service to any cloud infrastructures [4]. Trust is de-
fined as "the expectation of one person about the actions of others that affect the first
person's choice, when an action must be taken before the actions of others are known"
[8]. Customers will not outsource their data without strong assurances that their re-
quirements will be enforced. Hence, an SLA must be very clear, well negotiated and
managed.
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SLA is established by a negotiation process between both parties prior to service
provisioning [9]. Negotiation in this area is commonly defined as the process by
which some parties come to a mutually acceptable agreement on some matter [10].
Normally, once the SLA is constructed, all the terms in the SLA remain fixed until
end of the service lifetime. This contradicts with the situation in cloud environment
where flexibility is the one of main characteristic of cloud computing technology.
Hence, service provider must comply with the consumer's needs and circumstances
that may change over time [3] [12]. There is a necessity to add SLA renegotiation
process in the SLA management for cloud-based system. This will allow customers
and providers to initiate changes in the established agreement, for example the storage
size need to be resized as the excessively growing of data, the bandwidth as the ca-
pacity channel tend to be reduced in certain periods of time. It is evident that chang-
ing circumstances leads to the development of an SLA renegotiation [12]. Pearson
(2009) added that renegotiating the contract could also improve some trust level to the
customers [13]. Renegotiation is not trivial task [14] as it requires specific protocols
for changing the SLA parameters [15]. Furthermore, if an important SLO is violated,
renegotiation can be difficult as typically it can affect business profit [15]. Above all,
it is necessary to have a mechanism to help SLA renegotiation since this notion is
needed in the cloud-based architecture [6] [12].

2 Related Work

SLA renegotiation has been reported in the literature. Wu conjectured the more im-
portant the violated SLO, the more difficult it is to renegotiate the SLA, because no
parties want to lose their competitive advantages in the market [7]. Initial SLA is
important because the customers will not accept a renegotiated SLO value if it is
highly deviated from the agreed level [15]. Aiming at on-demand usage changing
from the cloud user, Boloor et al. suggested the idea of context awareness [20]. Us-
er's context with regard to different situations, will give smarter and more tailored
responses to enhance customer service. Context is also needed to gain the situational
update in the cloud environment [19]. In renegotiation, Smit and Stroulia presented
how to maintain and evolve the SLA during service lifetime to retain customer satis-
faction [11]. The important experience, accurate evaluation of low-level SLA
metrics, and the importance of context to value are necessary to SLA maintenance
strategies.

Generally, renegotiation is addressed in a reactive or proactive manner as shown in
Table 1. Reactive renegotiation is performed when SLA violation has occurred while
in proactive renegotiation, violation is predicted in advance. From the above the dis-
cussion, the mechanism for proactive SLA renegotiation has not been fully addressed.
The mechanism should provide the most considerable SLO values within user and
cloud environment contexts and to escalate customer's trust instead of giving custom-
ers altered service levels without their consent.
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Table 1. Related works on reactive and proactive renegotiation

Renegotiation Approach

Add renegotiation protocol in WS-Agreement that supports multi round renegotia-
tion [12]

Add function of ‘Guarantee Terms’ in the WS- Agreement to reduce negotiation

Reactive overheads [16]
Use agent technology to do autonomous QoS negotiation and renegotiation [17]
Extended the WS-Agreement by integrating renegotiation function [18] [22]
Proactive Integrate service discovery mechanism that reserves some resources from another

service provider to support renegotiation [3]

This paper proposes a framework and protocol of automatic SLA renegotiation in
order to fully support cloud-based system while maintaining the level of trust among
all customers. The renegotiation framework comprises some properties such as
proactive action capability, the established SLA, and related contexts. Context in this
paper relates to the acquisition of information about the resource available, cloud
workload and network performance. Using such contexts, a cloud provider is able to
give an optimum offer to a customer without compromising the service delivered to
other customers.

3 Requirement for SLA Renegotiation

This section contributes the requirements for a renegotiation framework that exhibits
the aforementioned properties. They are described as follows:

e An efficient monitoring mechanism to measure the resource usage in the cloud and
how well a service level is delivered to the customer.

e An approach identifying the actual performance vis-a-vis the agreed level, and to
obtain the trend within a certain period.

e [f violation on SLOs is forecasted, there must be a mechanism to select automati-
cally the violated SLOs.

e (Capability to assess the temporal properties from performance and resource usage
data.

e (Capability to calculate certain boundaries based on historical data for selected
parameters to find a spanning range of acceptable values.

e A timely manner renegotiation procedure that generates offer-counteroffer proc-
esses based on an estimated limit.

Of particular importance is the limit assessment for agreed SLA parameters based on
historical data that is used to understand the temporal context prior renegotiation. An
acceptable service level must be maintained from customer perspective and the ser-
vice must not fall into over-provisioning from provider side. For instance, the agreed
throughput is 64 KB/s but from the historical data, the provider deduced the minimum
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acceptable throughput to be 50 KB/s. The provider must also be aware of the maxi-
mum delivered throughput level (e.g. 70 KB/s) that is still profitable and without
creating negative consequences to other customers.

4 SLA Renegotiation Framework

Figure 1 describes the proposed conceptual framework addressing the requirements
outlined in previous section. Each process is explained as follows.

A.  Monitoring System

The monitoring system must be able to capture the actual performance of the network
infrastructure, the available resource on provider side, the resource usage on customer
side, and detect any abnormality. Since no standard models exist for such a solution
in which all parameters needs to be covered and yet each cloud has its own specific
monitoring metrics, having a customized monitoring tool is highly recommended.
The monitoring data acquired will be used to detect any violation of parameters and to
calculate the baseline pattern for such parameters.

B. SLA Violation Prediction

It is important to predict possible violations before they actually occurred, even
though it cannot directly help to prevent them. With a prediction of the service level
trend during monitoring stage, estimation can be done to decide which parameters
will be taken forward to the renegotiation stage.

C. SLA Parameters Selection

This stage comprises manual selection by the customer and automatic selection by the
provider to provide inputs for SLA renegotiation. When customer initiates a renegot-
iation, he will then select manually the parameters that need to be reassessed. If
violations on certain parameters are expected, they become the inputs for the limit
assessment procedure automatically.

D. SLA Parameters Limit Assessment

Limit assessment defines the upper and lower bound of each selected parameter in the
previous step. The upper bound is obtained from the service provider at the time
renegotiation takes place, while the lower one is acquired from the minimum accepta-
ble level delivered to such customer in previous service term and from the offer in
manual selection. Both boundaries are then set as range of utility value where the
new renegotiation utility value will be calculated in the next step.

E. SLA Renegotiation

To renegotiate the related SLA parameter, the offer generation approach [21] is cho-
sen due to its capability to provide several best offers at the same time without having
any long bargaining steps. This approach needs a good learning strategy to provide
the optimal options. The preference generator will give new SLO within specific
limit assessed earlier. With this kind of mechanism, customer can make a choice
among the optimum offers for the next period of service lifetime.
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Fig. 1. Conceptual framework of SLA renegotiation mechanism

5 Experimental Work

Due to page limitation, the experimental work will only be described briefly. 30 days
monitoring data in December on 4 parameters as sample from private cloud medical
research data at a research centre is taken; availability, response time (ms), throughput
(kbps), and number of user connected. Genetic Algorithm (GA) [21] is initially im-
plemented in this experiment to support the offer generation. GA parameters are set
as follow: Total generation is 100, Crossover probability is 50% and Mutation proba-
bility is 1%. The best offer based on such data after several cycles is shown in rene-
gotiated SLO column in Table 2. Since there are some holidays (e.g. Christmas)
where only few users connected to the cloud during the particular month, the availa-
bility level and user connected is suggested to be reduced to 96% and 14 users respec-
tively. The current situation also makes an improved offer for response time and
throughput parameters compared to the initial SLO.

Table 2. Simulation Results of SLA Renegotiation

SLA parameters Agreed SLO Renegotiated SLO
Availability 99% 96%
Response time 90ms 68ms
Throughput 16kb/s 15kb/s

User Connected 40 users 14 users

6 Conclusion

This paper describes a proposed SLA renegotiation framework that is essential in
trusted cloud computing. A trusted cloud must be able to facilitate the elasticity of
cloud due to changes in demand and environment. In particular, the framework allows
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customers to adjust their demand frequently while maintaining trust proactively. Such
renegotiation framework can lead to improved levels of trust particularly in medical
and health related clouds. The framework can also restrain customers from relocating
their resource away. It is expected the framework can also contribute to research re-
lated to resource optimization, SLA management, and Autonomic Computing.
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Abstract. Security Assertion Markup Language, which is an XML-based
framework, has been developed to describe and exchange authorization and au-
thentication information between on-line business partners. One of the major
applications is used to achieve single sign-on through different cloud services.
SAML has provided the basic assertion of security that allows the user to surf
hybrid clouds of the enterprise. The identify provider, which in charge of the
management of the user information, can help users access these services effor-
tlessly. However, the user anonymity of SSO from different identify providers
is still an open issue even in SAML 2.0. In this study, we propose a SSO archi-
tecture for hybrid cloud to achieve identity federation cross-IdP using SAML,
which provide the user an enterprise-crossed, services-integrated, backward
compatible, and anonymity-maintained environment.

1 Introduction

With the rapidly growing of Internet techniques, cloud computing becomes the main-
stream, which can provide all kinds of services. Because various services may come
from different cloud servers, users may be asked to login again and again to provide
valid credentials. In order to integrate differences and provide a mature and high qual-
ity environment, single sign-on (SSO) is introduced to solve this kind of problem.
SSO is a property of access control with multiple related, but independent software
systems. With this property a user logs in once and gains access to all systems without
being prompted to log in again at each of them.

SAML is an XML-based solution, which has developed, by the Security Services
Technical Committee of the standards organization, the Organization for the Ad-
vancement of Structured Information Standards (OASIS), for exchanging user securi-
ty information between enterprises and service providers. It supports W3C XML
encryption and service provider initiated web single sign-on exchanges. It can be
imagined that after logging in at Yahoo home page, the user could use its mailbox,
auction, photo album services, without providing credentials again. However, users
may have to login many times to use the services while the various services are sub-
ordinate under different IdPs. In addition, it is hard to convince these enterprises to
share authentication schemes since it may cause the security anxiety. The commercial
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conflict and the resource limitation may also prevent the construction of the global
IdP from being carried out.

In this study, we proposed a cross-IdP SSO method in SAML-based architecture,
which provide the user a federation cross-IdP environment with the features of back-
ward compatibility and personal anonymity. The message transfer from different IdPs
can also prevent from malicious parties since the SAML V1. x has already supported
PKI-based protocol. The related works will be briefly presented in section 2, and the
proposed architecture is described in section 3. We have the discussion in section 4,
and we conclude the features and future work in section 5.

2 Related Works

The solutions of Federation system are usually based on a Federated Identity Model
(FIM) [1], with the property of authentication and authorization, and provide the abili-
ty of interoperability securely between heterogeneous information systems. SSO is
one of the FIM functions whereby a single action of user authentication and authori-
zation can permit a user to access all services, which the user has access permission
without the need to enter multiple passwords. The other advantages of SSO systems
are the security and anonymity. The users’ privacy can be retained because there is
only one authentication portal, which receives and stores users’ credentials. The ap-
plications only receive information about whether they may let the user in or not.
Also, the user authenticates only once, which means the transfer of sensitive informa-
tion over the network can be limited.

There are mainly three implemented models: SAML [2], OpenID [3] and Micro-
soft CardSpace [4]. SAML is the most mature and comprehensive technology and has
undergone standardization in 2002 (SAML 1.1) as well as in 2005 (SAML 2.0), re-
spectively [5]. SAML defines a XML-based solution to perform SSO which allows
users to gain access to website resources in multiple domains without re-
authentications. To achieve SSO, the domains need to form a trust relationship before
they can share an understanding of the users’ identity. Following the specification of
SAML, IdP is required for most of the SAML-based architectures. Alternative
solutions [6] present approaches without an IdP by applying X.509 certificates for
authentication only. However, the intermediate server is required to manage both the
authentication and authorization processes between clients and SP. To support more
commercial situations in the real world, we must enable the users also to achieve SSO
under many Certificate Authorities.

One of the most common examples is the university campus. It may support vari-
ous backend authentication mechanisms like Kerberos, LDAP and relational database.
Although there exist researches [7, 8] that can be applied to the real circumstances,
they may still lack of the demands of flexibility and scalability. The flexibility may
involve the dynamic joined student associations, academic exchanges and department
anniversary, which may join and leave frequently in a period of time. The scalability
may involve the resource sharing among different campuses, universities and even
with the industries.
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3 Our Proposed System Architecture

In this study, we provide system architecture to achieve the cross-IdP identity
federation. In this chapter, we exhibit the scenario, explain the concepts and provide
the related algorithms.

3.1 Scenario

One of the most complicated environments is the university campus which involves
various kinds of services and commercial services. Students who may register in two
universities since they provide various kinds of curriculums. Many campuses also pro-
vide virtual money, which means students can pay for goods by using their student IDs
(Figurel). Assume the user register with the name Gobby in NCTU for master degree,
he may want to pay for the tuition or shop at the department store with different identity
Bill. One scenario is that he has logged in at one of the web sites, he does not want to
authenticate again and then can access these services or use the student ID to pay for
bills, which may locate at different webs or locations. Another example of the usage is
that if the user want to join the conference which does not belong to one of the members
of the federation. These kinds of SPs may occur dynamically, which is hard for tradi-
tional SSO architecture to cooperate with these SPs. In accordance with these scenarios,
the topology of different systems must be maintained and managed dynamically. Hence,
to provide the backward compatibility and maintain the spirit of SSO, we introduce the
new virtual role, named Manager, the detail is provided as follow.

3.2  System Components

There are three main roles in our proposed system includes Service Provider (SP),
Identity Server (IdP) and Manager. Since all IdPs should provide authentication
schemes for different services in original SAML-based architecture, we can recognize
the IdPs as the portal sites which provide various kinds of services. Traditionally, a
user may be asked to login the website many times if the SPs that he has visited is
subordinated by different IdPs. To provide the basic facility of federation, IdPs must
share the user criminal which leads to the tense of users’ privacy leakage. On the
other hand, users who have several accounts for different web sites may also cause
the ambiguity of federations. Therefore, we introduce a new role, Manager, to handle
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Fig. 1. Layered Concept in Actual Commercial System Fig. 2. System Components
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the communication between different IdPs. Figure 2 demonstrates the component
hierarchy. By using user Link_ID, which is similar to the pseudonym, can help
Manager to cooperate different IdPs in a seamless way. One of the major
contributions of our architecture is the anonymity since the IdPs only maintain the
local identities. While communicating with other IdPs under the federation
architecture, the user can be identified through the Link_ID, which is automatically
created by the correspondent IdP (i.e. Manager) and the privacy information will not
be exchanged through different I1dPs.

3.3 Manager

In order to achieve identity federation, we define a third-party architecture, the Man-
ager, to maintain users’ identities. The Manager records the corresponding identities
at different IdPs for the user by using account linking table (ALT), which can help
different IdPs communicate with the global Link_ID with different identity of the
same user. It provides privacy-preserving characteristic for a user during a web SSO
exchange .The process of associating a Link_ID with another Link_ID at a partner is
called account linking afterward. The user privacy can be guaranteed since the IdPs
only maintain the local identities, which means there is no extra private information
exchanged between different IdPs.

Figure 3 shows the example of ALT. Assume the user register on one of the IdPs,
and the user wants to use the services on another website with different identities, he
can log in at IdP_1 using his Gobby account and use another account Bill at IdP_2.
Because the Manager will maintain the ALT, which helps the user use different
account from different web sites at the same time. Besides, the Link_ID can also be
different which provide the anonymity since these IdPs cannot get the local identities
from each other.

3.4  Global Path Finding

The architecture defines that a user at an IdP wants to visit another IdP by following
the tree path rather than peer to peer. Deliberate that the source IdP and destination IdP
might not be below the same manager, so how to know the position of the destination
IdP must be solved. Managers must record the nodes of its upper layer and lower
layers. Briefly, in a path, a manager stores the Link_ID of the left neighbor along with
the Link_ID of the right neighbor for every user. The global path of an IdP is encoded

Link_ID | Src. | Link_ID | Dst.
123 1dP_1[ 135 1dP_2

2

0 A

User_name User_name | L_Link_ID 1 E
Gobby Bill 135
Marry Amy 246

Fig. 3. Account Linking Table in the Manager Fig. 4. An example of globa

path finding
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in a sequence of strings, which can indicate the position and relationship of the IdP.
For the purpose of expansibility, the global path string is coded dynamically. (Figure 4)
gives an example, the global path of IdP E should be coded “A_C_E”, it indicates that
E’s manager is C and C’s manager is A, and so on. The construction start with E sends
a request to its Manager to get its global path. C receives the request and then appends
C. The path code becomes “C_E”. C looks up its table to know that it is not the top
layer, then C keeps on sending the request to the upper layer. While A receives the
request and appends A, the path code becomes “A_C_E”. A refers to its table knowing
there is no more upper layer, then sends back code path “A_C_E” to E. An IdP site can
ask its global path upward gradually as above and stores the path code in the local site.
Each IdP asks upward periodically and updates its path code when the topology
changed.

3.5 Core Algorithm of Manager

When getting the global path of the destination IdP, the source IdP will send the string
and the request of identity federation to its manager. After receiving, the manager will
compare the string with its name to determine whether its name appears or not. If it
appears, the fact expresses that the target IdP is under its subtree surely and the
manager should send the request downward. Otherwise, the manager sends the request
upward. Each manager, which receives the request of identity federation, will look up
its ALT to determine whether a previous federation has been established for the user. If
a previous federation has been established then continue to transmit forward according
to the Link_ID, otherwise the manager needs to generate a Link_ID and record it to
establish a new account linking entry. Due to the limitation of the paper pages, the
algorithm of managers will provide in the future works.

4 Discussions

We also implemented the whole system and deployed in an university of north Tai-
wan. However, due to the limitation of paper pages, we strictly go analyze and discuss
the proposed architecture.

4.1  Security

All information that delivered is Link ID rather than real credentials. The source IdP
and destination IdP neither know the ID used on the other side. It provides privacy-
preserving characteristic for users. Besides, the malicious IdPs can be omitted since
SMAL 1.x had already provided the PKI-based protocols, which means that all the
exchanged messages can be encrypted and verified by using the SSL protocol.

4.2  Expansibility

The expansibility property can be discussed in vertical and horizontal ways. Each
Manager must record the nodes of its upper layer and lower layers. We can take
advantage of it to insert or delete SPs under different IdPs (Manager). Assume that a
relationship exists as (Figure 1). Someday all three groups want to cooperate in demand,
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and then the manager LIFE will be constructed in need to integrate them. If a new
alliance, e.g. Play alliance, wants to join the exist federation, it can simply vertically add
to the BANK alliance tree as a subordinate or horizontally add to the LIFE alliance.

4.3  Robustness

In the section, we would consider the influence when a manager is destroyed in the
business system. Most probably account link in the node would not be operated. But it
can work without involving the crashed node, including account linking. Besides, we
consider another situation. That is, there is a petition to a certain manager and the con-
nected was interrupted. The Link_ID which is generated previously would not disap-
pear. After connecting successfully, the Link_ID can be used for another federation.

5 Conclusion

In this study, we proposed a method that can provide users an enterprise-crossed,
services-integrated, backward compatible, and anonymity-maintained environment by
introducing the concept of pseudonym based on SAML. All identity federations are
established by Managers and dispersed evenly, and the communication between these
Managers (IdPs) are secured by using PKI-based SSL. Comparing to the traditional
SSO, regardless of sorting and storages may be required, it is more efficient and
applicable. In the future, we will focus on developing a secure and efficient method to
rebuild the destroyed Managers, because the recovery of previous federations may be
required.
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Abstract. Live virtual machine migration has become an important manage-
ment method in clusters and data centers. It allows application isolation and
facilitates server consolidation, load balancing, fault management and power
saving. Existing live migration approaches pre-copy have to iteratively copy re-
dundant memory pages, another approach post-copy would lead to a lot of page
fault and application degradation. This paper presents the detail design of a
novel three-stage memory copy live migration approach. Memory pages only
need to be transmitted twice at most, and page fault just occurred in small part
of dirty pages. We implement it in Xen 4.1.4 and compare it against Xen’s orig-
inal pre-copy approach. The evaluation results under various memory work-
loads show that our approach can significantly reduce total migration time and
total pages transferred.

Keywords: virtual machine, live migration, three-stage memory copy.

1 Introduction

Virtualization technology develops rapidly in recent years. The resources of a single
machine are divided into multiple isolated virtual resources by using some virtualiza-
tion softwares [1]. It provides application isolation, server consolidation, better mul-
tiplexing of data center resources, the ability to flexibly remap physical resources and
so on [9].

Live migration is the key point of virtualization technologies. It allows virtual ma-
chines fast relocating in data center and no aware of downtime. Most of the live mi-
gration techniques use pre-copy approach. It first transfers all memory pages to target
and then copies dirtied pages iteratively, until writable working set (WWS) becomes
small or the preset number of iterations is reached, then suspends VM in source node
and sends CPU state and remaining dirty pages in the last round to the target, where
the VM is restarted [3]. However, great application degradation would happen in pre-
copy phase because migration daemon continually consumes network bandwidth to
transfer dirty pages in each round, it leads to longer migration time.

* This work is supported by the National Basic Research Program of China (973 Program)
under grants 2013CB329100 and 2013CB3291005.
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In this paper, we present an optimized memory copy approach for live virtual ma-
chine migration. We combine the advantages of active pushing and on-demand copy,
first copy all memory pages to target and record dirty bitmap in this phase (full mem-
ory copy stage), then suspend the VM, transmit CPU state and dirty bitmap (dirty
bitmap copy stage), finally resume the new VM and copy dirty pages from source to
target (dirty page copy stage). We call it three-stage copy. The main goal of three-
stage copy is to minimize total migration time and reduce network traffic. Most of the
memory pages need to be copied once in full memory copy stage, only dirtied pages
need to be copied twice. We implement this approach on Xen 4.1.4 and compared it
against original pre-copy method in Xen. The evaluation results under various memo-
ry workloads show that our approach can significantly reduce total migration time and
total pages transferred.

This paper is organized as follow. In section 2, we describe related works. Then, in
section 3, we describe the design and implement of three-stage copy, and present the
experimental results in section 4. Finally, we conclude and give our future work in
section 5.

2 Related Work

Clark et al. [3] firstly propose pre-copy live virtual machine migration approach. It
first transfers all memory pages and then copies pages just modified during the last
round iteratively. There are many virtualization platforms using this approach, such as
Xen [2], KVM [7] and VMware [5]. Pre-copy is the prevailing live migration tech-
nique to perform live migration of VMs, but in write-intensive workloads, memory
pages will repeatedly dirtied and may have to be transmitted multiple times.

Hines et al. [4] propose post-copy instead of pre-copy to solve this problem and re-
duce total migration time. Post-copy migration defers the memory transfer phase until
after the VM’s CPU state has already been transferred to the target and resumed there.
Post-copy thus ensures that each memory page is transferred at most once, thus avoid-
ing the duplicate transmission overhead of pre-copy. But the downtime is much high-
er than that of pre-copy due to the latency of fetching pages from the source node
before VM can be resumed on the target.

Jin et al. [8] propose using adaptive compression of migrated data: different com-
pression algorithms are chosen depending on characteristics of memory pages. They
first use memory compression to provide fast VM migration, and they also design a
zero-aware characteristics-based compression (CBC) algorithm for live migration. In
the source node, data being transferred in each round are first compressed by their
algorithm. When arriving on the target, compressed data are then decompressed.
However, memory compression increases the system overhead.

3 Design and Implementation

In this section, we introduce the phase of live migration, and describe the design of
three-stage copy approach and its implementation on Xen. The performance of any
live virtual machine migration strategy could be gauged by the following metrics.
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Downtime: The time during which the migrating VM’s execution is stopped.

Total Migration Time: The sum of all migration time from start to finish.

Pages Transferred: The total count of memory pages transferred, including dupli-
cates, across all periods.

3.1 Memory Migration Phases

Efficient synchronization of the memory state is the key issue of live virtual machine
migration. Memory transfer can be achieved by following three phases [3]:

Push: The source VM continues running while certain pages are pushed across the
network to the new destination. To ensure consistency, pages modified during this
process must be re-sent.

Stop-and-Copy: The source VM is stopped, pages are copied across to the destina-
tion VM, then the new VM is started.

Pull: The new VM executes and, if it accesses a page that has not yet been copied,
this page is faulted in (“pulled”) across the network from the source VM.

Figure 1(a) shows pre-copy approach, it combines push copying and stop-and-copy.
Another approach post-copy in Figure 1(b) uses stop-and-copy and pull copying.
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:(— Total Migration Time : I.
! E‘% Downtime —
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Fig. 1. Timeline for live migration approach

3.2  Design of Three-Stage Copy

To solve the weaknesses of existing live migration methods, we propose a new ap-
proach called three-stage copy which combines three phases of memory transfer. The
entire memory synchronization is divided into three stages, Figure 1(c):
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Full Memory Copy: Copy all memory pages from source VM to destination when
the source VM continues running, and record pages modified during this process.
Dirty Bitmap Copy: Suspend source VM, copy recorded dirty bitmap to target node,
and mark corresponding pages as dirty in destination VM.

Dirty Pages Copy: Resume new VM, then active push or on demand copy dirty pag-
es from source VM to destination.

Compared with pre-copy, three-stage copy avoids iterative copy dirty pages, most
of the memory pages are just copied once, only dirtied pages in full memory copy
stage need to be copied twice. It significantly reduces pages transferred, as a result,
reducing the usage of network bandwidth. Meanwhile, only dirty bitmap and CPU
state need to be transferred in suspend phase, downtime of VM is also shortened.
Although it would be interrupted in dirty pages copy stage because of page fault, but
relative to full memory copy after resuming new VM in post-copy approach, three-
stage copy just transfer dirtied pages after resuming, which significantly reduces the
page fault rate, and avoids obvious application degradation, also, it shortens the
duration of the migration.

There are two methods used for transferring dirty page, on demand copy and active
push. Once the VM resumes at the target, page faults would happen when memory
access dirtied page, it can be serviced by requesting the referenced page over the net-
work from the source node. However, page faults in new VM are unpredictable, on
demand copy would lead to longer resume time, so we combine it with active push
which source host periodically pushes dirty pages to the target in a preset time interval.

3.3 Implementation On Xen

We implemented three-stage copy on Xen 4.1.4. The point of our approach is to cap-
ture and recode dirty pages. Shadow page tables is used by Xen’s hypervisor to keep
track of the memory state of guest OS, it can be used to capture dirty pages. Figure 2
shows the process of shadow page table. Shadow page tables are a set of read-only
page tables for each VM maintained by the hypervisor that maps the VM’s memory
pages to the physical frames. Actually, it is equivalent to a backup of the original
page tables, any updates in guest OS’s page table will notify Xen’s hypervisor by
Hypercall.

Because all page tables in guest OS are mapped to read-only shadow page tables,
any updates in page tables trigger page faults which would be captured by Xen’s
hypervisor. Xen checks the PTE access right of the guest OS, and set PTE in shadow
page tables to writable if the guest OS is writable to the PTE. Then we can record the
updates in shadow page tables into a dirty bitmap.

By this way, we will be able to capture the occurrence of dirty pages, and obtain a
dirty page bitmap. Xen provides an API function xc_shadow_control() to handle sha-
dow page tables. This feature can be turned on by calling xc_shadow_control() and
setting flag as XEN_DOMCTL_SHADOW_OP_ENABLE_LOGDIRTY before live
migration, and turned off by setting XEN_DOMCTL_SHADOW_OP_OFF flag after
migration finished.
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4 Evaluation

In this section, we present an evaluation of three-stage copy on Xen 4.1.4 and
compare it against Xen’s original pre-copy approach.

4.1 Experimental Setup

We conduct our experiments on two identical server-class machines, each with 2-way
quad-core Xeon E5506 2.13GHz CPUs and 32GB DDR RAM, connected via a Giga-
bit Ethernet switch. All VM images store in a NFS server. We use Ubuntu 12.04 (Li-
nux version 3.5.0-23) as guest OS and the privileged domain OS (domain 0). The host
kernel is the modified version of Xen 4.1.4. Both the VM in each experiment and the
Domain O are configured to use two VCPUs. Guest VM sizes range from 128MB to
1024MB. And we use memtester [10] in virtual machine to generate high memory
usage.

Each experiment is repeated five times and every test result comes from the arith-
metic average of five values. In migration process, we evaluate three primary metrics
discussed in section 3: Downtime, Total migration time, Page transferred.

4.2  Experimental Results

Figure 3(a) shows that three-stage copy significantly reduces the total migration time
for diverse VM memory size compared with pre-copy. With memory size in-creasing,
the total migration time is reduced more. It reduces total migration time by average of
35.4%. In clusters or data centers, less total migration time of VMs would get higher
flexibility.
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Figure 3(b) shows that three-stage copy approach also has the advantage in pages
transferred, this should be attributed to less data transferred and lower network band-
width needed. Experimental results show that the three-stage copy reduces at most
37.8% (1024M) and an average of 32.8%.

Evaluation in downtime Figure 3(c) shows that pre-copy could get stable down-
time, and three-stage copy’s downtime would increase along with the increase of
memory size. At low memory environment, three-stage copy need less downtime than
pre-copy, but it need more downtime in large memory environment. It is due to three-
stage copy need transfer dirty bitmap in suspend phase, large memory size would
have more dirty pages. Nevertheless, the tradeoff between total migration time and
downtime may be acceptable.
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Fig. 3. Comparison of total migration time, pages transferred and downtime

5 Conclusions and Future Work

In this paper, we have presented the design, implementation and evaluation of three-
stage copy for live virtual machine migration. In our approach, most of the memory
pages are just copied once, only dirtied pages need to be copied twice. It significantly
reduces pages transferred and total migration time. And because we just transfer dirty
bitmap in VM stop phase, downtime is also shortened. Experiment results show that
our approach gets better performance than Xen’s pre-copy.
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In the future, we intent to add more features like pre-paging [11], ballooning [12],

etc. Moreover, we plan to implement it in an automatic load balancing virtualization
system.
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Abstract. In orthogonal frequency division multiplexing-based interleave divi-
sion multiple access (OFDM-IDMA) system,all users can transmit their infor-
mation in the same time and frequency band. In this case the orthogonality
between the users is obtained using an interleaving technique. The choice of a
"good" interleaver must demonstrate that the interleavers are weakly correlated,
do not require either large memory to store it or a large bandwidth to communi-
cate it between the transmitter and the receiver, and must be easy to generate. In
this paper, we develop a new one-dimensional chaotic map, completely based
on the logistic map: the "New Logistic Map (NLM)". The simulation results of
chaotic dynamical behaviours show that the NLM is a chaotic system and has
an ideal distribution. We propose also a new design method to construct the in-
terleaver sets by NLM: NLM Interleaver (NLMI). Our design can be used to
reduce the computational complexity and memory requirement, and achieve the
same correlation performances compared to other designs.

Keywords: Chaotic system, logistic map, Interleaver, IDMA.

1 Introduction

Chaotic dynamical systems have received a great deal of attention from the research
community within Mathematics, Economics, Computer science, Communications,
etc. Based on the Lorenz system [1], more nonlinear maps versions of some chaotic
systems were created by different researchers and modified or adapted by others
according to specific criteria. The introduction of these nonlinear maps has offered
several new applications to exploit chaotic dynamics in the next generation of com-
munication systems. Recently, Interleave-Division Multiple Access (IDMA) has been
proposed by Ping et al. [2], it is a potential candidate for the next wireless generation
systems. To remove some IDMA limits, Mahafeno et al. in [3] have combined ortho-
gonal frequency-division multiplexing (OFDM) and IDMA and developed OFDM-
IDMA technique. This technique inherits the OFDM and IDMA advantages and has
also its own advantages. The interleaver/deinterleaver is the main component in the
IDMA block in the transmitter and receiver of OFDM-IDMA system. The role of this
interleaving is to spread the information bits to protect them, in reception, against
error bursts due to the transmission channel and noise sources. However the choice
of better interleaver has a positive influence on the IDMA performances. The main
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criteria to choose a good interleaver are: (1) each two interleavers out of a set of inter-
leavers should not "collide" [4], (2) the minimal bandwidth consumption to exchange
the information about interleaver matrix between transmitter and receiver,
(3)minimal memory required to store the interleaver matrix, (4) ease to generate it.

In the literature, several designs of interleaver were studied, such as the Orthogonal
Interleaver (OI), Random Interleaver (RI), Nested Interleaver (NI) [4], Shifting Inter-
leavers (SI) [5], Deterministic Interleaver (DI) [6] and others [7,8]. These designs are
useless to use in most of the iterative MUD of IDMA systems due to the fact that the
first interleavers are randomly generated, and the computational complexity is propor-
tional to the number of users. In addition, the initial interleaver matrix has to be
transmitted to the receiver, thus a large bandwidth will be consumed.

In this paper, we introduce a new one-dimensional chaotic map, named "New Lo-
gistic Map (NLM)". We also study its dynamical properties and stability points. We
apply NLM to propose a new design approach to construct a set of interleavers for
OFDM-IDMA system, named "NLM Interleaver (NLMI)". This interleaver is ob-
tained from a deterministic nonlinear dynamic system, so it is easy to generate it. In
addition, two different NLMI are weakly correlated and a single information ex-
change between the transmitter and the receiver is only the initial value of NLM.
Consequently, a less memory required to store these interleaving matrixes information
and a minimal bandwidth will be consumed.

The content of the paper is organized as follows. In section 2 we give an introduc-
tion to our new map, and analyze the chaotic dynamical behaviour in this map. The
algorithm to construct the NLM Interleavers is presented in section 3. Section 4
presents the simulation results and discussions, and finally section 5 gives
conclusions.

2 New Logistic Map

The logistic map is one of the simplest and most transparent discrete chaotic systems
exhibiting the order to chaos transition [9], it is described by (1).

X, =AX,1-X,) W

Where X, e [0 1], and 7 is the generation number.

A sequence generated by the logistic map consists of a Cantor set of points in
[0 1] whose orbits stay in [0 1]. However, many applications use the sequences of

N random integers in [0 N]. such as the interleaving operation.

Let us consider a new system given by:

}]i;), Where X,€[0 N| 2

X, =AX, 0-
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To check the numerically chaotic behavior in this system, we analyze the phase
space properties in the term of the parameter A and the bifurcation diagrams.

2.1 Phase Space

The phase space is a mathematical space where the system states are represented by
the numbers used to visualize the behavior of a dynamical system. A point in phase
space describes whether the system state is an equilibrium point or not. There are two
main types of equilibrium points, stable and unstable. A stable equilibrium point is
that at which the system oscillates around the equilibrium point and in unstable equi-
librium the system moves away from the equilibrium point if it were displaced. To
analyze the equilibrium point of NLM, we start by viewing the map for several differ-
ent values of the parameter A with N =100shown in the Fig. 1.

In the equilibrium the system does not have real time dependence and

X, = AX,(1- X
N

). This given two stationary solutions: X, =0and y = A-DN
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Fig. 1. Phenomenology of the NLM with N =100 and (a): A=0.5,(b: A=3,
(c): A=4

We conclude that if 0 < A <1, the equilibrium at X, is stable (i.e. Fig. 1-(a) with
A=0.5),and if 1 < A <3, the system (2) is stabilized in equilibrium M (i.e.
Fig. 1-(b) with A =3). At 3< A <3.54, we have a violent behavior, in this case
the system oscillates on a cycle of four periods without reaching the equilibrium. At
A =3.57 chaos occurs; the system never settles to a fixed period. For 3.57 < 1 < 4,

the system evolution is aperiodic (i.e. Fig. 1-(c) with 4 =4), since the appearance of
the chaotic behavior.
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2.2  Bifurcation Diagrams

Another step to evaluate the NLM chaotic behavior is to obtain a global visual of the
various regimes as the control parameter A =4 when it is varied. As the control

parameter A is changed, the transitions from one fixed point to chaos, are called
bifurcations. Fig.2 shows the bifurcation diagram of the NLM function for a sequence
of N =100 samples, and 0< A< 4.

For small values of A(A<1) there is only one stable fixed point, this point is
zero. For 1< A < 3, we still have one point attractor, increases when A increases.

At 3<A<3.57 the entire bifurcation is recreated on a smaller scale, and for
A >3.58 the system is completely chaotic.
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Fig. 2. The bifurcation diagrams for NLM

3 Design Steps of the NLM Interleaver

The system starts with a first value X ; of X“ called the initial state (or initial condi-

tion) and then calculates a sequence { X, X7 ,....., X } occupied by the system using

u

our system X" =AX)(l1-—2) proposed in section 3; these states form a set of
n+l N

real sequences between O and N, where N is the interleaver length. The transition
to the integer sequences is realized by maximizing |_X _l , minimizing I_X _| or by
using a floor [X] to round the elements of X, to the nearest integers. Finally to ob-

tain the interleaver vector, we eliminate redundant elements from the integer vector
found. We construct an initial value for the next user n+1 by adding a footstep ¢ to

the X .
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The following is the proposed algorithm based on the NLM equation:

e [Initialization:

—A=4, N, U, u=1, n=0, X*, {and Y0”=[X:—’: The first element
interleaver matrix of u” user (7" = YO” ).

— i=0and n=0 X": The initial state of u” user (0< X" < N ).

e Main operations:

— If the value of n does not exceed N :

1. Calculate X il from the value of X" .

2. Yzfl :|7X1Lil—‘

3. Check, if the element Y:j—l exists in the set 7", increment { by 1 and repeat the

operation, otherwise 7" = 7" U Y}“1 and n=n+1.

— Otherwise, if the value of n exceed N :

LX" ={}.

2. " E7Z'”UX_”1.

4 Performance of NLM Interleaver in OFDM-IDMA System

4.1 Correlation between Interleavers

Pupeza et al. in [4], mentioned that the correlation between two interleavers as a
measure of "how strong two interleavers collide", and the interleaver is orthogonal if
and only if the correlation is null. Then the correlation (7" (b;),ﬂ g (b; )) between

m'and 7’as the scalar product between ﬂl(b;) and ﬂz(bz) given by:

@, =< ﬂl(b;),ﬂz (bf,) >. 7' and 7° are orthogonal, if and only if ¢,=0.
To simply analyze correlation problems, we evaluate the correlation peak

@=(m",m"),as described in [4]. The Fig.3 show the peak correlation

performances of OI, RI, SI, NI, and NLMI are studied for 100 users. It is clear that
the correlation values for NLMI are very similar to those of other interleaver
designs.
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Fig. 3. Peak correlation performances of different interleavers with U=100

4.2  Computational Complexity

The complexity of interleavers and deinterleavers generation at the transmitter and
receiver side is a major concern in case of higher user count. Table 1 shows the com-
parison of computational complexity among the NLMI design and the reference de-
signs. This complexity is calculated by the number of cycles needed to generate the
interleaver matrix versus U. The computational complexity increases with the number
of users for OI, SI and NI. Therefore, it is fixe in RI and NLMI and independent of U.

Table 1. The computational complexity to generate the first interleaver

ol Sl NI NLMI
Complexity O(N)+O(N?) o) Olog,N)) o)

4.3 Bandwidth Resource Required

Lack of bandwidth resource is a vital issue in communication systems. This problem
becomes worse when the user number increases. In OFDM-IDMA system, the num-
ber of simultaneous users is a very important factor. However, a great number of re-
searchers are interested in increasing the maximum available number with a minimal
consumption of bandwidth. Another challenge in OFDM-IDMA system is that the
transmitter and receiver must hold the same interleaver matrix. In most of the studied
algorithms, the transmitter needs to transmit the interleaver matrix consisting of inter-
leaving pattern of the users to the receiver; so the greater the size of the interleaver,
the more bandwidth and resources are used.

To evaluate the bandwidth consumption, we propose a brief overview of the
initialization parameters required to generate the interleavers and the number of bits
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occupied. In the case of NLM interleaver, a single information exchange between the

transmitter and the receiver is only the initial value X [1) .

5 Conclusion

We claim two contributions of this work. First we have developed a new chaotic map
equation called New Logistic Map (NLM), and we have analyzed its chaotic dynami-
cal behaviors. In the second main contribution, we have proposed a novel method to
generate good and multiple interleavers, regardless of the number of simultaneous
users and the interleaver length. Our proposed interleaver design is based on the NLM
and called NLM Interleaver (NLMI). The simulations show that the NLMI can
achieve the same correlation performances compared to random interleavers, shifting
interleavers and nested interleavers. NLMI has also many advantages such as less
resource consumption, less required memory, minimum implementation complexity
and easy to generate it, over all interleaver designs.

References

1. Lorenz, E.: Deterministic nonperiodic flow. Journal of Atmosperic Science, 130-141 (1963)

2. Ping, L., Wu, K.Y, Liu, L., Leung, W.K.: A Simple Unified Approach to Nearly Optimal
Multiuser Detection and Space-Time Coding. In: ITW 2002, Bangalore, India, pp. 20-25
(2002)

3. Mahafeno, 1., Langlais, C., Jego, C.: OFDM-IDMA versus IDMA with ISI cancellation for
quasi-static Rayleigh fading multipath channels. In: 4th Int. Symp. on Turbo Codes & Re-
lated Topics, Munich, Germany, pp. 3—7 (2006)

4. Pupeza, 1., Kavcic, A., Ping, L.: Efficient generation of interleavers for IDMA. In: IEEE In-
ternational Conference on Communications, ICC 2006, vol. 4, pp. 1508-1513 (2006)

5. Zhang, C., Hu, J.: The shifting interleaver design based on PN sequence for IDMA systems.
In: 2007 International Conference on Future Generation Communication and Networking,
FGCN 2007, Korea (2007)

6. Tseng, S.M.: IDMA Based on Deterministic Interleavers. International Journal of Commu-
nications, Network and System Sciences 3(1), 94-97 (2010)

7. Zhang, C., Hu, J.: 2-dimension interleaver design for IDMA systems. In: Proc. IEEE Inter-
national Conference on Circuits and Systems for Communications, ICCSC 2008, pp. 372—
376 (2008)

8. Han, L., Jin, M., Song, E.: Matrix Cyclic Shifting Based Interleaver Design for System
IDMA. In: Proc. 5th International Conference on Wireless Communications, Networking
and Mobile Computing, WiCom 2009, pp. 1-4 (2009)

9. May, R.: Simple mathematical models with very complicated dynamics. Nature 261,
458-467 (1977)



Application of an Artificial Intelligence Method
for Diagnosing Acute Appendicitis: The Support Vector
Machine

Sung Yun Park’, Jun Seok Seo?, Seung Chul Lee’, and Sung Min Kim"”

! Department of Medical Bio Engineering, Dongguk University-Seoul, Seoul,
Republic of Korea
{sypark, smkim}@dongguk.edu
% Department of Emergency Medicine, Dongguk University Ilsan Hospital,
Dongguk University-Seoul, Seoul, Republic of Korea
{drsjs,edlee}@dumc.or.kr

Abstract. The aim of this study is to suggest an artificial intelligence model to
diagnosis acute appendicitis using a support vector machine (SVM). Acute ap-
pendicitis is one of the most common abdominal surgery emergencies. Various
methods have been developed to diagnose appendicitis, but they have not per-
formed well in the Middle East, Asia, or the West. A total of 760 patients were
used to construct the SVM. Both the Alvarado clinical scoring system (ACSS)
and multilayer neural networks (MLNN) were used to compare performance.
The accuracies of the ACSS, MLNN, and SVM were 54.87%, 92.89, and
99.61%, respectively. The areas under the curve of ACSS, MLNN, and SVM
were 0.621, 0.969, and 0.997 respectively. The performance of the AI model
was significantly better than that of the ACSS (P < 0.001). We consider that the
developed models are a useful method to reduce both negative appendectomies
and delayed diagnoses, particularly for junior clinical surgeons.

Keywords: appendicitis, artificial intelligence, support vector machine, clinical
scoring system, a receiver operating characteristics graph.

1 Introduction

Acute appendicitis is one of the most common surgical emergencies of the abdomen.
The lifetime incidence of acute appendicitis is approximately 7%, and acute appendi-
citis is clearly treated by a surgical diagnosis [1, 2, 3]. An early diagnosis of suspected
appendicitis is important for treating acute cases, as a missed or delayed acute appen-
dicitis diagnosis is associated with high morbidity and mortality. Diagnostic impreci-
sion can result in a high wound infection rate, high perforation rate, and high negative
laparotomy rate, which ranges from 20-30% [3, 4].

Several clinical methods for early and correct diagnosis of acute appendicitis have
been suggested and developed to increase diagnostic accuracy and to decrease
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negative laparotomies [4, 5, 6]. In 1986, Alvarado suggested a clinical scoring system
consisting of signs, symptoms, and laboratory findings, and several clinical scoring
systems have been developed and modified based on Alvarado’s clinical scoring sys-
tem (ACSS) [4]. However, several researchers have shown that the performance of
these clinical scoring systems is insufficient for diagnosis. Image analysis methods
including computed tomography (CT), and ultrasound (US) have significantly higher
performance than other diagnostic methods, but they have some disadvantages [2, 5].
The quality of a CT image is highly related to radiation exposure and the diagnostic
performance of US is highly dependent on the operator and cannot be used during
off-hours. Moreover, the image analysis method occasionally becomes the cause for a
delayed diagnosis of acute appendicitis.

More recently, artificial intelligence (Al) methods have been applied to diagnose or
predict disease [7, 8, 9, 10]. Among Al algorithms, the support vector machine
(SVM), which is derived from statistical learning theory by Vapnik [7], has been in-
creasingly investigated as an aid for clinical decisions and has shown good diagnostic
performance in various clinical fields, particularly cancer prediction including cervic-
al [8], prostate [9], and breast cancers [10]. Because of the properties of SVM its
outstanding performance with a small data set, relationship of nonlinear and high
dimension in input data [7]. SVM can help with diagnostic guidelines and minimize
possible errors in complicated diseases, particularly for inexperienced clinicians. Most
importantly, Al methods including SVM can reduce the time for a diagnosis.

In this study, we used the SVM method to diagnose acute appendicitis. We com-
pared the performance of a multilayer neural network (MLNN), and the ACSS. The
MLNN method is commonly used in pattern recognition problems and shows good
performance in clinical fields. The aim of this study is to propose an Al method for
diagnosing acute appendicitis in patients with abdominal pain. The results showed
better diagnostic performance for the Al method than that of the ACSS.

2 Methods

2.1 Patient Data

We recruited patients who presented to the emergency department of Dongguk Uni-
versity Hospital with abdominal pain between August 2011 and July 2012. This trial
was approved by the Institutional Review Board of Dongguk University Hospital. The
clinical protocol including history, physical examination, and laboratory tests was
designed using the standardized terminology of the World Federation of Gastroenter-
ology and the ACSS. Patients were allocated into three categories of no appendicitis
(NA), normal appendicitis (NorA), and acute appendicitis (AA).

2.2 Alvarado Clinical Scoring System

The ACSS consists of nine factors (1 point for migration of pain to the right lower qua-
drant, anorexia, nausea/vomiting, rebound tenderness, elevated temperature > 37.5°C,
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and neutrophil shift to the left > 75% and 2 points for tenderness in the right lower qua-
drant and leukocytosis (white blood cells > 10,000/ul). The ACSS has a range of 0-10
points and is used to predict the presence or absence of acute appendicitis. The patients
were allocated into three groups; < 5 points for NA, > 6 points and < 7 points for NorA,
and > 8 points for AA.

2.3  Artificial Intelligence Method

We designed the structure of the SVM in two steps and each step consisted of a SWM
method as shown in Fig. 1. The patients were first classified into NA and appendicitis
groups. Patients in the appendicitis group were classified into the NorA and AA
groups. Each SVM consisted of three spaces (input space, feature space, and output
space). The input space had 10 features, including male/female, age, migration of pain
to the right lower quadrant, anorexia, nausea/vomiting, rebound tenderness, tender-
ness in the right lower quadrant, body temperature, neutrophil percentage, and leuko-
cyte count. The features for the input layer were binary (i.e., 0 for no rebound
tenderness, and 1 for rebound tenderness) except the continuous data (i.e., body tem-
perature, neutrophil percentage, and leukocyte count). The radial basis function net-
work was used in the feature space, which is commonly used and shows excellent
performance, for the mercer kernel as shown (1)

Data of all patient

v v

No appendicitis Appendicitis

v v

Normal Acute
appendicitis appendicitis

Fig. 1. Diagnosis model of acute appendicitis based on support vector machine (SVM)
classifiers
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. . . 2
k(' xf) = exp (= gz x' = xfI|") (1)

where xij is the feature of each step (i = 1, 2 for first step, and second step, respective-
ly,and j =1, 2,..., 10 for features). The output space consisted of two groups for each
step (NA and appendicitis groups for the first step, and the NorA and AA groups for
the second step). The MLNN also used one input layer with 10 features, two hidden
layers, and one output layer consisting of three categories; NA, NorA, and AA. The
activation and net functions in MLNN were sigmoidal and linear, respectively.

The SVM and MLNN models were developed in three phases of training, valida-
tion, and testing. The patient cases were randomly assigned to one of three phases
(60%, 20%, and 20% for training, validation, and testing, respectively). The struc-
tures of both the SVM and MLNN were constructed using the MATLAB (Math-
Works Inc., Ver. 2012b.) program. Detailed information relating the SVM
and MLNN can be found in the neural network toolbox section of the MATLAB
documentation.

2.4  Statistical Analysis

We used two methods to measure the performances of the SVM, MLNN, and ACSS.
The first algorithm was related to a confusion matrix, including sensitivity, specifici-
ty, positive predictive value, negative predictive value, and accuracy. The second
algorithm for the evaluation used a receiver operating characteristics (ROC) graph,
and the area under the ROC curve (AUC). The AUC value indicated the performance
of the diagnostic method in a range of 0-1 (excellent, > 0.9; good, 0.8-0.9; moderate,
0.7-0.8; poor, < 0.7). Differences between variables including performance were
assessed by Wilcoxon’s rank-sum test, the Kruskal-Wallis test, and the y2 test for
continuous variables and categorical variables respectively. A P < 0.05 was consi-
dered a significant difference.

3 Results

A total of 760 patients were enrolled from August 2011 to July 2012 in the emergency
department of Dongguk University Hospital. In total, 429 (56.45%) patients were in
the NA group and 331 (43.55%) were in the appendicitis group including 237
(31.18%) in the NorA group and 94 (12.37%) in the AA group (Table 1). Mean age
was 29.57 years, 30.59 years, and 31.31 years for the NA, NorA, and AA groups,
respectively (P = 0.427). The number of female patients (294, 122, and 49 for NA,
NorA, and AA, respectively) was significantly higher than that of male patients (135,
122, and 45 for NA, NorA, and AA) in the NA group (P < 0.001).
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Table 1. Results of 760 patients for suspected appendicitis

Appendicitis
No P value
appendicitis Normal Acute
appendicitis appendicitis

No. of subjects 429 237 94 <0.001°

Male : Female 135:294 115:122 23:71 <0.001*

Age-mean(years)  ,q 57 67) 30.59 (10-69) 3131 (14-72)  0.427°
(min.-max.)

LeucocytemeansSD 5 50 s 50 7634548 8.62¢721  <0.001°
(x10°/mm)

Ne“m’ph(lg;lea“iSD 66.95+17.22 7221+18.08  76.42+16.50  <0.001"

tKruskal-Wallis test, § Wilconxon’s rank-sum test,;txz—test, and SD: Standard
deviation.

The laboratory test values, expressed as mean =+ standard deviation, are shown in
Table 1. The leukocyte counts were 3.58 + 5.58, 7.63 + 5.48, and 8.62 + 7.21 for the
NA, NorA, and AA groups, respectively, and the neutrophil percentages were 66.95 +
17.22,72.21 = 18.08, and 76.42 + 16.50, respectively (both P < 0.001).

The ACSS performance was the lowest (77.86%, 25.08%, 46.63%, 57.39%, and
54.87% for specificity, sensitivity, positive predictive value, negative predictive val-
ue, and accuracy, respectively) on all parameters, whereas the diagnostic method
using the SVM had the highest values (99.53%, 99.70%, 99.40%, 99.77%, and
99.61% for specificity, sensitivity, positive predictive value, negative predictive val-
ue, and accuracy, respectively) (Table 2). Although the MLNN method showed lower
performance compared with that of the SVM, the performance of MLNN was signifi-
cantly higher than that of the ACSS.

Table 2. Performance of diagnosis methods

Positive Negative

Spez:ti%ﬁ)city Sen(stiyzi)vity predictive predictive Acz:;or)a <y
value (%) value (%)
ACSS 77.86 25.08 46.63 57.39 54.87
MLNN 95.10 90.03 93.42 92.52 92.89
SVM 99.53 99.70 99.40 99.77 99.61

ACSS: Alvarado clinical scoring system, MLNN: Multilayer neural network,
SVM: Support vector machine.
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Fig. 2. A receiver operating characteristics (ROC) graph and the area under an ROC curve
(AUC) for support vector machine (SVM), Multilayer neural network (MLNN), and Alvarado

clinical scoring system (ACSS)

The ROC graphs for the three methods for diagnosing AA are shown in Fig. 2. The
method accuracies in decreasing order were SVM (AUC, 0.997), MLNN (AUC,
0.969), and ACSS (AUC, 0.621). Taken together, these results confirm that the Al
method had significantly better performance than that of the ACSS.

4 Discussion

Appendicitis is a common abdominal disease in the emergency department. Acute
appendicitis, which is considered advanced appendicitis, can lead to death. Although
various diagnostic methods have been suggested and have shown good performance,
problems have recently come to the fore for the main diagnostic methods such as
unstable performance of ACSS, un-usability of ultrasound, and poor safety of CT. We
suggested a novel solution using Al methods such as SWM and MLNN.

We enrolled 760 patients with abdominal pain, and the total rate of female patients
was significantly higher than that of males (38.82% vs. 61.18%, P < 0.001) within the
NA (31.47% vs. 68.53%, P < 0.001), NorA (40.51% vs. 59.49%, P < 0.05), and AA
groups (41.69% vs. 58.31%, P < 0.05). Hale et al. reported appendectomies in 4,950
patients that were collected over a 12-month period. They noticed that the number of
normal appendicitis cases in female patients was significantly higher than that of male
patients (19% vs. 9%) [11]. This is because ectopic pregnancy and mittelschmerz in
women mimic appendicitis. In the present study, the number of females with appendi-
citis was also significantly higher than that of males. We thought that some of the
women in the appendicitis group may be confused with dysmenorrhea, and many
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female patients in this study actually were dysmenorrhic (57.14%, 58.87%, and
80.28% for NA, NorA, and AA groups, respectively).

The performance of the ACSS in this study was the lowest of the three methods.
This is because of low value of leukocyte count, which plays an important role in the
diagnosis of appendicitis, particularly in women and children. Although leukocyte
counts were significantly different (P < 0.001) among the three groups, the mean
leukocyte count (8.62 x 106/mm3) was lower than 10 x 10®/mm?, which is a threshold
value to receive 2 points in the ACSS. Previous studies have reported that mean leu-
kocyte counts in appendicitis groups are > 10 x 10%mm’ and that the ACSS per-
formed well [1, 7, 12]. We cannot explain why our leukocyte counts were lower
compared with those of previous studies. This phenomenon should be investigated in
a future study.

However, the performance of the Al method was higher compared with that of the
ACSS (P < 0.001). de Dombal et al. reported in 1972 that the performance of a com-
puter-aid diagnostic system was significantly higher than that of clinicians [13]. Many
researchers have used the Al method to diagnose disease and have shown good per-
formance [8, 9, 10]. The weakness of the Al method is that it is highly dependent on
the database (i.e., number of patients), but Al remains the best approach to solve non-
linear problems such as disease diagnosis. To overcome this weak point, the SVM is
commonly used to solve nonlinear problems due to kernel function, which converts
simple feature dimensions (or input data) into high dimensions [14, 15, 16, 17]. In this
study, SVM had better performance on all measurements than that of the MLNN.

5 Conclusion

The AI model showed excellent performance to diagnose acute appendicitis without
the need for an expert surgeon. This model may help reduce both negative appendec-
tomies and a delayed diagnosis, particularly for junior surgeons.
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Abstract. User preferences are very important in planning organization’s future
activities. Involvement of a decision support system can considerably shorten the
time used for planing and for cost calculations by presenting what is the current
status and what can be expected in relation to new users’ preferences. The latter
can be further combined with existing quality guidelines and standards for each
particular organization.

Keywords: Many valued logics, lattices, decision making.

1 Introduction

Public and private organizations need to follow numerous quality guidelines and
standards. One way to improve their performance is by enhancing awareness about
users’ preferences. This can be done by inviting users to fill in some forms reflecting on
their preferences. While such inquiries may reveal sufficient information about current
situations they will not provide good indications about preferences of new users or new
products.

As a way to improve organizations’ planing and performance we suggest use of a
decision support system. This can considerably shorten the time used for planing and
for cost calculations by presenting what is the current status and what can be expected
in relation to new demands.

2 Background

Many valued logics have been applied in solving numerous theoretical and practical
problems where uncertainty is involved, [8]. Both possibility theory and possibilistic
logic often involve many-valued calculi, [3].

A three-valued logic, known as Kleene’s logic is developed in [9] and has three truth
values, truth, unknown and false, where unknown indicates a state of partial vagueness.
These truth values represent the states of a world that does not change.

The semantic characterization of a four-valued logic for expressing practical
deductive processes is presented in [1] and [2]. In most information systems the
management of databases is not considered to include neither explicit nor hidden
inconsistencies. In real life situation information often come from different
contradicting sources. Thus different sources can provide inconsistent data while
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deductive reasoning may result in hidden inconsistencies. The idea in Belnap’s
approach is to develop a logic that is not that dependable of inconsistencies.

The Belnap’s logic has four truth values *T, F, Both, None’. The meaning of these
values can be described as follows:

e an atomic sentence is stated to be true only (T),

* an atomic sentence is stated to be false only (F),

* an atomic sentence is stated to be both true and false, for instance, by different
sources, or in different points of time (Both), and

e an atomic sentences status is unknown. That is, neither true, nor false (None).

Five valued logic as in [7], [8] is presented in Fig.1. The five-valued logic introduced in
[7] is based on the following truth values: unknown or undefined, possibly known but
consistent, false, true, and inconsistent.

< e >
<unknown => < consistent>

false

Fig. 1. The five truth values

Fuzzy multiple criteria decision-making methodology was used by [6] to develop a
practical model for business purpose. Improved score functions measuring the degree of
suitability of a set of alternatives, with respect to a set of criteria based on vague values is
discussed in [10]. An algorithm for score functions is also introduced by taking into
account the effect of an unknown degree (hesitancy degree) of the vague values on the
degree of suitability to which each alternative satisfies the decision makers’s
requirement. In [4] the authors develop a forecasting framework based on the fuzzy
multi-criteria decision making ( approach to help organizations build awareness of the
critical influential factors on the success of knowledge management implementation,
measure the success possibility of knowledge management projects, as well as identify
the necessary actions prior to embarking on conducting knowledge management.

A lattice is a partially ordered set, closed under least upper and greatest lower
bounds. The least upper bound of X and y is called the join of X and y, and is

sometimes written as X+ Yy ; the greatest lower bound is called the meet and is

sometimes written as Xy, [5, 11].

3 Preferences

In this section we are combining different user preferences and illustrating what could
be expected with respect to demonstrating preferences in new situations. We consider



On Extracting Important User Preferences 95

cases with both complete and incomplete information and draw conclusions based on
theories from many valued logics.

Fig. 2. High level satisfaction in product ¢ only
Medium level satisfaction in product ¢ and lack of information about products a and

b implies expectation of low level satisfaction in new products having features from
either a and c or from b and c, Fig. 2.

Fig. 3. High level satisfaction in products » and ¢ only

Medium level satisfaction in products b and ¢ and lack of information about about
product bc implies expectation of low level satisfaction in bc, Fig. 3.

Fig. 4. High level satisfactio in products ac and bc only

High level satisfaction in products ac and bc implies expectation of high level
satisfaction in product c, Fig. 4.

®)

© .ﬁ..@

Fig. 5. High level satisfaction in products b and ¢ only
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High level satisfaction in products b and ¢ and implies expectation of high level
satisfaction in product bc, Fig. 5.

Fig. 6. High level satisfaction in products » and ac only

High level satisfaction in products b and ac implies expectation of medium level of
satisfaction in products a and ab, Fig. 6.

b,c, ab, be [(b.coach

a, b, c, ab, ac, be
a, b.c, ab, bc

C

a, b, c,ab, ac

@, c, ab, aa Ga, b, ab, ac) 6, b, ab, b}

Fig. 7. A lattice illustrating all dependencies
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All dependencies are incorporated in Fig. 7. Lattice theory and higher-order logic

can be applied for developing a functional decision support system.

4

Conclusion

The aim of this work was to address the problem of drawing conclusions about users’
preferences. In order to complete the task we have been relaying on som available
information and applying rules from the theory of many valued logics. In future work
we plan to address problems related to development of user preferences’ testing.
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Abstract. In this paper, we have described the object retrieval scheme based on
color for video surveillance that is influenced by the different light changes and
overlapping/non-overlapping view cameras setting. The proposed video retriev-
al scheme separates object into top and bottom, and extracted dominant colors
from each region. Each dominant color includes hue, saturation, value in HSV
space and proportion of hue color. In addition, it uses the various threshold
values and pre-defined weights based on the experiment and processes the simi-
larity measurement to order the search results. Therefore, our retrieval scheme
provides the delicateness and the robustness in varying surveillance environ-
mental conditions. As well, it can be applied in real-time surveillance system.

Keywords: CCTV Surveillance system, Video Surveillance, Video Retrieval.

1 Introduction

Recently, the number of criminal is increasing very fast. As the number of installed
surveillance cameras increase, the identification of objects in many views is an impor-
tant topic. Especially, the case that illustrated recently with the identification of the
bombers of the Boston marathon based on large sets of multimedia data provided by
the public emphasizes the necessity of video object retrieval technology that can help
to quickly go through hours of CCTV video and analyze the features on suspects.
The early video searching engines rely on text-based annotations and descriptions of
the video clips input by the clip owners. However, these approaches need extensive
time and subjective notion to annotate and describe those video clips. Thus, auto-
mated video indexing and retrieval schemes have become one of the key issues re-
cently. The video retrieval system can use the object features such as the color, size,
object type and contour for video indexing, and it performs some similarity measure-
ments between video shots or objects for retrieval scheme [1]. Furthermore, the recent
works been performed to study the retrieval based on the object characteristics such as
clothing to identify the suspects. Because color information has the strong temper,
while size, speed and contour are changeable in the difference environment. However,
these works still have the limitation by issue of color constancy including changing
lighting conditions and multiple-cameras setting.
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2 Previous Work

In video analysis, the moving object appeared in the video scenes is first detected by
background subtraction [2]. The detected objects can be classified as either a person
or vehicle based on shape features and motion features. The object is then tracked by
the commonly used Kalman filter tracker [3]. In addition to the object tracking in a
scene, the object tracking methods between IP cameras should be considered in sur-
veillance system [4]. In particular, the object tracking between IP cameras with non-
overlapping view is one of the biggest challenges lately [5]. The sort of object feature
that can be utilized for tracking or retrieval in the surveillance system based on non-
overlapping view is much more limited than the features of overlapping view, thus
many studies mainly uses color information of object. In this paper, we will focus on
the retrieval scheme only using color, even though there are many different retrieval
approaches by environmental factors of surveillance system.

S. Calderara et.al.[6] proposed the architecture for people retrieval in multi-camera
surveillance with the non-overlapping views, but it applies the video post-analysis
including the learning phase to estimate the probability density function of its colors.
A. J. Perrott et.al.[7] utilized the MPEG-7 standard to provide content-based retrieval
of digital CCTV recordings in real-time as enforcing a standard Description Defini-
tion Language (DDL). J. Annesley et.al.[8] presented the results to evaluate the effec-
tiveness of MPEG7 Color descriptors in visual surveillance retrieval problems. This
dominant color descriptor clusters the data using the LUV color space and outputs the
number of clusters (up to 9), spatial homogeneity, and each clusters with a color, va-
riance and percentage value. Thus, this approach is expected to have the performance
and computational requirements. Y. Tian et.al.[9] explored video parsing techniques
that automatically extract index data from video, indexing which stores data in rela-
tional tables, retrieval which uses SQL queries to retrieve events of interest and the
software architecture that integrates these technologies. However, it detects and tracks
human faces mainly and object color in the vehicle searching still is determined by 6
colors of HSI space and the relative amount of black and white. J. S-C. Yuk et.al.[10]
presented a surveillance video indexing and retrieval system based on object features
similarity measurement, and it use real-time automatic indexing methodology and
specifies the query using image or a sketch of the desired objects. However, it uses
only the hue component of the HSV color space to be relatively insensitive to lighting
conditions and saturation level of different cameras.

3 The Proposed Retrieval Scheme

3.1  System Architecture for Retrieval

The proposed retrieval scheme is aimed at searching a specific object using color
information in the various surveillance circumstances by the different light changes
and overlapping/non-overlapping view cameras setting.
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IP camera; IP camera; IP camera;, [P cameray
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through User Search GUI)
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Fig. 1. Overview of the proposed retrieval scheme

Fig. 1 shows the architecture and modules for the proposed retrieval scheme. In
this paper, we assume that the surveillance system consists of the IP cameras, video
analysis servers, storage server and monitoring server. Our object retrieval scheme
requires the metadata generation module and the object search module.

The metadata generation module serves the function indexing each object in video
as collecting the features of each object. It first analyzes videos received from
multiple surveillance cameras in real-time, and then generate object metadata using
features of object. The object features can contain the properties such as object_ID,
camera_ID, appearance_time, disappearance_time, video_file_name, top_color[n],
bottom_color[n], location_coordinate and object_size. Since the proposed retrieval
system focuses on color-based object search, especially, the color extraction point of
time should be considered carefully. It is because the accuracy of extracted color and
proportion affects the search results. If you use the average value of colors extracted
from the frames that includes the consistently same object, it should be based on the
accuracy of object tracking and object ID management technique. Thus, we use one
key frame satisfying the prescribed object size from shots, and extract only once the
features from the object in key frame. The color feature extraction method in detail
will be addressed in the following section. Lastly the generated object metadata are
stored in DB of storage server.

The object search module serves the function searching a specific object selected
by user within many stored video files. User first inputs the search conditions such as
the IP cameras, date, time and color through a search GUI application. The search
conditions are translated into a query, and transferred to the object search module.
The object search module first analyses the query, and then it processes object
matching technique that finds objects having similarity between the query and the
object metadata stored in DB. Here, we use the threshold values set by the query
analysis result to fine the related metadata, and measure the similarity between query
and metadata using the distance of colors and proportion. It will be addressed in the
following section in detail.
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Color Feature Extraction and Matching

In this section we propose the color feature extraction method for collecting color
information consisting of each object and the object matching method for measuring
the similarity between a specific user query and the stored object metadata in detail.

Color Feature Extraction

In this scheme, we use the dominant color descriptor that means the representative
colors in an object region. The dominant colors are extracted from two separate re-
gions since the object clothing is segmented into top and bottom items. The procedure
of dominant color extraction method consists of the following steps:

1)

2)

3)

4)

RGB values consisting of the region of interest (ROI) are converted into HSV
color space [9] that is represented by hue, in the range of 0 to 360, saturation
and value (brightness), in the range of 0 to 100 respectively.

RGB:(R;, G;, B;) —» HSV:(H;, S;, V), i€{12, .., K},
where K is the number of pixels consisting of ROIL.

HSV space is quantized into a small number of colors. We divided hue space
into M(=18) colors to provide the detailed search capability. The hues consist-
ing of ROI are accumulated in histogram of 18 colors, and the average of
saturation and values corresponding to hue are calculated respectively. Each
quantized hue point QH; includes factors as follows:

QHjZ(NHjIASjIAVj’PHj)’ ]E{l’z”M}

ks o _kve A
ASj = _NHj lf Hl EQHr AV]- - NH]- lf H‘ EQH’ PHj - ZIIWNH]-

where NHj is the number of pixels included in QH;, Asjis the average of sa-
turations corresponding to QHj, AVjis the average of values corresponding to
QH;, and PHjis the percentage of QH; in ROL

If NHj is in top N, H; are determined as one of the dominant colors of the
ROI. The formula can be simplified and will be displayed as follows:

D' = (HpyL, Sph vl Yy if Ny, inTop N, l=(,2, .., N),
where x! means the value x of top I-th.

For the ROI ranges of top and bottom, step 1) to step 3) are processed again.

— TopN

eI ™

Fig. 2. Object color feature extraction method using the histogram
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Object Matching

In this section, we address the method to judge whether the similarity exists between
an input query and each object metadata in the database using the dominant colors.
The retrieval results are then presented with the measured similarity value. The pro-
cedure can be split in two parts greatly. One is the analysis of input query, and the
other is the metadata search in the database based on criteria that is given by query
analysis.

1) Analysis of input query

A. The dominant color D! of query is checked whether achromatic color or
chromatic color.

Achromatic color, if Sp' < s8; and Vp' < 5,

Chromatic color, otherwise

B. If D! is achromatic color, D! is again checked whether black, white, or
gray by conditions of saturation and value according to threshold values
(vB;~ vB,,s8,) in Table 1. Then, the number of achromatic color in-
creases by one and it is displayed as N,. Otherwise, D! is counted as the
number of chromatic color and is displayed as N.. Then, N,,. means the
sum of N and N..

Color type {

Table 1. The threshold values to distinguish black, white, or gray

Range Saturation Value
Back 0~ 100 0~ vB,
White 0~ s6; vB, ~ 100
Gray 0~ s, vO; ~ vO,

C. Step A to step B is performed repeatedly until [ is N which is the num-
ber of the dominant colors.

D. Through step A to step C, it determines whether the input query is single
color or multi-color. In addition, it judges whether the ROI includes only
achromatic color or chromatic color, or combination of achromatic color
and chromatic color.

2) Metadata search

Each metadata in database is searched based on the values specified by ach-

romatic color or chromatic color. If the dominant colors are more than one

such as two chromatic colors or combination of achromatic color and chro-
matic color, our system processes the each search depending on the color
type, then it combines the search results through the inner join operation in

SQL. In addition, the results for top and bottom can be combined again. These

search results can be ordered by the similarity measure depending on the color

type. The metadata search criterions for each color type and similarity meas-
ure operation are as follows:

A. If the color type of query ROI is achromatic color, it utilizes the satura-
tion and value in HSV space to distinguish black, white, or gray. The in-
terval of threshold values (vB;~ v0,,s6;) in Table 1 may be overlap to
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tolerate the lighting effects, and the values can be adjusted according to
the similarity rate inputted by user. The dominant colors included in me-
tadata are searched by the set values.

B. If the color type of query ROI is chromatic color, it mainly utilizes hue in
HSV space, and uses the fixed threshold value of saturation and value to
avoid searching the achromatic color. The hue range can be set different-
ly with the similarity depending on the sensitivity of the search. Suppose
two dominant colors for metadata and query:

M* = (Hy*, Su®, i, Pu®), k= (1, 2, ..., Ny)

Ql = (HQl,SQl, VQl, PQl), l = (1, 2, oy NZ)

The set values for chromatic color can be summarized as follows, and
these conditions are used in combination of all or partials:

Hue | Saturation | Value
Hy"* - Holl<h®; | Sy*> 58, and | Vy*> v and
ISu* - Sgll<s8; | V" - V'l < vBg
C. The similarity measure for achromatic color and chromatic color can be
computed as:
i. Sk = Zl,gil(a « B xy*Py"), if I=1, where a,f and y are
the weights given according to the similarity by|HMk - HQl|,

|SMk - SQl| and |VMk - VQl| respectively. The weights
have the values between O and 1, and the greater the similarity
is close to 1.
Se/Pols Sk < Py
o {PQ‘/sk, S > Py
i, Sy =22 P

. s .
iv. Py = (=*%-) x 100, where N,,. means the number of dominant
Uk Na+c

colors of the query.
At this time, ¥ can be 0 if it ignores the light effect.

ii.

4 Experiment Results

The proposed videos retrieval system is evaluated through video contents obtained by
5 multiple cameras with the non-overlapping view installed around an apartment. We
first indexed the 100 objects using color feature extraction method from video frames
in real-time, and the indexed object features are stored in database as object metadata.
Here, we extracted respectively 3 dominant colors from two separate regions of object
appearance, giving top and bottom item, after each object is recognized and seg-
mented. Then, we performed the object retrieval using the color descriptors of query
and the metadatas in DB. At this time, the several experimental parameters as dis-
cussed above are set basically as follows: s8; = 10, v8§; = 20, s8, = 20,v0, =
vO; = 20, vB, =vO, =80, h6; = 1.0 (between 0.8 and 1.2),s8, = 10, sB; =
30 (between 20 and 80), vBs = 15, and vB, = 50 (between 50 and 100).
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Hue 6 colors and Hue 18 colors, that are similar to the references [9] and [10], can
recognize identically the same objects in different cameras, while the objects of simi-
lar color in different cameras are difficult to distinguish as shown in 3th and 4th rows
of Fig 3. Using only hue values such as the reference [10], in addition, has a blurred
distinction in achromatic color. If the saturation value is added for object retrieval, it
can be utilized to distinguish the different objects of similar color in Fig.3. However,
it still does not affect to distinguish achromatic colors as shown in (c, d) of 5th row.

In many variations by lighting conditions, the proposed scheme is able to retrieve
the corresponding objects in both chromatic and achromatic colors, such as the red
objects in (a, b) and the white objects in (c, d). In addition, our scheme can distinguish
the objects with different color, such as the yellow-green and khaki in (e, f), and red
and brown in (g, h), even though they have same or similar hue value. Therefore, our
scheme using the segmentalized hue together with saturation and value in HSV space
for the retrieval scheme provides the search rate of more than 80% and has better
result than references mentioned.

Furthermore, our scheme provides the compactness of object data to index object
in database as using the minimal color information. It also requires the low computa-
tional cost in the color extraction and similarity measure, compared with the reference
[8], so that it can be performed in real-time.

same objects different objects
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Image 3

s = o

(a) © (@ e O (9) (h)y G

Hueb same color achromatic same color same color
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Huel8 | same color same color separable color separable color
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Fig. 3. Objects and their color histogram obtained from 5 multiple cameras, (a)~(e), and the
comparison of retrieval schemes using hue, saturation or value

5 Conclusions

In this paper, we have described the object retrieval scheme based on color for video
surveillance that is influenced by the different light changes and overlapping/non-
overlapping view cameras setting. Since the video retrieval scheme searches moving
objects wearing clothes which are similar to the query color, we separated object into
top and bottom, and extracted dominant colors from each region. Here, each dominant
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color includes hue, saturation, value in HSV space and proportion of hue color. For
query analysis and the search of object metadata in DB, in addition, our scheme uses
the various threshold values and weights previously set based on the experiment. Fi-
nally, we ordered the search results through the similarity measurement. Therefore,
our scheme provides the robustness in surveillance environmental factors while it
enables to search a little more delicate than the existing scheme. As well, it can be
applied in real-time surveillance system and it can also be used for the legal evidence-
video generation later as utilizing the search results.
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Abstract. A lot of data mining techniques are develop to handle large data sets.
When applied on small data sets however they perform poorly. More often than
not conclusions have to be drawn from relatively small data sets due to various
reasons. Rough sets approximations can be applied in such situations since they
do not need a critical amount of data in order to provide reliable results.

Keywords: Rough sets, evaluations, intelligent systems.

1 Introduction

Missing and contradictory data has been omitted nearly without hesitation from
scientific investigations a few decades ago being regarded as a distraction. Obviously
this implies partially correct conclusions since a lot of interesting dependencies can not
be reviled. Use of Boolean logic in particular limits system’s responses to true or false
and cannot therefore recognize other occurrences like f. ex partially correct or
incomplete information about services. Boolean logic appears to be quite sufficient for
most everyday reasonings, but it is certainly unable to provide meaningful conclusions
in presence of inconsistent and/or incomplete input, [4]. This problem can be resolved
by applying methods from the theory of rough sets approximations.

In this work we are focussing on services’ evaluations being subjects of cooperative
decision making.

2 Background

A lattice is a partially ordered set, closed under least upper and greatest lower bounds.
The least upper bound of X and y is called the join of X and Yy, and is sometimes

written as X+ y ; the greatest lower bound is called the meet and is sometimes written
as xy, [6].

A context is a triple (G,M,I) where G and M are sets and | CGXM .
The elements of G and M are called objects and attributes respectively [1], [6],
and [15].

For Ac G and B M , define

A ={meM | (Vge A) glm},B ={ge G | (Vme B) gIm}
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where A’ is the set of attributes common to all the objectsin A and B’ is the set of
objects possessing the attributes in B .
A concept of the context (G,M,I) is defined to be a pair (A, B) where

AcG, BCM, A =B and B =A. The extent of the concept (A,B) is
A while its intentis B. A subset A of G is the extent of some concept if and
only if A" = A in which case the unique concept of the which A is an extent is

(A, A) . The corresponding statement applies to those subsets B € M which is the

intent of some concepts.

The set of all concepts of the context (G,M ,I) is denoted by B(G,M ,I).
(B(G,M ,I);<) is acomplete lattice and it is known as the concept lattice of the
context (G,M,1I).

From classical stand point of view a concept is well defined by a pair of intention
and extension. Existence of well defined boundaries is assumed and an extension is
uniquely identified by a crisp set of objects. In real life situations one has to operate
with concepts having grey/gradual boundaries, like f. ex. partially known concepts,
[16], undefinable concepts, and approximate concepts, [9].

Rough Sets were originally introduced in [14]. The presented approach provides
exact mathematical formulation of the concept of approximative (rough) equality of
sets in a given approximation space. An approximation space is a pair A = (U, R),

where U is a set called universe, and R C U XU is an indiscernibility relation.
Equivalence classes of R are called elementary sets (atoms) in A . The
equivalence class of R determined by an element X€ U is denoted by R(x).

Equivalence classes of R are called granules generated by R .

Attributes reduction stands for removal of attributes that do not effect the primary
system. Rough sets attribute analysis is usually applied in the process of establishing
the relative importance of an attribute and consecutively remove it if it contains
redundant information.

Data analysis with various applications is well presented in [1], [2], [7], [8], [13].
Multi-criteria methods for project evaluation are applied in [5], [11].

3 Summarized Assessments

Services are evaluated by experts where their summarized assessments are denoted by

Vv - very high level of success, § - high level of success, m - moderate level of
success, [ - low level of success, and u - unknown level of success. A concept
lattice relating services and criteria evaluations is presented in Fig. 1. A graphical
representation of rough sets approximations can also be seen in Fig. 2.
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The lower approximation The set

Granules of The upper The set of
lcnowledge approximation objects

Fig. 2. Approximations

Below we present experts evaluations of services with respect to some criteria and
outcomes.

The abbreviation P stands for a service and Cr for a criteron, where

Cr 1 - anonempty cell indicates that two experts’ evaluations found place within the
lower approximation

Cr 2 - anonempty cell indicates that two experts’ evaluations found place within that
part of the set that does not involve the lower approximation

Cr 3 - anonempty cell indicates that two experts’ evaluations found place within that
part of the upper approximation that does not involve the lower approximation

Cr 4 - anonempty cell indicates that two experts’ evaluations found place outside of
the upper approximation

* - the first and the second evaluations are compared
® - the second and the third evaluations are compared
X - the third and the forth evaluations are compared
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Table 1. An illustrative decision table

Crl Cr2 Cr3 Cr4

P 1
P 2
P 3
P 4
P 5
P 6
P 7
P 8
P9
P 10
P11
P12
P 13
P 14
P15

K| K| K| % | % |*

HKAHR X (X | > o 00| |e|e

oo 0o oo |o|0o]e]e
S| [ % [ % [ [ %% ][> [>]>

ERERERE

The indiscernable setsare P, ={P1,P2,P3,P4,P5P6,P7}, P,={P8,P
9,P10,P11}, P,={P12,P13,P14,P15}.Theset { P1,P2,P4,P5P12,P 13,
P 14,P 15} is arough set because it can not be presented as an union of P1 and P,.

The upper and lower approximations of are R* = { P1,P2,P3,P4,P5 P6,P7,P8,
P9,P10,P11,P12,P13,P14,P 15} and R, ={P12,P13,P14,P15}.

4 Conclusion

Services’ assessment is on many occasions forced to extract information from
imperfect, imprecise, and incomplete data. Therefore, precise reasoning rules are
difficult and some times impossible to use. Applying rough sets approximations
facilitates a balance between accuracy and precision.
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Abstract. Data sharing on the cloud server is used because of the low manage-
ment cost and its convenience. It is desirable for data to be stored on the cloud
server in encrypted form for its confidentiality. To address the problem of
searching on encrypted data, many searchable encryption schemes have been
proposed. The searchable encryption enables the server to perform the keyword
search on encrypted data without learning anything about the keyword and the
original data. Some schemes have a function of access control over the encrypted
data. But in these schemes the number of users providing the encrypted data to
the server or performing the keyword search on encrypted data is limited. We
propose a searchable encryption scheme with access control which does not limit
the number of users providing and searching on the encrypted data.

Keywords: searchable encryption, access control, identity based encryption,
bilinear map.

1 Introduction

Many searchable encryption schemes have been proposed since the first public key
searchable encryption scheme [1] is proposed in 2004. In cloud service such that an
entity providing data to the cloud server is different from an entity preserving data,
data is desirable to be encrypted for its confidentiality. There are searchable encryp-
tion schemes with access control, which limits users who can search the ciphertext. A
scheme in [2] is constructed based on broadcast encryption (BE) [2] and users provid-
ing the encrypted data are many and unspecified. The number of users who perform
the search on the encrypted data are limited depending on its input parameter. A
scheme in [3] is constructed based on identity based broadcast encryption (IDBE) [4]
and the number of users who perform the search is not limited. This scheme assumes
the situation where a data owner has many data to be stored in the server, and only the
data owner can provide the encrypted data to the cloud server. We propose a searcha-
ble encryption scheme that many and unspecified users can provide the encrypted
data and the number of users who perform the search is not limited. The proposed
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scheme is constructed based on identity based encryption (IBE) [5]. We define a secu-
rity game of the proposed scheme and prove its security.

2 Preliminary

2.1  Bilinear Map

Let G, and G, be two cyclic groups of order p for some large prime p. A bilinear
map e: G; X G; —» G, between these two groups satisfies the following properties:

1. Bilinear: e(aP, bQ) = e(P, Q)* forall P, Q € G, and all a, b € Z,.
2. Non-degenerate: If P is a generator of G, then e(P, P) is a generator of G,.

3. Computable: There is an efficient algorithm to compute e(P, Q) for any
P, Q€ G;.

2.2  Bilinear Diffie-Hellman Problem (BDH)

The BDH problem is as follows: Fix a generator P of G;. Given P, aP, bP, cP € G,
as input, compute e(P, P)*° € G,. We say BDH is intractable if all polynomial time
algorithms have a negligible advantage in solving BDH. In this paper BDH is
assumed to be intractable.

3 Keyword Searchable Encryption with Access Control from a
Certain Identity-Based Encryption

3.1 Model

Provider
The provider chooses a keyword W and users who are allowed to search. The pro-
vider encrypts W and gives it to the server.

Searcher
The searcher generates a trapdoor for a specific keyword corresponding to its own
private key. The searcher sends it to the server to perform the keyword search and
receives a response whether a ciphertext contains the specific keyword or not.

Server
The server receives a ciphertext from the provider and stores it. The server receives
a trapdoor from the provider and searches ciphertext with trapdoor. The result is
sent to the searcher whether ciphertext include the certain keyword or not without
learning about the keyword.

PKG (Private Key Generator)
The PKG extracts a private key from a searcher’s identity string ID, e-mail address
for example, and give it to the searcher of identity ID.
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3.2 Algorithm
The proposed scheme consists of five algorithms.

KeyGen(k)
Taking a security parameter k as input, KeyGen algorithm outputs system parame-
ters params and master secret key msk.

Extract(params, msk, 1D)
Taking system parameters params, master secret key msk and an identity string
ID € {0,1}* of a searcher as input, Extract algorithm outputs a private key dp
corresponding to ID.

Encrypt(params, 1D, W)
Taking system parameters params, any identity string ID, and a keyword W as
input, Encrypt algorithm outputs a ciphertext C which is searchable encryption of
W for the searcher of identity ID.

Trapdoor(params, dyp, W)
Taking system parameters params, the private key dip and a keyword W as input,
Trapdoor algorithm outputs the trapdoor Ty, p.

Test(params, C, Ty, p)
Taking the system parameters params, the ciphertext C:= Encrypt( params,
ID', W") and the trapdoor Ty p as input, Test algorithm outputs 1 if W= W’ and
ID =1D’, otherwise outputs 0.
The flow of the proposed scheme is shown in Fig. 1.

3.3  Construction

We use a bilinear map e: G; X G; = G, and three hash functions H;: {0,1}* -
Gi, Hy: G, — {0,1}", H3:{0, 1}* > Z;,, where n is a natural number and p is a prime

number. This construction is based on the identity based encryption scheme [5].

KeyGen(k)
The input security parameter k determines a prime, p, of two groups G4, G, of or-
der p, and a bilinear map e: G; X G; = G,. The KeyGen algorithm picks a ran-
dom s € Z, and a generator P € G; and computes P, :=sP. It chooses three
cryptographic hash functions Hj, H,, H; . It outputs the system parameters
params = <p, n, P, P,;, H;, Hy, H3, e> and the master key msk =s.
Extract(params, msk, 1D)
Given an identity ID € {0, 1}", the Extract algorithm computes Q= H (ID) €

G1. It outputs the private key dip = sQ,;, where s is the master secret key.

Encrypt(params, 1D, W)
To encrypt a keyword W€ {0,1} the Encrypt algorithm first computes
O, =Hy(ID) € Gi, H3(W) € Z;, and chooses a random r € Z,. It outputs the

ciphertext C:== [rP, Hy(gpJ], gp = e(H3(W)QID, Ppub) € G,.
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Fig. 1. Flow of the proposed scheme

ciphertext C

Trapdoor(params, dyp, W)
Given a private key dip and a keyword W, the Trapdoor algorithm computes
Tw 1 == H3(W)dpp and outputs it.

Test(params, C, Ty, p)
Let C := [C;, C;] be a ciphertext. The test algorithm tests if

H, (e(TW D> Cl)) = (C,, if so outputs 1, otherwise 0.

3.4  Security Definition

We define security for the proposed scheme as a security game between a challenger
and an attacker. The attacker chooses two different keywords W, W, and any identi-
ty ID" of its choice and gives them to the challenger. The challenger picks a random
b € {0,1} and gives the attacker C = Encrypt(params, D", Wb) as challenge ci-
phertext. The attacker outputs &' € {0,1}. The attacker wins the game if b=25"
Throughout the game the attacker can obtain any trapdoor adaptively except for

Tyo o O Ty 1p*- If the attacker’s advantage Adv, (k) =|Pr[b=5"] - % | is negligi-
ble function then we say that the proposed scheme is keyword indistinguishable

under adaptive keyword attacks.

4 Security Proof

We need to ensure that an Encrypt(params, ID, W) must not reveal any information
about the keyword W unless trapdoor T’y 1 is available. The attacker should not be

able to distinguish between the encryption of two different keywords W, W; of its
choice for any identity ID of its choice even if the attacker can obtain any trapdoor
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except for Ty, 1p or Ty, p- We suppose the attacker can obtain the system parame-
ters params and the ciphertext C.

If the attacker can compute H, (e(H3(W)QID, Ppub)r) from params and C without
trapdoor, then the attacker can get to know the keyword included in the ciphertext. As
a result, the attacker is able to distinguish the ciphertext.

This problem is equal to the problem whether or not the attacker can compute
e(P, P)*" from given Op = aP, P,,;, = pPand C, :==yP. This is BDH problem
itself. Therefore under the BDH assumption the attacker is not able to distinguish
between two encryptions.

The security of the proposed scheme can be strictly proved analogously to the se-
curity proof of the scheme in [1].

5 Comparison

We compare the proposed scheme with the schemes in [2] and [3] in view of their
base scheme, the limit of the number of providers and searchers, and the ability to add
a new searcher to the system as required. The result is shown in Table 1.

In these schemes searchers have their unique private keys. Depending on their pri-
vate key, which is used to generate a trapdoor, their trapdoors are distinguished
whether they are allowed to search for the ciphertext or not. In the scheme in [2],
Setup algorithm (the first algorithm) takes parameter N, which denotes the number of
users, and generates N private keys depending on input parameter N. Therefore the
number of the searchers is limited to N and we are not able to add a new searcher as
necessary. In the proposed scheme and the scheme in [3], private keys of searchers are
generated from their own identity ID (any string is available as ID) and there is no
limit of the number of searchers. In our scheme PKG generates private keys of
searchers, on the other hand the provider generates private keys in the scheme in [3].

In the proposed scheme and scheme in [2], ciphertext of the keyword is generated
from public system parameter and many and unspecified users can generate a cipher-
text and provide it to the server. In the scheme in [3] ciphertext of the keyword is
generated from not only system parameter but also master secret key. The master
secret key should not to be shared by many users because of the system security

Table 1. Comparison of schemes

scheme in [2] scheme in [3] proposed scheme
base scheme | broadcast identity based broadcast | identity based

encryption [2] encryption [4] encryption [5]
number of limited to the no limit no limit
searchers parameter
number of many and 1 many and
providers unspecified unspecified
addtion of impossible possible possible
searcher
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because any trapdoors and private keys can be generated by using the master secret
key. So only the data owner who holds master secret key can generates the ciphertext.

6 Conclusion

This paper proposed the searchable encryption scheme with access control. This
scheme can be applied to data sharing on the cloud server without leakage informa-
tion in multi-user setting, where many and unspecified users can provide encrypted
data to the cloud server and perform the keyword search on encrypted data if they are
allowed to search for each ciphertext. The number of searchers is not limited and we
can add a new searcher as required by generating a new private key. The proposed
scheme is keyword indistinguishable under the assumption that BDH problem is
intractable.

The first public key encryption scheme in [1] and the proposed scheme are also
based on identity based encryption [5]. The scheme in [1] performs the search on
encrypted data by testing keyword matching included in ciphertext and trapdoor with-
out learning anything else about the keyword. Compared with the scheme in [1], the
proposed scheme adds the identity information to both ciphertext and trapdoor and
the search is performed by testing both keyword and identity matching included in
ciphertext and trapdoor.
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Abstract. Ciphertext-Policy Attribute-Based Encryption (CP-ABE) is suitable
for data access control on a cloud storage system. In CP-ABE, the data owner
encrypts data under the access structure over attributes and a set of attributes as-
signed to users is embedded in user’s secret key. A user is able to decrypt if his
attributes satisfy the ciphertext’s access structure. In CP-ABE, processes of us-
er’s attribute revocation and grant are concentrated on the authority and the data
owner. In this paper, we propose a ciphertext-policy attribute-based encryption
scheme delegating attribute revocation processes to Cloud Server by proxy re-
encryption. The proposed scheme does not require generations of new secret
key when granting attributes to a user and supports any Linear Secret Sharing
Schemes (LSSS) access structure.

Keywords: cryptographic cloud storage, CP-ABE, attribute revocation and
grant, proxy re-encryption.

1 Introduction

Sharing of data on a cloud storage has a risk of information leakage caused by service
provider’s abuse. In order to protect data, the data owner encrypts data shared on the
cloud storage so that only authorized users can decrypt.

Ciphertext-Policy Attribute-Based Encryption (CP-ABE) [1][2] is suitable for data
access control in the cloud storage system. The authority manages the attributes in the
system. The data owner chooses an access structure and encrypts message under the
access structure. The set of attributes assigned to users is embedded in his secret key.
A user is able to decrypt a ciphertext if his attributes satisfy the ciphertext’s access
structure.

There are user’s attribute revocation and grant in CP-ABE. In simple processes of
user’s attribute revocation, when his attributes are revoked, the data owner re-encrypts
the shared data so that revoked user cannot decrypt. Then, the authority redistributes
new secret keys so that other users can decrypt. In simple processes of user’s attribute
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grant, the authority generates a new secret key. These simple processes are concen-
trated on the data owner and the authority.

Some attribute revocable CP-ABE schemes have been proposed [3-5]. Yu et al. [3]
proposed a scheme combining CP-ABE with proxy re-encryption. The authority can
delegate re-encryption and secret key update to proxy servers. However, this scheme
has a limitation in access policy because it can only express “AND” policy. Hur et al.
[4] proposed a scheme using key encryption keys (KEKs). A service provider distri-
butes KEKs to each user. The service provider re-encrypts a ciphertext by an attribute
group key. Then, he encrypts attribute group key by using KEKSs so that authorized
user can decrypt. As the number of users system has increases, the number of KEKs
also increases and management becomes complicated. Liangu et al. [5] proposed a
scheme using user information (UI). Ul is generated by Revocation Tree and Revoca-
tion List. An authorized user can decrypt ciphertexts by using secret key and UL.  In
this scheme, users whose attributes are revoked lose the access rights to all shared
data by attribute revocation processes.

Moreover, in these schemes [3-5], the authority needs to generate a new key when
granting attribute to users.

In this paper, we propose a CP-ABE scheme delegating attribute revocation
processes to Cloud Server by proxy re-encryption and meets the following
requirements.

1) Support any Linear Secret Sharing Scehems (LSSS) access structure.
2) Revoke the only specified attribute (attribute level user revocation).
3) Does not require the generation of new secret key when granting attribute to user.

2 Preliminaries

2.1 Bilinear Maps

Let G,,G, be two cyclic groups of prime order p. Let P be a generator of G;. A
bilinear map is a map e : G; X G; = G, with the following properties:

1. Bilinearity: for all P,Q € G; and a,b € Z,, we have e(aP,bQ) — e(P, Q.

2. Non-degeneracy: e(P,P) # 1.

3. Computability: There is an efficient algorithm to compute e(P,Q) forall P,Q €
Gl.

2.2  Linear Secret Sharing Scheme (LSSS)

Definition 1 (Linear Secret Sharing Schemes (LSSS) [2][6]). A secret-sharing
scheme II over a set of parties P is called linear (over Z,) if

1. The shares for each party form a vector over Z,.

2. There exists a matrix an M with [ rows and n columns called the share-
generating matrix for II. For all i = 1,...,1, the i’th row of M we let the function
p defined the party labeling row i as p(i). When we consider the column vector
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v = (5,73, ...,1,), Where s € Z,, is the secret to be shared, and 75, ...,1;, € Z, are
randomly chosen, then Mv is the vector of 1 shares of the secret s according to
I1. The share (Mv); belongs to party p(i).

Suppose that II is an LSSS for the access structure A. Let S € A be any autho-
rized set, and let [  {1,2, ...,1}. Then, there exist constants {wi € Zp}iEI such that,

if {1;} are valid shares of any secret s according to II, then Y;¢; w;A; = s. Futher-
more, there these constants {w;} can be found in time polynomial in the size of the
share-generating matrix M [6].

3 Our Scheme

3.1 Model

There are four entities in the proposed scheme as follows.

User: The user downloads the shared data from Cloud Server.

Data owner: The data owner encrypts the shared data then uploads to Cloud Server.
Authority: The authority manages attributes in the system and publishes the parame-
ters used for encryption. It generates a secret key that user’s attributes are embedded
and PRE keys used for re-encryption and updating secret key. The authority is trusted
party.

Cloud Server: Cloud Server stores shared data. It re-encrypts encrypted shared data
and update secret key by using PRE keys received from the authority. Similar to pre-
vious schemes [3][4], we assume Cloud Server to be curious-but-honest. That is, it will
honestly execute the tasks assigned by legitimate parties in the system. However, it would
like to learn information of encrypted shared data as much as possible.

3.2  Overview

The proposed scheme is based on Waters’s scheme of CP-ABE [2]. Water’s scheme
supports any LSSS access structure. We apply the idea of attribute revocation shown
in [3] to the proposed scheme. In the proposed scheme, the attribute key is included in
the ciphertext and secret key to delegate attribute revocation processes to Cloud Serv-
er. The attribute key is master key components corresponding to each attribute in the
system. When user’s attributes are revoked, the authority re-defines the attribute keys,
and generates PRE keys for updating the attribute keys. Cloud Server re-encrypts
ciphertext and updates secret key by updating attribute key by using PRE key. Each
attribute is associated with version number for updating attribute key.

Cloud Server keeps user list UL, re-encryption key list RKL and the key for
granting an attribute to secret key J. UL records user’s ID, user’s attribute informa-
tion, secret key components, t;,. t;p is a random number that randomize each secret
key to prevent users’ collusion attack. t;, should “bind” components of one user's
key together so that they cannot be combined with another user's key components[2].
RKL records update history of attribute (version number) and PRE keys.
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When granting attributes to users, Cloud Server generates user’s secret key com-
ponents correspond to granting attribute from t;, and J, and sends secret key com-
ponent to the user. The user joins secret key component to own secret key. Thus, it is
possible to grant attributes to users without generation of new secret key by the
authority.

3.3  Algorithm

Auth.Setup(U). The setup algorithm takes as input the number of system attributes
U. It first chooses a group G; of prime order p, a generator P € G;. It then chooses
random group elements Q4, ..., Qy € G; that are associated with the U attributes in
the system. In addition, it chooses two random a,a € Zy and random
Atty, ..., Atty € Z,, as the attribute key.

The public parameters are

PK =< P,e(P,P)a,aP,Ql,...,Qu,Tl =Att1P,...,TU >.

The master key is MK =< a, Atty, ..., Atty >.
The keys for granting an attribute are | := < {x, ], = 1/Att, }1<x<y >.

DO.Enc(PK, (M, p), M). The Encryption algorithm takes as input the public pa-
rameters PK, an LSSS access structure (M, p), and a message M. The function p
associates rows of M to attributes. Let M be an I X n matrix. It first chooses a
random vector ¥ = (S, ¥, ..., ¥n) € Z,. For i = 1tol, it computes A; =V - M;. It
then chooses random 14, ...,7; € Z, and outputs the ciphertext

CT =< C,C',(Cy,Dy), ..., (C,D) >=
< Ke(P,P)*,sP, (2, (aP) = 1.Qp), 1 Tp1))s s (Mi(@P) — Qo iT,oy) >
with (M, p).

Auth.Ext(MK,S). The key extraction algorithm takes as input the master key MK,
and a set of attributes . It first chooses a random &, € Z,,. It then outputs t;, and

the secret key
SK =<K,LLYXESK, >=

< aP + t;p(aP), t;pP,Vx € S (t;p/Att,)Q, >.

U.Dec(SK,CT). The decryption algorithm takes as input a secret key SK for a set
S and a ciphertext CT for access structure (M, p). Suppose that S satisfies the
access structure and let I be defined as I = {i : p(i) € S}. Then, let {w; € Zp}iel

be as set of consistants such that if {4;} are valid shares of the secret s according to
M, then ZiEI (,()L'/1i =S.
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The decryption algorithm first computes
e(C',K)
Mici(e(Ci, e Ky )™
e(P, P)*se(P, P)%stip
[Tiei(e(P, P)ta%ivn)

It can then decrypt the message M = C/e(P, P)“*S.

= e(P,P)%.

Auth.ReKeyGen(MK,y). The re-encryption key generation algorithm takes as
input the master key MK and a set of attributes y for update. For each x € y, it
chooses random Att) € Z,, as the new attribute key, and computes Ty := Att,P,

Tk, = :i—ii. It then replaces each Att, of the master key component with Att;,

and each T, of public parameter with T,. It outputs the redefined the master key
MK’', the redefined public parameters PK’, and the PRE keys 1k := {x, Tk},

C.ReEnc(y(= p(i)), D;, RKL,). The re-encryption algorithm takes as input an

attribute y(= p(i)) for update, the ciphertext component D; and a PRE key list
RKL,. It first checks version of attribute y. If y has the latest version, it outputs L
and exit. Let Atty(n) be defined as an attribute key of the latest version of attribute
y . It computes T'kyHy(n) =Ry gy TRy Gy rky(n_l)ﬁy(n) = Atty(n)/Atty .
Then, it outputs the re-encrypted ciphertext component Dj:=7t1k _ @ :D; =

(Atty(n)/Atty) ‘T Atty P = 1 Att, o P.

yeoy

C.ReKey (w, K, 0, RK Lw). The key regeneration algorithm takes as input an
attribute w for update, the secret key component K,, and the PRE key list RKL,,. It
first checks version of attribute w. If w has the latest version, it outputs L and exit.
Let Att, ) be defined as the attribute key for the latest version of attribute w. It
computes Tk, m) = Tkyoy TRyopr - Tk, (-1 g 00 = Attw(n)/AttW. It then
outputs the updated secret key component K, :=rk_' . -K, = (AttW/AttW(n)) :

(tin/ALt,) 0w = (trp/ALE ) Qo WHW

C.GrantAtt(v, ], t;p, RKL,). The attribute grant algorithm takes as input an attribute
v, the key of granting an attribute J,, t;p and the PRE key list RKL,,. It first checks
version of attribute v. Let Att @) be defined as the attribute key for the latest version
of attribute v. It first computes 1k, ) = Tkye, - Thyrgym - Tk -1, =
Att o /Att,. It then outputs secret key component for K, := t;p -rk;iv(n) J, =
tip - (Att,,/Attv(n)) - (1/Att,)Q, = (t,D/Attv(n))Qv and redefines the key of grant-
ing an attribute J;, := rk;iv(n) J, = (1/Attv(n))Q,,.
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Systens sevip | System Setup ]
(PK, MK, ]) = Auth. Setup(U)

Upload |
I

Encrypt ] CT
CT == DO.Enc((M, p), PK, M) J

New user grant |
SK Generation of Secret Key 1Dy, S, Ky, bty
(SK,t,) = Auth.Ext(MK, S)

Attribute revocation [
(Revocation of attributes of user u ) Generation of PRE Keys {x, Tkx}vxef‘ 1D
(MK',PK', V€ vy rky)
= Auth. ReKeyGen(y, MK)

Attribute grant
(Grant attributes to user u )

' \
|

File Access |

ID,., B

Access CT

Re-Encryption
Vicit Di /L= C.ReEnc(y(= p(i)), Dy, RKLy)
CT,{x, K;}xes\w {v, Kv}xeﬁ

Secret Key Update
Vwes\y Kiw/L= C.ReKey(w, K, RKL,,)

Decrypt
P J Secret Key Components Generation

(if S satisfies access structure)
M = U. Dec (SK, CT) Voep (Ky Jp) = C.GrantAtt(v, |y, ty, RKLy)

Fig. 1. Flow of the proposed scheme

We show the flow of our scheme in Fig 1. In Fig 1, ¥ denotes a set of user u’s
attributes which are revoked and f denotes a set of attributes that granting to user u.

4 Security Proof

We prove that unauthorized users and Cloud Server cannot decrypt ciphertext CT
that was encrypted by using the proposed scheme. Since we assume Cloud Server is
honest, we do not consider active attacks from CloudServer by colluding with re-
voked users as in [3][4].

An unauthorized user cannot decrypt CT because his secret key does not contain
components that corresponds to attributes necessary for decryption. In addition, each
secret key is randomized with a freshly chosen exponent t;, to prevent collusion
attack. t;, should “bind” the components of one user's key together so that they can-
not be combined with another user's key components [2]. Therefore, unauthorized
users cannot decrypt the ciphertext CT.

Cloud Server keeps secret key components K,, t;p and the keys for granting an
attribute to secret key J. It can generate any K, that corresponds attribute in the
system, but CT cannot be decrypted only with K,. Therefore, Cloud Server cannot
decrypt the ciphertext CT.
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Table 1. Comparison of schemes

scheme[3] scheme([4] Scheme[5] proposed scheme
Supporting Access ‘AND’ ‘AND’,OR’ Any LSSS Any LSSS
Policy Type
Auribute level user Possible Possible Impossible Possible

revocation

The authority The authority The authority Cloud Server
generates anew | generates anew | generates anew | adds attributes to
secret key secret key secret key user’s secret key

Grant attributes to
users

5 Comparison and Conclusion

This paper proposed a ciphertext-policy attribute-based encryption scheme delegating
attribute revocation processes to Cloud Server by proxy re-encryption. Cloud Server
re-encrypts a ciphertext and updates a secret key by updating attribute key with PRE
key for updating the attribute keys. We compared the proposed scheme with schemes
of [3-5] and show the comparison result at Table 1.

The proposed scheme meets three requirements as follows;

First, the proposed scheme supports any LSSS access structure. Second, the author-
ity can only revoke specified attribute by updating attribute key included in ciphertext
corresponding to his attributes which are revoked. Finally, when granting attributes to
a user, generation of a new secret key becomes unnecessary because Cloud Server
generates secret key components corresponding to granting attributes.
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Abstract. With rapid development of three dimensional video systems, the
integrity of stereo image has become increasingly important. However, stereo
image authentication watermarking methods are rarely reported, and only
monocular watermarking methods are extensively studied. In order to ensure
authentication and integrity of stereo image, different stereo image
watermarking methods are presented in different ways. Firstly, existing
monocular watermarking methods are extended directly to stereo image without
correlations of stereo image. Secondly, monocular image watermarking
methods are extended further as that disparity is used to recover tamper. Finally
stereo vision based stereo image watermarking methods are proposed for
embedding more recovery bits to improve tamper recovery. Experimental
results show that stereo image watermarking method based on correlations of
stereo image can improve watermarking performance.

Keywords: Three dimensional video system; Stereo image watermarking;
Disparity; Stereo vision.

1 Introduction

With the development of three dimensional (3D) technologies, three dimensional
Television (3DTV) are becoming main stream of the consuming entertainment than
ever [1]. The flourish of computer has made distribution of 3D contents much easier
and faster. Stereo image is a main representation of 3D image, and may be tampered by
illegal users. Consequently the integrity of stereo image needs to be authenticated.

Authentication watermarking is a technology to embed particular information
inside multimedia contents as a solution to keep integrity of stereo image in advance
[2]. Many authentication watermarking methods focus on tamper location and
reocvery. Recovery bits generated for each image block are embedded into their unique
mapping blocks [3]. If image blocks are tampered, corresponding recovery bits are
extracted to recover tampers. However, a tampered block cannot be recovered if its
unique mapping block is destroyed as well. In order to solve this problem, recovery
bits of each block are embedded twice into two mapping blocks, respectively [4], to
improve quality of recovery.

However, above authentication watermarking methods were designed for
monocular image. Existing stereo image watermarking methods are mainly designed
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for copyright protection. For example, Campisi extracted objects from depth map
computed from left and right views, where watermark is embedded to resist JPEG
compression [5]. Authentication stereo image watermarking with self-recovery is
rarely reported. Stereo image is different from monocular image, which consists of left
and right views. More importantly, two views of stereo image have high correlations,
such as disparity and stereo vision. Correlations can be employed to design stereo
image watermarking for improving performance.

In this paper, in order to authenticate the integrity of stereo image, firstly, two
existing monocular image watermarking methods are directly extended to stereo
image, where two views are considered as independent. Then, those two methods are
further extended as that disparity between two views is used to recover tamper.
Finally, stereo vision base stereo image watermarking method is presented. The
comparison results of experiments are tested for five different stereo image
watermarking methods, and it proves that stereo image watermarking methods using
correlations between two views are superior to directly extended monocular image
watermarking methods.

2 Stereo Image Watermarking Methods

In order to authenticate stereo image, five stereo image authentication watermarking
methods are presented with self recovery. Let each view of stereo image is of NyxN,.

2.1  Four Extended Monocular Image Watermarking Methods

Firstly, two existing monocular image watermarking methods [3,4] are directly
extended to stereo image, where two views are considered as two independent views.
Thus first two stereo image watermarking methods just follow methods of [3] and [4]
in the processes of watermark embedding, tamper detection. Only in the process of
tamper recovery, the inpainting method [6] replaces 3x3 neighborhood method. Two
stereo image watermarking methods are named as Lin’s and Lee’s.

Furthermore, monocular image watermarking methods are extended further using
correlations of stereo image, especially in tamper recovery.

Since two views are captured for the same scene from two different cameras,
contents are correlated with each other, that is, pixels in left view are matched with
pixels in right view. Suppose two views are captured by two parallel cameras, that is,
only horizontal disparity is taken into account. Matched pixels of stereo image are
defined as.

1@, )y =1"(=d, ), j) (D

where IL(x,y) and IR(x,y) are pixels in left and right views, respectively, d(x,y) is the
disparity for pixels, 1<x<N,, and 1<y<N,.

Process of tamper recovery in Lin’s and Lee’s methods is improved as that
disparity is employed to recover tamper. However, disparity for pixels takes up 50%
compared with stereo image, and it is not suitable to take extra bands for disparity
transmission. Thus firstly disparity of pixels is computed [7], and then disparity is
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computed for blocks of 4x4. If disparities of pixels are same in same block, which are
assigned to disparity of blocks, otherwise, blocks in one view are not matched with
any block in the other view. Disparity of blocks takes up 3.125%, and is suitable for
real applications.

The tamper recovery process is modified that after tamper recovery from
embedded recovery bits, some blocks are not recovered, and those tampered pixels
are recovered by using disparities. If after recovery with disparity some pixels are still
not recovered, the inpainting method is employed as well. Two further extended
methods are named as Lin’s+D and Lee’s+D.

2.2 A Novel Stereo Image Watermarking Method

Besides disparity, more correlations of stereo image can be employed for improving
performance of stereo image watermarking, such as stereo vision masking. Based on
stereo vision masking model, watermark capacity can be increased much without
perception of humane eyes. Thus, more recovery reference can be embedded for each
block, and performance on tamper recovery can be better.

‘Watermarked

isi stereo image
Blocks of 4x4 Sﬁer?u vision
masking model
Authentication
DWT > Recovery bits bits

Fig. 1. Flowchart of watermark embedding

Based on stereo vision (SV) masking model, a stereo image watermarking is
proposed and named as SV stereo image watermarking method. Watermark
embedding process is illustrated in Fig. 1, and main steps are as follows.

Step 1. Stereo image is divided into blocks of 4x4. Just noticeable difference (JND)
value of each pixel is computed based on stereo vision masking model, and average
JND value for each block is computed as well. If average IND of blocks is equal or
greater than 7, three LSBs of each pixel in the block are allocated for watermark
embedding, otherwise, two LSBs are allocated. Recovery bits are generated by
approximation coefficients of DWT instead of average intensity.

X, (x,y)=Round(D (x,y)/ Q) )

where D;(x,y) is a approximation coefficient of DWT block (x,y), k€{1,2,3,4}, and
0=17. X(x,y) are represented by 5 bits. Each block can be classified into four types
according to Eq. (3).

Vk| X, (x,y) - X, (x,y) | <ok e {2,3,4) 3)
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where « is assigned to 1,3 or 7, and thus 11, 14 or 17 bits are used to represent those
types of block. If Eq. (3) is not satisfied for all values of a, 20 bits are used for the last

type.

Step 2. Authentication bits are computed by using parity check of pixels, which are
combined with recovery bits in their predefined mapping blocks, the way similar as
Lin’s method [3]. Watermarked stereo image is achieved.

In the process of tamper detection, authentication bits are extracted as the reverse
of watermark embedding, which are checked whether they are still same as
authentication bits in the process of watermark embedding. If they are not same,
blocks are identified as invalid. Two binary masking are for left and right views,
respectively, and 1 is invalid and O is valid. Moreover, morphological erosion and
dilation are operated on those two masking, tampered blocks are detected finally.

If any block is invalid, valid recovery bits are extracted from those mapping blocks
as the reverse of recovery bits embedding. Some blocks are not recovered because
corresponding mapping blocks are tampered as well, and are recovered by using the
inpainting method finally.

3 Experimental Results and Discussions

In order to evaluate performance of proposed five stereo image watermarking
methods, the first frame of “Laptop” and “Alt Moabit” with 640x480 pixels are taken
as tested stereo images shown in Fig. 2.

(a) Laptop (b) Alt Moabit

Fig. 2. Tested stereo image

3.1 Single Region of Tamper

In this section, four experiments are tested on ‘Laptop’, where ‘Laptop’ is pasted by
different objects at a single location with different ratios of tamper from around
3.27% to 34.11% of stereo image as shown in Figs. 3(a) to 3(d). Moreover, different
texture regions are modified, such as smooth background is covered by ‘pumpkin’ as
shown in Fig. 3(a), and texture background is covered by ‘ball’ as shown in Fig. 3(b).

(a) 3.27% (b) 10.81% (c) 27.78% (d) 34.11%

Fig. 3. Left view of tampered stereo image with different ratios
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Five stereo image watermarking methods can detect tamper with tamper detection
ratio of nearly 99%. SV method recovers tamper without visual perception as shown
in Fig. 4.

Table 1 shows PSNR of tamper recovery relative to original stereo image with
different methods. Lin’s+D and Lee’s+D perform better than their directly extended
methods without disparity, respectively, and especially tamper ratios are higher. Only
3.27% of stereo image is tampered, methods with or without disparity recover tamper
with same PSNR, because embedded recovery bits can recover tamper completely.
Thus, disparity plays an important role in tamper recovery. PSNR of SV method is
better than those of other four methods, and only is less than Lin’s and Lin’s+D when
tamper ratio is around 3.27%. It denotes that proper use of stereo vision can be
embedded more recovery bits to improve performance of stereo image watermarking
method.

(b) Recovery of tamper for four different ratios of tamper

Fig. 4. Left view of tamper detection and recovery with SV method

Table 1. PSNR of tamper recovery for four different tamper ratios of ‘Laptop’ [.dB]

Lin’s Lin’s+D Lee’s Lee’s+D SV

Left Right Left Right Left Right Left Right Left Right
3.27% 4376 4325 43776 4325 3757 3776 37.57 37.76 39.65 38.59
10.81%  35.82 35.83 36.01 36.12 3440 34.62 3533 3578 37.75 36.94
27.78%  34.11 34.02 34.65 3452 3271 3296 33.74 34.09 3557 3523
3411% 34.69 3394 3563 3536 29.78 29.56 30.10 29.34 36.16 35.19

3.2 Multiple Regions of Tamper

In order to show correlations of stereo image can improve performance of
watermarking again, ‘Alt Moabit’ is tampered with multiple regions of tamper as
shown in Fig. 5. Pixels being 255 are supposed to be cropped from images as shown in
Figs. 5(b) and 5(c).

i

(b) Five (c) Eight

Fig. 5. Left view of tampered stereo image with different number of tampered regions

From Table 2, Lin’s+D and Lee’s+D are better than their originals. PSNRs of SV
method for left view are better than those of other four methods. Although PSNR of
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SV for right view is a little less than Lin’s+D sometimes, the stereo visual quality is
based on the view with better quality according to [10]. Thus, three experiments prove
that methods with disparity are better than methods without disparity again. Moreover
SV method is superior to other four methods as well. Correlations of stereo image
improve stereo image watermarking methods much.

Table 2. PSNR of tamper recovery for tamper of ‘Alt Moabit’ [.dB]

Lin’s Lin’s+D Lee’s Lee’s+D SV

Left Right Left Right Left Right Left Right Left Right
Two 36.83 37.13 37.21 37.82 26.62 2634 27.01 2689 38.07 36.21
Five 31.88 31.89 33.03 3333 3148 31.87 3227 3246 3398 3295

Eight 27.76 2729 29.08 29.27 27.88 27.97 28.60 28.57 30.01 29.32

4 Conclusion

This paper has proposed five stereo image watermarking methods. Two methods are
directly extended monocular watermarking methods, and other three methods use
correlations of stereo image to improve performance in tamper recovery.
Experimental results show stereo image watermarking methods with disparity or
stereo vision performs better than other two methods.
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Abstract. Regardless of all the inherent features, Object-Oriented Databases
(OODBs) are unable to come up with provable security. The emergence of
diversified computing paradigms like Grid & Cloud Computing and Online
Social Interaction Platforms has significantly driven the need of OODB tech-
nologies with reliable security features. This paper serves to improve the autho-
rization issues within OODBSs, by providing an annotation based Fine-Grained
Access Control solution. The approach involves realization of Fine-Grained
Access Control (FGAC) model for providing granular level access control in
Object Oriented Databases.

Keywords: Object-Oriented Technologies, Implicit Authorization, Annota-
tions, Finer Granularity, Least Privileges.

1 Introduction

Object-Oriented Databases (OODBs) are one of the unstructured databases that con-
siderably fulfill almost all the requirements of today’s technology. Despite of all the
significant features, Object-Oriented databases invokes many provoking thoughts
towards the security of data. The number of attacks including code injection, infe-
rence attacks, DOS attacks can be launched on these databases as their architecture is
totally different from RDBMS. The security loopholes within these databases are not
only because of their unique and discernible features but also because a very little
attention has yet been given to their security considerations. Therefore, there is sub-
stantial need to review the security model and architecture of OODBs from scratch.
Access control models to protect the databases have been around since the commer-
cial deployment of these databases. Many new access control models have been pro-
posed and integrated in OODBs however, their mechanisms are either not covering all
object oriented features or are not designed to protect data at fine grained level. These
shortcomings are either due to some assumptions that these access control models
have made or because of the limited focus of these models towards security features.
There is need to address the concerns regarding authorization in order to provide a
comprehensive access control solution.
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Fine-Grained Access Control (FGAC) which is an emerging access control tech-
nique for databases plays an important role in this regard. Therefore, the purpose of
this paper is to present the concept of FGAC model into OODBs through java annota-
tions. Based on the notion of meta-tagging, we aim to provide customizable FGAC
annotations which can be attached to OODB platform for the realization of an autho-
rization mechanism. Our proposed FGAC annotations provide a flexible way to de ne
access control policies on instances, methods, classes and fields of OODBs. We also
introduce the concept of customization within these FGAC annotations so that organi-
zations can provide varying level of protection to their object-oriented applications.

This paper is structured as follows. Section 2 presents the relevant work done in
the area of authorization of OODBs and FGAC techniques. Section 3 provides de-
tailed description of our annotation based FGAC scheme. Discussion on the effec-
tiveness of annotation based from security perspective is conducted in section 4.
Section 5 gives future research directions and concluding remarks on the paper.

2 Related Work

Sohail et al. discuses two well-accepted and mostly deployed access control mechan-
isms, Discretionary Access Control (DAC) and Mandatory Access Control (MAC)
[1]. However, these models have not addressed the security problems of information
flow, multilevel object view, inference, aggregation and polyinstantiation. High level
authorization specification and efficient implementation of security features in
OODBs is presented in [2]. The technique is described in detail; however different
access control metrics such as principle of least privileges, consistency, and policy
conflict avoiding algorithms have not been verified by this technique. In [3], authors
discusses the significance of finer-granularity in databases in terms of subject to ob-
ject access control, inter-object and intra-object access control, granularity for access
unit, class and structure inheritance.

Implicit authorization mechanism provides a finer level access control to OODBs
and is based on subject, object and access hierarchies to provide authorization up to
unit level of data [4]. Nevertheless, the authors have only proposed the idea, no im-
plementation work has been found for the proof of concept. Surajit et al. [6] proposes
a comprehensive design to support predicate authorization at column level. This ex-
tended model of SQL applies predicates to authorization grant model and based on
the value of predicate, access to columns are provided.

Another technique in which preliminary access control is implemented with fire-
wall functions and then fine-grained access control decisions are made based on user
digital credentials and IP address is discussed in [7]. Parameterized views are pro-
posed in [8] to secure databases by transferring identity of users to the database in-
stead of application thus only displaying the relevant data to the user. Row level
access control mechanism (a.k.a Oracle VPD) [9, 10] provided by Oracle, uses predi-
cate filtering to secure database. Other techniques [11, 5] have also extended SQL
language to define policy types in database. Apart from these techniques, various
other FGAC approaches [12, 13] have also been discussed in research literature.
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3 Annotation Based Fine-Grained Access Control System

Our work addresses the use of Java Annotations with the purpose to achieve Fine-
Grained Access Control within Object-Oriented Databases. The proposed annotation
based FGAC is successfully executed on all the OODB concepts (object fields, object
methods, object classes and inheritance) and is proved to be applicable on all OODB
features.

Being a versatile meta-data, annotations allow us to add additional code at the level
of package declarations, type declarations, constructors, methods and fields. For the
proposed work, we have introduced three “FGAC annotations types”, which in com-
bination with each other; provide access control at granular level. In addition to
custom annotations, we also use four pre-defined metadata annotations types for
complete consolidation of fine-grained mechanism. The Pre-defined metadata annota-
tions used are: Target, Retention, Documented and Inherited. For the effective reali-
zation of FGAC within OODB, three additional annotation types are created, having
the distinctive properties of FGAC model. These annotated types are annotated with
the code where the database is created.

e Basic FGAC: This annotation type of FGAC focuses on checking the attributes
of user. Based on the attributes of the user, it is decided whether a user can in-
sert, delete, update or view the data. Database developers just need to annotate
this type with any of the object oriented item which they want to protect. This
annotation must be used in conjunction with Target, Inherited and Retention
annotations.

e Actions FGAC: This annotation type is used in combination with BasicFGAC
and will be evaluated after BasicFGAC is checked. As indicated by the name, this
FGAC annotation type specifies the action that could possibly be executed on
any of the Object Orientation concept e.g. read only access to methods of the
class, insertion access to parameters of the method having no delete privileges
and similar action privileges on constructors, methods, class and fields.

e Policy FGAC: This class is extendable in a sense that developers of FGAC an-
notations can insert security attributes in this annotation type according to their
own security requirements. This annotation may contain additional attributes of
policies being applied on object data. For-instance, if an administrator wants to
draw a policy that data can be viewed to HR and IT Managers but only from
Monday to Friday then developers can edit this annotation to reflect this policy.
All of three annotations are created in a package named AnnotationFGAC and
this package will be imported by other classes to use the FGAC annotations.

Generally an authorization system has three important modules, namely, Policy Ad-
ministration Module, Policy Enforcement Module and Policy Evaluation Module.
Policy Administration Module, in common, is used to create and maintain poli-
cies. For our proposed system, FGAC policies are created by database security admin-
istrators of the organization and are pushed to Policy Repository for storage at server
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side. Policy Enforcement Module is generally used to enforce policies at the arrival
of user request. In our annotation based system, policy enforcement is an entity hav-
ing the capability of interpreting the request from user. FGAC Policy Engine (also
interpreted as Policy Decision Module) is the third important module of our annota-
tion based system, which act as an intermediate entity between user application and
database. This module evaluates the validity of user request upon its arrival and has
embedded functions to check for the values of attributes, obligations and conditions
associated with a query. A complete FGAC annotation model is illustrated in Fig. 1.

2. Enforces to .
FGAC Policy FOAC Polly Enginc
1. User Query query -
» | E:f_arce request to Engme - E\'ahmtesteq_uest
Policy Engine = Check for applicable
Client side policies from policy
application (Policy fepository
Enforcement
Module)

3. Policy Engine consults
Policy Repository

Policy
EReposito
ry
A. Store policies atPolicy
Eepository
* Create & Maintain
FGAC Annotation
based Policies
+ Stores Policies in
Policy Repository
Policy
Administration
Module

Fig. 1. Annotation Based FGAC Authorization System

Firstly, an administrator creates the FGAC annotations through Policy Administra-
tion Module and stores it in policy repository to be used by FGAC evaluation engine.
Now, whenever a request is generated by user, Policy Enforcement Module interprets
the request and sends it to FGAC Policy Engine for further evaluation. FGAC Policy
Engine checks the policies stored in policy repository and based on the decision return
by FGAC Policy Engine, request is either sent to database for data retrieval or is re-
jected on the basis of incorrect attribute values.

4 Discussion

We have formally verified the system with respect to features and functionalities that
a reliable FGAC system must hold. Table 1 shows our findings.
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Table 1. Features of FGAC model in correspondence with Annotation based FGAC system

FGAC Features & Functionalities

Corresponding Annotation based
FGAC feature

Degree of least
Privileges

Creating and update
Policy Functions and
Application Contexts

@BasicFGAC {username, IP Address,
Session key, Role Domain}

@PolicyFGAC  {time &
extendable context information}

date,

Association of object
security level with user
privileges

@BasicFGAC {username, IP Address,
Session key, Role Domain}

@Target {parameters,
fields, methods, classes}

constructors,

@Inherited @ActionsFGAC {Insert,
Editable, Viewable, Delete }

Separation of

Categorization of types of
controls and processes

@Target {parameters, constructors,
fields, methods, classes}

@Inherited

@PolicyFGAC  {time & date,

extendable context information}

Assigning responsibilities to
roles and individuals /

@BasicFGAC {username, IP Address,
Session key, Role Domain}

Duties (SODs) Specification of roles and
responsibilities in a @ActionsFGAC  {Insert, Editable,
segregated manner Viewable, Delete }
@PolicyFGAC  {time & date,
extendable context information}
Prevention from role and Not Addressed Yet
responsibilities conflicts
Granting and revoking | @BasicFGAC {username, [P Address,
privileges from wuser / | Session key, Role Domain}
User & Object Creation and deletion of
Privilege users and objects @Target {parameters, constructors,
Management fields, methods, classes}
Assigning and revoking @Target {parameters, constructors,
granularity level to objects | fields, methods, classes}
/ Edit user privileges and @BasicFGAC { P Add
. . asic username, ress,
granularity level of objects Session key, Role Domain}
@ActionsFGAC  {Insert, Editable,
Viewable, Delete}
Implementation of FGAC Not Addressed Yet
Policy Conflict policy conflict algorithms

Prevention
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5 Conclusion

In this paper, our aim was to investigate the various characteristics of fine-grained
techniques to get them reliably implemented within OODBs. We conclude that effec-
tive implementation of this annotation based access control technique will provide
provable security among object databases. Further evaluation is needed to successful-
ly deploy annotation based technique in real environments. In addition, we aim at
enhancing the FGAC annotations to incorporate features like delegation, revocation,
polymorphism, abstraction and access based on multiple attributes.
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Abstract. File transfer service demands that what users have to do is as little as
possible and that no one can see the contents of a file except for a sender and a
receiver of the file. In identity-based cryptography (IBC), one can use receiver’s
identity (ID) as a public key. There is no need to maintain public key certifi-
cates and to communicate preliminarily to get public keys. However, in com-
mon identity-based encryption (IBE), the decryption right is concentrated on the
Private Key Generator (PKG) which generates every user’s private key. There-
fore, the PKG is asked for complete trust which is difficult to find in many rea-
listic scenarios. In this paper, we propose an encryption scheme which encrypts
a message doubly. By using our scheme, the decryption right is distributed to
three servers, and the only receiver can decrypt ciphertext.

Keywords: identity-based encryption, distribution of the decryption right, file
transfer service, double encryption.

1 Introduction

In order to transmit a file containing confidential information safely and easily, fol-
lowing two ways may be thought of to realize it with existing techniques. First, en-
crypting file by using applications supporting public key infrastructure (PKI) may be
mentioned [1-2]. However, a receiver has to be issued a public key certificate which
certifies the validity of the key by the certificate authority (CA), the trusted authority.
And a sender has to communicate with a server maintaining receiver’s certificate to
get a public key. At the points of these introduction and running costs, the method
above has room to be improved. Second, the transmission by large file transfer service
may be hit upon. Some services provide secure channels but not encrypt files. So
there is a possibility that the contents of a file are seen by service providers. Though
there are services encrypt files, such services need both sender and receiver’s user
registration and authentication. Removing not only sender and receiver’s burden but
also service provider’s one is desirable.
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In identity-based cryptography (IBC), one can use receiver’s identity (ID) like
E-mail address, name and address, and so on as a public key. So, there is no need to
maintain public key certificates and to communicate preliminarily to get public keys.
This means a sender can encrypt files without troublesome preparations. However, in
common identity-based encryption (IBE), the decryption right is concentrated on the
Private Key Generator (PKG) which generates every user’s private key. Therefore,
the PKG is asked for complete trust which is difficult to find in many realistic
scenarios [3].

As distribution of the PKG’s decryption right, the application of threshold crypto-
graphy [4] to the PKG is widely known [3], [5]. When one uses threshold cryptogra-
phy, generates parts of the master key called share from PKG’s master secret key and
send them to multiple PKGs. Each PKG can not generate whole private key from its
own share. However, thinking of practical use, the application of threshold cryptogra-
phy to the PKG makes a system complex, and expanding the size of the service gets
harder. And there are IBEs to which the possibility of applying threshold cryptogra-
phy is not sure. In addition, that not only PKGs but also receivers should participate in
generating a secret key is a burden for users.

In this paper, we propose an encryption scheme that only a receiver can decrypt ci-
phertexts and what users have to do is little, aiming at secure and easy file transmis-
sion. We organize the rest of this paper as follows. We define terms, explain bilinear
maps, Boneh and Franklin’s Basicldent scheme [5] and Computational Diffie-
Hellman Assumption in G; in Section 2. Next, we show our scheme’s model and
algorithm in Section 3, then define attack models against our scheme and state our
scheme’s security briefly in Section 4. Section 5 gives conclusion.

2 Preliminary

2.1  Definition of Terms

In this section, we give some definitions of terms used in this work.

Random component / Message component: Random component means the compo-
nent of a ciphertext not including any information of a plaintext. To the contrary,
Message component means the component including information of a plaintext.

Partial decryption / Decryption: Since ciphertexts generated by our scheme is doub-
ly encrypted, we selectively use two terms, Partial decryption and Decryption. Par-
tial decryption means the first time decryption done by two servers named RCD
and MCD (we introduce them in section 3.1). Decryption means the second time
decryption done by receivers.

2.2  Bilinear Maps

Let G,;,G,be two cyclic groups of order g. An admissible bilinear map &€ : G; x G; —
G, satisfies the following properties in arbitrary P,Qe G,, a,be Zq*:
Bilinear: é(aP,bP)= &(P,P)".
Non-degenerate: If P is a generator of G;, &(P,P) is a generator of G,.
Computable: There are efficient algorithms to compute &(P,Q).
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2.3  Boneh and Franklin’s Baiscldent Scheme

Boneh and Franklin’s Basicldent scheme was proposed in 2001, and is standardized
in RFC5091 [6]. The scheme was proved to be secure against passive attack in the
random oracle model. The scheme is composed of the four algorithms: Setup,
Extract, Encrypt, Decrypt.

Setup: Given a security parameter k€ Z*, the algorithm works as follows:
Step1: Output two groups G;,G, of prime order g, and an admissible bilinear map &
: G; X G; — G, and choose a random generator P€ G;.
Step2: Pick a random s € Zq* and compute P,,;, = sP. i}
Step3: Choose cryptographic hash functions H, : {0,1}" — G,", H, : G, — {0,1}".
G denotes the set G\{O}, where O is the identity element in the group G.
The message space is M = {0,1}" and the ciphertext space is C = G, x
{0,1}". The system parameters are params = <q,G;,G,, &, n, P, P, Hj,
H,>. The master key is s.
Extract: For a given string ID € {0,1} the algorithm does:
Stepl: Compute Qip = H,(ID) € G,
Step2: Set dip = sQyp as the private key corresponding to the ID.
Encrypt: To encrypt M € M with the public key ID, do the following:
Stepl: Compute Qi = H,(ID) € G,
Step2: Pick a random r € Z, ", and set the ciphertext to be C = <rP, M © H(&(Qp,
Ppuh)r)>
Decrypt: Let C = <U, V>eC be a ciphertext encrypted with the public key ID. To
decrypt C with the private key dip compute: V @ H,(&(dp, U)) =M

24 Computational Diffie-Hellman Assumption in G;

Let G; be a group of prime order g. Computational Diffie-Hellman problem (CDHP)
in Gy is to find abP from given random <P,aP,bP>, where a,be Zqi Pe G,. That the
computation is believed to be hard is the Computational Diffie-Hellman Assumption.

3 Our Scheme

3.1 Model
We show the model of our scheme at Fig. 1, and define each entity as follows.

Private Key Generator (PKG): The PKG generates a private key corresponding to
receiver’s public key, ID, with its master secret key, and sends it to the receiver
over a secure channel.

Random Component Depository (RCD): The RCD partially decrypts the random
component received from the sender with its private key, and sends it to the receiv-
er over a secure channel.
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Message Component Depository (MCD): The MCD partially decrypts the message
component received from the sender with its private key, and sends it to the receiv-
er over a secure channel.

Sender: The sender generates ciphertexts with PKG’s public parameters, receiver’s
ID, MCD and RCD’s public keys, then sends the random component to the RCD,
and the message component to the MCD over public channels.

Receiver: The receiver is authenticated by the PKG, MCD, RCD for proving he/she
is a valid receiver. After authentication, he/she receives a random component from
the RCD, a message component from the MCD, a private key from the PKG, and
decrypts a ciphertext.

3.2  Channels

In this paper, we discuss under the assumption that an adversary can get every input
entered into each server. This enables senders to do a batch processing. On the other
hand, as we consider the PKG’s collusion with an adversary, set channels as follows.

1) Channels between a sender and three servers (PKG, MCD, RCD) are not
encrypted.

2) Each Channel between three servers and a receiver is an encrypted secure one.

By setting this way, two advantages are given. First, senders can send ciphertexts
under non-secure environment that one cannot use secure channels. Second, it is not
necessary that senders and receivers are both online when sending message, since
senders do not communicate with receivers directly.

3.3  Algorithm

We show the process flow of our scheme in Fig. 2. In our scheme, we use 4 crypto-
graphic hash functions:
H;:{0,1}" > G, H,: G, — {0,1}", Hg, Hy; : G; — {0,1}"
The security analysis will view H;, H,, Hg, H); as random oracles.
Then, we present our scheme by describing the 10 algorithms:

PKG.Setup: Given a security parameter ke Z*, the algorithm works as follows:
Step1: Output two groups G;,G; of prime order ¢, and an admissible bilinear map &
: G; X G; — G, and choose a random generator P€ G;.
Step2: Pick a random s € Zq* and compute P, = sP.

RCD

Partial Decryption z
4 e }\ Private Key

Receiver
Decryption
# C=<C,C>—M

Sender

Double Encryption
Mo C=<C, Cp>
C—oC=<C.C'>

MCD

Partial Decryption
* -G,

Fig. 1. Model
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Step3: Choose cryptographic hash functions H;,H,,Hg,Hy. The message space isM
= {0,1}"and the ciphertext space is C = G, x {0,1}". The system parame-
ters are params = <q,G,G,, €, n, P, P,,,, H;, H,, Hg, Hy >. The master-key
is s.

PKG.Extract: Given a string ID € {0,1}", master key s, the algorithm works as fol-
lows: Compute Qip = H;(ID) € Gl* and set dip = sQyp as the private key correspond-
ing to the ID.

RCD.KeyGen: Given b € Z * the algorithm set (RCD.PK, RCD.SK)=(bP, b).
RCD.PK and RCD.SK are RCD’s public key and RCD’s secret key, respectively.
MCD.KeyGen: Given u € Z,, the algorithm set (MCD.PK, MCD.SK)=(uP, u).
MCD.PK and MCD.SK are MCD’s public key and MCD’s secret key, respectively.

Encryption: To encrypt M € M with the public key ID, do the following:

Stepl: Compute Q;p = H,(ID) G, and pick a random r € Zq*.

Step2: Set the ciphertext to be C = <Cg, Cjp> = <rP, M ® H»(&(Qip, Ppu»))>
RCD.Encryption: Given a random component Cy, the algorithm works as follows:

Stepl: Pick a random a; € Z, ", and set Cr;’ =a,P.

Step2: Set Cry’ = Cr @ Hg(a,bP), and Cr’ = <Cp;’, Cgy"> = <a,P, Cy © Hg(a;bP)>.
MCD.Encryption: Given a message component Cy,, the algorithm works as follows:

Stepl: Pick a random a, € Z, ", and set Cy’ = asP.
Step2: Set Cyy’ = Cy @ HylauP), and Cy’ = <Cyy’, Cyp’™> = <aP, Cy @
Hy(auP)>.

RCD.Decryption: Given a message component Cz’ and RCD.SK = b, set Cg = Cg,” @
Hp(bCr;")

MCD.Decryption: Given a message component Cy,” and MCD.SK = u, set Cy; = Cypp’
@ Hy(uCpy’) .

Decryption: To decrypt C with the private key dip € G;, compute: M = Cy @
H(&(dip, Cr))

Sender MCD RCD PKG Receiver
Enc
M—C Cyr’s Ca”
C=<Cg, C\p>

Cri's Cro’
RCD.Enc
Cr— G’

Cg'=<Cg,", Cgy>

CM

MCD.Dec —
Cy’, MCD.SK — cw‘ Secure Channel

C |

RCD.Dec —)
Cy’, RCD.SK — Cy \ Secure Channel
dID

PKG.Ext
D, msk — dy, Secure Channel

Dec
Cg, Cypp dp—M

MCD.Enc
Cy—Cy’
Cu'=<Cwi’s Cw2™>

Fig. 2. Process Flow
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4 Security

We define security requirements of our scheme as “Suppose there is at least one serv-
er which is reliable, our scheme is secure against passive attack”. Note that “reliable”
means all servers (RCD, MCD, PKG) do not execute any processing except for ones
which is defined as algorithm, and do not leak any secret. In passive attack, adversa-
ries could get ciphertexts corresponding to plaintexts.

According to security requirements, we take account of following three attack
models. 1) Both RCD and MCD collude with an adversary. 2) Both MCD and PKG
collude with an adversary. 3) Both RCD and PKG collude with an adversary. Ob-
viously, if all servers collude with an adversary, the proposed scheme is not secure.

Next we show how to prove security of the proposed scheme. In attack model 1),
the security of proposed scheme is proved in the following proof sequence: proposed
scheme — Basicldent. In attack model 2) and 3), proof sequence: proposed scheme
— CDHP in G,. We will give a strict proof another time for want of space.

5 Conclusion and Future Direction

The common problem of identity-based cryptography (IBC) is that the Private Key
Generator (PKG) which generates all user’s private key can decrypt arbitrary cipher-
texts. To the reason, if IBC is used to configure file transfer service which encrypts
files, PKG can see the contents of the file. In this work, we proposed an identity-
based encryption scheme that only receivers can decrypt chiphertexts. Since the de-
cryption right is distributed to three servers, our scheme is secure even if two out of
three servers’ secrets leak.

One future direction is to improve the security of our scheme by applying Fujisaki
and Okamoto’s conversion method [7] so as to be secure against active attack.
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Abstract. Vehicular Ad Hoc Network (VANET) is an application of the
general concept of Mobile Ad hoc Network (MANET) in the transportation
domain. Playing a key-role in Intelligent Transportation Systems (ITS),
VANETs are vulnerable to threats that may jeopardize the in-vehicle security,
thus subsequently causing accidents. Moreover, on looking at the connected car
paradigm that enables interaction between both in-vehicle services as well as
devices, and services with outside ones, VANETSs will have to inherit security
risks of conventional information technologies (IT) systems. This makes it
necessary to resort to approaches providing supports and services that are
capable to tackle the resulting wide range of security risks. Many works have
been dedicated to VANETs security. Mostly the focus has been on data
security, relying on cryptographic centric tools in order to ensure privacy,
anonymity, and data security. Contrary to this, we propose an approach that
aims to proactively address issues beyond data security that could hinder
VANETs to become a reality if not properly faced. Although inspired by
honeypots used in wired networks, it differs because of the need for tools and
methods that should be sufficiently efficient and flexible to ensure context-
awareness of security measures.

Keywords: Cyber security, Honeypot, VANET, Intelligent Transport System.

1 Introduction

Many solutions exist for provisioning security in VANETs. However, they often
consist in ensuring anonymity [1], [2] and secure communication through group
signature [3], [4]. Some solutions resort to Public Key Infrastructure (PKI) for user
authentication [5], [6], while others consist in performing message authentication [7],
[8]. Nevertheless, almost all existing solutions are based on cryptographic centric
solutions.

Connecting vehicles to external resources including cloud services, networks, and
user devices requires the provision of better security and privacy. In fact, in order to
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provide information from various sources to the driver while improving the road
traffic conditions, safety related vehicular real-time control systems and infotainment
systems have to communicate. This gateway between vehicles and external resources
may lead to security attacks that could have a greater impact than on conventional
information technology systems. Therefore, prevention and early detection of attacks
are essential. It is important to know both how the attackers proceed, and how the
vehicle reacts in case of such attacks. To achieve this goal, another approach that
relies on honeypot [9] and initially proposed for wired networks should be
investigated. A honeypot is usually a computer system with no production tasks in the
network. It is deployed to be probed, attacked, and compromised. This paper presents
the results of investigations we made, in order to highlight the adequacy and issues
surrounding the use of honeypot in VANETS, although they were initially dedicated
to wired networks.

The remainder of the paper is organized as follows: section 2 presents related work
on VANETS security and honeypot solutions for VANETS. Section 3 introduces the
honeypot concept, and section 4 describes the VANETSs honeypot design and the
operational scenarios. In section 5, we outline future work and conclude the paper.

2 Related Work

A categorization of the possible attacks that could jeopardize the operations of the ITS
shows three classes of scenarios. Aims of these attacks are: transfer of corrupt data,
unauthorized access to data, and deny of service. In order to address these security
threats, we need to protect not only the data exchanged by the vehicles, but also the
entire architecture due to its function in the safety of the overall intelligent
transportation system. Moreover, the techniques used by the attackers are more and
more elaborated and efficient. There is a lack of a security mechanism that could
allow learning on the attackers methods without surcharging the operational vehicular
ad hoc network infrastructure.

The approach based on honeypot proposed in this paper aims to address these
questions. Only few works have investigated the concept of honeypot. Most of them
have been interested only in wired networks [9], [10]. Two other studies propose
some scenarios on wireless deployment of honeypot [11], [12], but they do not
consider high mobility, thus impeding a straightforward transposition of their work to
VANETs. However, the authors of [13] presented some interesting scenarios
concerning the use of honeypot over in-vehicle networks. Such an approach does not
include all the aspects of VANETs where in-vehicle, inter-vehicle and sometimes
vehicle-to-infrastructure communications must be taken into account.

3 The Honeypot Concept

In general, a honeypot is a computing resource [9], whose sole task is to be probed,
attacked, compromised, used or accessed in any other unauthorized way. The resource
could be essentially of any type: a service, an application, a system or set of systems
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or simply just a piece of information/data. The key assumption is that any entity
connecting to or attempting to use this resource in any way is by definition suspicious.

Generally speaking, honeypots are often classified by their level of interaction:
low-interaction honeypots and high-interaction honeypots. In this work we will use
this classification which allows a general description of almost all honeypot tools in
only two categories.

3.1 Low-Interaction Honeypots

This kind of honeypot is often designed to give attackers the illusion of an interaction
with the real system. Through this interaction, the honeypot will collect useful
information ranging from high level data on attackers operational modes to various
statistics data on the attacks. There is no need to implement the entire service
specification for such a honeypot, but only the functionalities that are essential to
accomplish this task in a way that will give an attacker or a worm the illusion that
they interact with the real system.

The main advantage of low-interaction honeypots is the simplicity of their
implementation and maintenance. An attacker interacting with the honeypot cannot
corrupt the real system since he only communicates with a simulated system. Several
tools implementing the concept of low-interaction honeypot are available.

3.2  High-Interaction Honeypots

Contrary to the previous kind of honeypot which only simulates some functionalities
of the system, a high-interaction honeypot is a classical and complete computer
component or system. It may be a server, an access point, a switch or a router. Several
honeypots of different types (different hardware/operating systems/ frameworks) can
be combined to form a honeynet. The attackers interacting with the honeypot evolve
in a partitioned and monitored environment, and they cannot alter the production
system. The point separating the honeynet with the remainder of the network is called
a honeywall. The main advantage of high-interaction honeypot is that the attackers
interact with a real system and manipulate real services, which allows collecting
detailed information about their actions, their methods and their motivations. It is also
possible to recover the data and the tools that they introduced in the system. However,
there are two disadvantages related to high-interaction honeypots: intensive
monitoring and maintenance operations on the honeypot, and a risk of compromising
the honeypot itself due to its high interactions with a real operating system.

4 Application of Honeypot Concept to Vanets

In order to apply the honeypot solutions to VANETS security, it is mandatory to adapt
their design and implementation to the specific characteristics of VANETSs such as
high mobility, lack of fixed infrastructures in certain areas, and specific threats.



148 D. Gantsou and P. Sondi

Therefore, a specific solution must be defined for in-vehicle honeypot, and another
one for equipping the Road Side Units, in the areas providing ITS infrastructure.

4.1 In-vehicle Honeypot

Regarding the factors that may affect performance and security in the specific context
of VANETS, we can notice that:

e due to mobility of the vehicle, the attacker has a limited time-window to perform
the attack. Therefore trying to attack such a system will lead to time wasting since
the vehicle escapes from his range.

e The honeypots dedicated to classical wireless networks usually simulate hundreds
of virtual access points (AP) in order to reduce the probability that the attackers
find the one connecting to the production system. Due to the lack of infrastructure,
this technique cannot be used in VANETSs. Indeed, since there are only few
vehicles, the attackers will detect the presence of a honeypot if there are many
SSIDs. This leads to the honeypot architecture shown in Fig. 1.

SSID_01 ) Classical wireless honeypot deployment | VANET honeypot deployment
-
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Server <honeyds
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Fig. 1. Classical wireless honeypot architecture vs VANET honeypot

For testings, we chose honeyd, a honeypot simulating virtual machines with unused IP
addresses, for its flexibility and low impact on resource consumption.

1) Settings
The following settings are performed on the embedded system inside the vehicle
before deploying the honeypot:

e the operating system is a Linux distribution with a 32 bits kernel, running since 1
hour.

e the services activated are olsrd (TCP/UDP port 698) as the ad hoc routing protocol,
SSH (TCP port 22), Telnet (TCP port 23), FTP (TCP port 20/21) and httpd (TCP
port 80). The honeypot uses the MAC address iC:7F:E5:FC:50:9D.

e The system is configured to route the packets to honeyd.
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e Then, the honeypot is created by configuring the file honeyd.conf, and by
activating the scripts that will simulate de functioning of the services activated.
Honeyd does not provide IPv6 support, so we used IPv4 addressing.

2) Collecting Data and Generating Attacks Signatures
Honeyd collects the data related to the attacks through three services, namely:

e Service Level Logging which writes in the log files all HTTP requests/responses,
OS version of the attacker’s system and the web navigator that he used;

e Packet Level Logging which writes in the log files the intrusion attempts, the
protocol used to perform them (TCP, UDP, ICMP), the source, the destination, the
ports, and the OS version of the attacker’s system;

e Daemon Level Logging manages the logs that are usually written in the system.

3) Testing

We used Zenmap and OpenVas in order, respectively, to see the services activated
and to check the failures intentionally introduced to attract attackers. Other failures
could be added by introducing PHP code in the web scripts.

4.2  Road-Side Unit Honeypot

The RSUs are positioned along the roads and mainly in towns. Usually they serve as
gateways, thus making them a popular target of attackers. Moreover, such units are
generally fixed, connected to a permanent power source, and can face the attempts of
the same attacker during a long period. One can notice that usually the RSUs have not
the same constraints than the vehicles in ITS.

In this context, the strategy of using many fake virtual APs RSUs can be applied.
For these reasons, high-interaction honeypot suits better for protecting RSUs.

The honeypot implemented for the testings can be accessed through the Access
Points of the network, through the RSU and through the Internet. The honeywall was
implemented using ROO honeywall which is based on Sebek and Argos, and which
runs over CentOS. It served for filtering and collecting the data related to the attacks.

5 Conclusion

The deployment of a honeypot solution in VANETS faces several situations which are
the lack of a centralized infrastructure managing the network, the critical role of
security in the system designed for drivers’ safety, the importance of using IPv6 to
provide better support for mobility, and the variety and complexity of the interactions.
We have shown an example of honeypot deployment in VANETSs. Though honeyd
does not currently provide IPv6 support, it seems to be the appropriate honeypot tool
on which to rely in order to implement VANETSs compliant honeypots. However, the
low-interaction of the different services which are only simulated, and the failures in
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the implementations of both the RFC and the TCP/IP stack make honeyd easy to be
detected by attackers. These experiments have allowed us to emphasize the issues
related to the deployment of high-interaction honeypot in VANETSs. Moreover, the
honeywall that are generally used generates many data that must be properly collected
and analyzed. In our future work, we will investigate the implementation of IPv6 in
VANETSs honeypot. Moreover, we seek to improve the adequacy of the honeypot
solution with the particular context of vehicular ad hoc network.
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Abstract. We developed a new customized software tool for automatically ge-
nerating a complete html program based on the values or parameters inputted
by the user. We call it DWL (Dreamweaver Like or DWL for short) since it is
similar to Adobe Dreamweaver. We illustrate how it can be used by building a
web-based system for a company. We not only offer them this web-based sys-
tem but also give them this DWL tool which can be used to change the settings
to modify it as their requirements change in the future.

Keywords: Web-based Generator, E-commerce Generator.

1 Introduction

We introduce the DWL tool for aiding in the development of web-based systems. We
use Barry Boehm’s spiral model [1] to implement this tool because the software de-
velopment process model combines elements of both design and prototyping-in-
stages. Thus, it combines the advantages of both the top-down and the bottom-up
approaches. We develop a prototype of a web-based system with the help of DWL.
This prototype can be used by the system analysts and designers to get an idea of
what the end product would be like. It can be tested to see if it meets the system re-
quirements or if it needs to be refined further. If it needs to be refined further or mod-
ified, then the system development process would go back to the analysis or design
phase, and so on, until a satisfactory prototype is developed.
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2 Related Work

Dreamweaver [2] is the most popular tool in the market today, because of the ease of
editing and designing a web site. It also generates the html code for the graphical user
interface. Thus it is a user-friendly tool. However, since it is not free, we developed
DWL for our use.

Dreamweaver only generates html code and not a web server program in say, JSP
or PHP, for example. However, there are many web server generators available on the
market today like phpMyAdminv [3] and FireStorm/DAO [4]. Alonso [5] shows how
to build a generator using Java, XML, and Oracle tools that can produce code for JSP,
PL/SQL, and PSP. This domain engineering research project demonstrates that it is
possible to successfully implement software product lines in industrial environments
using existing tools. Guillen [6] describes a tool (that they call GARP) that automati-
cally generates Web reports from a database scheme. This goal is achieved by the
creation of a set of JSP files that contains all the information required by the reports.
These files are generated using the XML (eXtensible Markup Language) and XSL
(eXtensible Sheet Language) languages. The developed tool is applied for the genera-
tion of a Web report, which demonstrates the main features of the tool and the advan-
tages of using XML and XSL for the generation of the required set of JSP files. We
plan to use XML and XSL for the JSP generator we would be developing in the near
future.

3 DWL System Structure

. Enter data of the - Enter the webpage
7| cascading style sheets o names and titles

—| Run DWL

elect one of the webpage
before setting the controls
on the web page

Setting the cell padding,
row#, column#, one of css,
spanning, alignment, type
of components, hyperlink,
object contents,...

Integrate into a web based system i
and mount it on a web site.

Translate to HTML code —

~

Users can go to this website to surf
the internet

Fig. 1. The process of using DWL to translate a webpage system

Fig. 1 shows how to implement a customized web-based system generator. We need
to go through the system analysis and design phase before using DWL. Fig. 1 shows a
flow chart of the entire process.
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Users use the interface screens to enter the data to create webpage content like text,
pictures, hyperlinks, etc.

CSS is a style sheet language used for describing the presentation semantics (the
look and formatting) of a document written in html. CSS allows the separation of
presentation from structure. CSS can define color, font, text alignment, size, borders,
spacing, layout and many other typographic characteristics, and can do so indepen-
dently for on-screen and printed views. Fig. 2 shows a snapshot of the window that
can be used to define the style sheets that would be applied to different parts of a web
page. The Back button will take you to the previous window. Delete button will delete
the CSS style that is highlighted or selected. New button can be used to specify the
name of a new CSS style that will appear in the window. You can select the style
sheet whose characteristics you want to specify. Clicking on the Next button will take
you to a window shown in Fig. 3 where you can specify the characteristics of the
Font, Background, Text, Box, Border etc. After setting the characteristics for each
CSS element, you can click on the OK button to go back to Fig. 2. Then you can press
the create button to translate a CSS file including all the snapshot styles.

Fig. 3 shows that the CSS topmenu is applied to manage five button images; viz.
Home, About Us, Products, Concept and Contact (see oval mark in Fig. 4). The left
margin is set to 50 pixels as seen in the rectangular mark of Fig.3, which means these
five button images will be moved to right 50 pixels. Therefore CSS fopmenu can be
used to arrange images in the correct position.
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Fig. 2. Window for creating/dele- Fig. 3. Specifying the characteristics of each element of
ting style sheets style sheet topmenu
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Fig. 4. Divisions of the HOME page of E-Great_Yo

We have used DWL to design a web-based system for a company called Great Yo
The E-commerce web system (named E-Great_Yo for short) has five functions viz.
Home, About Us, Products, Concept and Contact. Fig. 4 shows the home page. It
shows the company’s logo at the top-right corner and has five buttons for navigating
to each of the other web pages. It also displays the company name and logo.
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Fig. 6. Selecting a web page

Fig. 5 shows a screen shot of the window that can be used to set the names and
titles of each web page. Clicking on the OK button takes you to the window shown in
Fig. 6 where you can select the web page whose layout you want to set — the
figure shows the HOME page being selected. Clicking on the Main button (the first
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rectangular mark in Fig. 6) takes you to Fig. 7 where you can set the layout of HOME
page and its components.

Fig. 4 shows how the html document for HOME page is divided into four sections.
Each section in turn might be divided further into subsections and so on. We use CSS
to manage components in these sections including size, location, color, padding, mar-
gin etc. We name the components the same as the name of the CSS style being ap-
plied to them. Therefore the complete section is named container and its subsections
are named fop, topmenu, rightcolumn and bottom (see the first and second rectangular
mark in Fig. 7). The first rectangular mark shows that the complete section of HOME
page is set to container at field CSS and field Type of Component is set to Div which
means this container section is divided into several subsections as seen from the
second rectangular mark. The second rectangular mark shows that these subsection
names are set as fop, topmenu, rightcolumn and bottom. The CSS fields are set to top
(for managing the logo), topmenu (for managing the five buttons), rightcolumn (for
the image introducing the company), and bottom (for all rights reserved image.
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Fig. 7. Setting the components of the HOME page

The topmenu section is divided into five subsections, one for each button image.
The Type of Component field is set to Figure & hyperlink for each button image. The
Content type of the Object field shows each file name for the five button images and
HyperLink field shows where you would would navigate to when a button is pressed.

4 Experimental Results and Analysis

We compare DWL with Dreamweaver. Dreamweaver has a very good built layout
engine and which currently DWL cannot keep up with. That is why they say that it
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only takes 10 minutes to complete a webpage. We add some functions into our tool to
reduce the time to build a webpage. Note that each webpage in an E-commerce web
system has something in common. Take E-Great_Yo as an example. Each webpage in
E-Great_Yo has the company’s logo at the top-right corner and has five buttons and
all rights reserved image at the bottom. So once you build the first page, we can use
the common part for building the subsequent pages.

We developed an efficient DWL generator : DWL generates templates which can
be used to modify each web page quickly by adding or updating lines of text, figures,
hyperlinks, etc. The users of the web-based system can use DWL tool to make
changes to it.

5 Conclusions and Future Work

DWL is a convenient tool for generating a web-based system. We illustrate its use by
generating a system for a company as described in this paper. It enables customers to
better understand the company and its products, leading to increased sales and reve-
nue. In the future, we hope to use this tool to develop customized web-based systems
for other small and medium sized businesses.

We have already established the usefulness of DWL. It can save time in writing,
debugging and testing a program. It can also reduce the cost of producing software
written in html. However, DWL is not as complete yet as we would like it to be. We
would like to add a JSP generator to it. Hopefully in the new future our tool can au-
tomatically generate a web-based system completely without writing any code.
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Abstract. In the field of architecture, circulation refers to the way people move
through and interact with a building. From the consumers’ aspects, they may
pay more attention on the relative position of different commodities and their
demands. These behaviors can be deemed as the task-oriented works, which are
less discussed comparing to the path planning algorithm. The task-oriented cir-
culation planning may involve the dynamic allocation, demands, and resources,
which may be more complex than the exists path problems. In this study, a task-
oriented planning of circulation planning is proposed, which is modified and
based on the Minimal Spanning Tree algorithm. Properties include circulation,
turning points and exit points are involved in planning the optimal solutions
based on different kinds of tasks. We also implemented and demonstrated a cir-
culation planning on department of northern Taiwan, and try to provide some
suggested circulations by using consumers’ shopping lists as input. The pro-
posed application can also be used to optimize the deployment of different
commodities.

1 Introduction

Circulation, in the field of architecture and interior design, refers to the way people
move through and interact with a building. In public buildings, circulation is of high
importance; for example, in buildings such as museums, it is key to have a floor plan
that allows continuous movement while minimizing the necessity to retrace one's
steps, allowing a visitor to see each work in a sequential, natural fashion. Structures
such as elevators, escalators, and staircases are often referred to as circulation ele-
ments, as they are positioned and designed to optimize the flow of people through a
building. For department and shopping center, on the other hand, the circulation may
be affected by the special effort, the demands and the limitation of resources. The
circulation of different consumers may vary dynamically according to their tasks. For
example, a consumer may have a list of necessities to purchase can be recognized as
the task-oriented activities. The circulation of this kind is identified as the task-
oriented circulation.

Compare to the exist path planning methodologies, the task-oriented circulation
may be more complex than the exist optimal solutions. For example, the travelling
salesman problem (TSP) asks the shortest possible route that visits each city exactly
once and returns to the origin city with a given list. Although, the tasks can be
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deemed as the city in TSP, there exists more than one counter may offer exactly the
same merchandise which means it can be solved through TSP algorithms.

Path planning algorithms, for example, Ant colony optimization (ACO) [1, 2] is a
probabilistic technique for solving computational problems which can be reduced to
finding better paths through graphs. However, the algorithm is a typical probability
algorithm, the algorithm parameters are usually given by experiments, that makes the
performance of the algorithm relate to individual experience, difficult achieve optimi-
zation and not applicable to circulation planning.

Global positioning system (GPS) algorithm, for example, Dijkstra's algorithm [3] is
often used in routing as a subroutine in other graph algorithms, or in GPS Technolo-
gy. There are some researches [4, 5], which based on Dijkstra’s algorithm with better
efficiency can also help solve the path planning. However, the limitation may be simi-
lar to the TSP that if there exist duplicated nodes, counter that offer the same mer-
chandise, may cause the algorithm fails to find the solutions.

Raghavendra et al. [6] proposed File Spanning Tree (FST) which is based on the
Spanning tree (MST) In the mathematical field of graph theory, with the definition
that connects the root node to some other nodes such that its vertices hold all the re-
quired files for executing that program. FST given the idea of nodes that may have
more than one resource. However, a single graph can have many different spanning
trees. A minimal file spanning tree (MFST) is an FST such that there exists no other
FST which is a subset of it.

In this study, we present a Minimum Task Spanning Tree (MTST) algorithm for
circulation planning based on the MFST. The counter in our model can be seen as the
distributed notes in MFST with one or more resources that can be visited by the con-
sumer. A modified algorithm is applied to the plan that includes circulations, turning
points, the entry point, and the exit point.

2 Problem Abstraction

Space allocation for the department store may vary because of different types of com-
modity, furnishings, counter arrangements and the aesthetics. Different consumers may
also have their own shopping list. Hence, the abstraction of the space allocation of the

“. l
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Fig. 1. The layout of the proposed example Fig. 2. The abstraction of the proposed
layout
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department is required. Then it can be transformed into a graph according to the rela-
tive position of the different counters (Figure 2). The MTST is used to find the minim-
al task spanning tree in the abstract layout of proposed example.

3 System Design

We implemented the modified algorithm with graphic user interface (GUI). It is
developed by Java, and MySQL as the database (Figure 3). The system includes a
manager’s and user’s GUI. The manager’s GUI allows the manager to deploy the
correspondent counters, and the user’s GUI is used to simulate the circulation. The
manager’s GUI consists of two main modules: inventory and counter deployment.
You can set up the corresponding counters to specific positions and the path between
nodes by mouse dragging. The distances of links and paths can be set manually or
calculate automatically (Figure 4).

The user’s GUI which include the task editing and the shopping list choosing inter-
face. With the MTST algorithm, the relative position on shopping list can be retrived
from the database and simulated the circulation planning, which can provide sugges-
tions for the user. The recommend purchase route will be presented due to the
shopping list in different sorts (Figure 4). The System simulates all possible paths to
complete the task so that the consumer can complete their goal, obtaining all of their
purchases as quickly and smoothly as possible.

3

User

8

Manager

Fig. 3. The system architecture

4 Experiment

In the space allocation and circulation planning of the general department store, the
sixth floor of Taipei City Takashimaya department store is taken as an example (Fig-
ure 1). The experiment is described as follows:



160 T.-I. Yang, C.-S. Koong, and C.-C. Tseng

[—

startLoc
Shopping suggested path frans

BERSEARR > RS SEO

Execution

Fig. 4. The demostration of user interface

1. The assumptions of shopping list include: mattresses, quilts, small ap-
pliances, and positions given consumers in the store.
2. Input the purchase list into the program (Figure 4).
3. The system transforms the position of the counter abstraction converted into
graphs (Figure 5a).
4. The system abstracts the graphics with resources (Figure 5b).
5. By applying the MTST, we obtain the suggested circulation planning. As-
suming that the consumer entry point at the MUJI counters.
6. Obtained to complete the task, the key drivers of consumers line
a) MUJI — Watch — Small gallery — Bedding
b) MUIJI — Sundries — Small gallery — Bedding
¢) MUJI — Sundries 2 — Small gallery — Bedding
d) MUJI — Ladies pajamas — Fragrance of essential oils — Bedding 2
Hence, we have shown the graphs with the solutions for task-oriented users, sug-
gesting optimal moving lines to complete the consumers’ task.
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a) Convert the counter into graph b) The abstraction of the real world

Fig. 5. An example of department store
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5 Conclusion

The related researches of path planning involve many different methodologies and
algorithms. However, task-oriented circulation planning is still rarely seen. In this
study, we provide a simulation tool by using MTST algorithm based on the MFST,
which can help the consumer to complete task-oriented shopping efficiently. For the
proprietors, on the other hand, may help them to draw up new circulations for differ-
ent kinds of consumers and maximize the profit. In the future research, we will work
on adding the dynamics, such as the flows of crows and the obstacles into the graph
for reality.
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Abstract. This paper presents a conceptual framework for selection of data
mining technique based on the 8 selection criteria’s: optimization capability,
computation complexity, flexibility, interpretability, scalability, ease of problem
encoding, autonomy, and accessibility. The framework is suitable for choosing
appropriate technique for application in a particular task of data mining. The
paper has set the stage for further research work.

Keywords: Data mining task, Neural networks, Evolutionary algorithms, Data
visualization.

1 Introduction

The process of uncovering knowledge from very large database is referred to as data
mining [1]. Data mining has become a popular methodology of mining knowledge
from database due to its flexibility on different databases and accurate results [2]. Its
objective is to allow writers of database application to build data mining models such
as but not limited to: decision tree, classifier, regression model and segmentation from
large data repository. These models can be applied in accomplishing several tasks
including predictive and analytic as well as sharing these models with other applica-
tions [3]. It is also a discipline that has attracted attention from researchers and it can
provide competition superiority to organization by exploring their data warehouse [4].
Techniques of data mining technology are applied in many problem domains [5].

Several techniques of data mining, useful for application in developing models
does exist, such as but not limited to: neural networks, evolutionary algorithms, statis-
tical inference. According to [6] data mining itself is never a solution but [7] pointed
out that data mining assist decision makers in arriving at intelligent and well-timed
decision.

No data mining tool is appropriate for all aspect of data mining task. Choosing a
specific technique depends on requirements of the modeler [3] and characteristic of
the data [8]. Systematic procedure for choosing the optimum technique for application
in data mining task does not exist.

James J. (Jong Hyuk) Park et al. (eds.), Future Information Technology, 163
Lecture Notes in Electrical Engineering 276,
DOI: 10.1007/978-3-642-40861-8_25, © Springer-Verlag Berlin Heidelberg 2014



164 H. Chiroma, S. Abdul-Kareem, and A. Abubakar

We propose a framework for modelers to select appropriate data mining technique
based on their requirements, features of dataset and task classification. To sum up our
contribution of proposing framework for selecting suitable data mining technique, we
provide a systematic framework for choosing appropriate technique suitable for appli-
cation in a data mining with laborious trial and error or conjecture selection methods
of modelers being reduced.

The remaining sections are: Section 2 presents data mining techniques. Section 3
discusses classification of data mining task. Section 4 describes selection criteria’s of
data mining techniques. Section 5 provides the graphical representation of the propose
systematic framework for selecting data mining technique before concluding and
unveiling further research direction in section 6.

2 Data Mining Techniques

Since 1960, data mining techniques has created a branch of applied artificial intelli-
gence [9]. In [10] data mining is defined as the discovery of valuable knowledge from
huge databases through mathematical, statistical, artificial intelligence and machine
learning methodologies. These methodologies constitute major constituents of data
mining techniques in which they have being developing through many years [11].
Artificial intelligence tools are applied in data mining in order to deviate from limita-
tions attributed to traditional statistical tools [12].

Table 1. Data mining techniques

Dimension  Technique Reference

ANN Support vector Machine [5]
Radial Basis Function network [13-14]
Self-organizing maps [12]
Fuzzy recurrent neural network [15]
Probabilistic neural networks [16]
Functional link neural network [17]
Modular neural network [18]
Bayesian networks [19]
Generalized regression neural
networks [20]
Elman neural network [21]
Gene regulatory network [22]
Group method of data handling
network [23]
Fuzzy neural network [15]

Time delay neural network [24]
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Table 1. (continued)

EA Genetic algorithms [25]
Genetic programming [26]
particle swarm optimization [27]
RI Decision tree [28 —29]
K - Nearest Neighbor [5]
If-then-else [30]
Fuzzy logic [31]
Expert systems [32]
Decision table, M5 model tree,
M5' Rules [33]
SI Linear Regression [5]
Hidden Markov chain model [34]
Regression model [35]
Set theory [36]
Naive Bayes methods [37]
Discriminant analysis [38]
Principal conponent analysis [39]
DV 3D graph, Hygraphs, SeeNet [40]
customer map [41]

Bar chart, Grid form model,
Solar plexus, parallel coordi-
nates, 3D class preserving pro-
jection, Smart 2D placement [42]

Correlation image [43]

Data visualization techniques are also applied in data mining to identify relation-
ship within dataset and predict future results [44]. Data mining techniques takes a
dataset and established a model of the data. Then, the model is deployed to describe
patterns and relationships that exist in the data. Activities of data mining are catego-
ries into three namely, discovery, predictive modeling and forensic analysis [11].
Some widely use data mining techniques are presented in Table 1 and their applica-
tion in data mining is attracting attention [4].

3 Data Mining Task Classification

Classes of data mining task are: classification and prediction, association rule mining,
clustering analysis and sequential patterns and time series depending on the problem
to be solve by the data mining [11, 45 — 46]. Each of these data mining application
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classes is reinforced by algorithms methods in order to extract relevant relationships
that can be found in the dataset [10]. The methods depends on the class of problem
that they can solve [35].

4 Selecting Data Mining Techniques

Data mining is considered with other relevant issues not just as a secluded task. Issues
to be considered in data mining are [34]: First, application domain. For instance, stock
market prediction and credit card fraud may require separate data mining techniques.
Secondly, features of the data. For example, time series data may require data mining
technique with the characteristics of time series sequence. Thirdly, models in the do-
main. For example in finance there is Kareken — Wallace model through which data
mining may take advantage of the model. As reveal in [34], every data mining tech-
nique is attributed to its own constraints. Suitability of a technique for application in a
particular task depends on some expectations that make it a favorite over others.

5 Propose Framework for Choosing Techniques
for Application in Data Mining Task

We present a pictorial representation of the proposed framework for selecting data
mining technique suitable for application in a data mining task. Based on previous
literature of data mining research [34] and Table 1, this paper proposes a framework
for choosing data mining techniques for application in a particular data mining task
(Fig. 1). The criteria’s in the framework influence the choice of data mining technique

Selection criteria’s

Computational Complexity
Optimization Capability

Interpretability

Scalability
Ease of problem encoding

Neural networks Task classification

Classification and prediction

Evolutionary algorithms

Rule induction
Clustering analysis and sequential patterns ]

Statistical inference

Data visualization

-}
2
B
=
&
@
:
E
=
&

Fig. 1. Framework for selecting data mining techniques



A Framework for Selecting the Optimal Technique Suitable for Application 167

for application in a certain task. The framework considers optimization capability,
computation complexity, flexibility, interpretability, scalability, ease of problem en-
coding, autonomy, and accessibility for selecting a technique. The data mining task in
Fig. 1 is classified as discussed in section III. Five points scale (very low = 1, low = 2,
medium = 3, high = 4 and very high = 5) are used for comparing data mining tech-
niques based on the 8 criteria’s in the propose conceptual framework. For example,
each of the 8 criteria’s is allocated points according to characteristics of the technique.
Technique with highest number of points after summation is selected as appropriate
for application in a data mining task such as prediction or classification.

6 Conclusions and Further Research

This paper provides a systematic framework for choosing appropriate technique suit-
able for application in a particular task of data mining with laborious trial and error or
conjecture selection methods of modelers being reduced. Our expectation is that the
propose framework will become an increasingly powerful procedure for the data min-
ing community in the selection of appropriate technique.

Our future research direction will be to investigate to what extend through which
these criteria’s influence the choice of data mining techniques. The research is to be
conducted by developing a questionnaire based on the proposed conceptual frame-
work. Conduct a survey by distributing questionnaires in IEEE or ACM data mining
conferences to elicit the opinion of experts. Lastly, collected data will be analyze and
arrive at conclusions about choosing data mining techniques based on the perception
of experts. We hope to further the research presented in this section, in the near
future.
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Abstract. The aggregation of individuals’ preferences into a consensus ranking
is a decision support problem which has been widely used in various applica-
tions, such as decision support systems, voting systems, and recommendation
systems. Especially when applying recommendation systems in business, cus-
tomers ask for more suggestions about purchasing products or services because
the tremendous amount of information available can be overwhelming. There-
fore, we have to gather more preferences from recommenders and aggregate
them to gain consensuses. For an example of the preference ranking, C>A>D>B
indicates that C is favorable to A, and A (D) is somewhat favorable but not ful-
ly favorable to D (B), where > and > are comparators, and A, B, C, and D are
items. This shows the ranking relationship between items. However, no studies,
to the best of our knowledge, have ever developed a recommendation system to
suggest a temporal relationship between items. That is, “item A could occur
during the duration of item B” or “item C could occur before item D”. This type
of recommendation can be applied to the reading order of books, course plans
in colleges, or the order of taking medicine for patients. In this study, we pro-
pose a novel recommendation model to discover closed consensus temporal pat-
terns, where closed means that the patterns are only the maximum consensus
sequences.

Keywords: group decision making, data mining, recommendation systems,
consensus temporal pattern, closed pattern.

1 Introduction

In group decision making, aggregating individuals’ preferences and obtaining conse-
quences has become a significant and interesting issue, called the group ranking prob-
lem. Generally, this type of decision cannot be made by any optimal approaches,
requiring members’ opinions to subjectively determine a compromising result, which
sometimes could be neither efficient nor effective in theory. Members, however, are
requested to negotiate with each other to reach a consensus and believe that the deci-
sion is (1) fair and open and (2) the best result for us at this time [14].

The group ranking problem was already been investigated for more than two centu-
ries [4] and has been applied to many fields, such as recommendation systems
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[5][10][12], machine learning [6], sport tournaments [11], and decision support sys-
tems [3][7]. In recommendation systems, we can consider more preference recom-
mendations for items, such as books, CDs, and other products, through the group
rating. For example, in the recommendation system of Amazon.com, five users have
rated four books, a, b, ¢, and d, based on their preferences as (1) c>a>d>b, (2)
c>a>d>b, (3) a>c>d>b, (4) c>a>d>b, and (5) c>a>d>b, where > denotes the former is
favorable to the latter, and > denotes the former is somewhat favorable but not fully
favorable to the latter. As a result, we generally discern that the reading order of the
five books recommended by users is c first, and then is a, d, and finally b. As in the
example, the goal is to aggregate each user’s ranking and produce a result ultimately.
In this case, however, user (3) has a different opinion about a>c than the other users.
Therefore, the task of integrating these preferences into a consensus solution is one of
the major steps in this problem [15].

To extract the aggregated information from individuals’ preferences, group ranking
models are classified into two types, full and partial rankings. The former requires
participators to appraise whole alternatives, whereas the latter allows for cases in
which they can only compare with a subset of alternatives. The former representation
proposed by Kemeny and Snell [8] was developed for complete and weak orderings.
Bogart [2] extended the idea to include partial orderings. Both types have their advan-
tages and are applied to different environments. For example, if we would like to
acquire the complete orderings, the preferences for all alternatives must be ranked by
participators. Moreover, conflict resolution takes place to obtain the final ranking of
all alternatives if the preferences for some alternatives have different rankings. In the
partial ranking, yet, participators can naturally give their preferences for a subset of
alternatives if they are not required to offer the rankings for the whole alternatives.

Traditionally, the group ranking problem deals with preference among items,
meaning which items are preferable to other items. However, the interest in the tem-
poral relationships between items is of importance in real-life circumstances as well.
We can give the temporal preferences of items; for example, “item a could occur
during the duration of item b” or “item a could occur before item ¢”. The recommen-
dation in temporal preferences can be availed in many cases. To the best of our
knowledge, however, no studies have addressed this problem.

To establish the temporal recommendation model, we first have to discuss whether
we should consider the complete set of items in rankings or not. For example, a com-
plete set needs to provide the relationships between a and b, b and c, ¢ and d, and a
and d and among a, b, and c, b, ¢, and d, and a, b, c, and d. However, with only the
relationships between a, b, ¢, and d, we can obtain the all above relationships. In light
of the description, we follow the idea of mining frequent closed itemsets [16] to un-
cover closed consensus temporal orderings (or called patterns); that is, a pattern I is
closed if no superset of I exists with the same support.

Since no previous research has addressed the topic of recommendation systems
for recommending temporal preferences with the closed idea, we first propose an
algorithm to find this kind of pattern, closed consensus temporal patterns, in the
data mining field. The algorithm is developed by extending the well-known genera-
lized sequential pattern (GSP) algorithm, which uses a stage-by-stage process for
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generating frequent patterns [13]. To correspond with the consensus requirement in
decision making, however, we modify some steps of the GSP algorithm and develop
some special functions for our proposed patterns. Moreover, we tackle a conflict case
if the temporal relationship between items suggested by users reaches a specified
conflict threshold.

2 The Proposed Algorithm

In this section, we propose the closed consensus temporal mining (CCTM) algorithm
to find closed consensus temporal patterns. The CCTM algorithm is developed by
modifying the well-known GSP algorithm [13]. In the CCTM algorithm, there are two
phases which are repeatedly executed to generate patterns. The first phase generates
candidate temporal sequences (candidate sequences hereafter) of length k, denoted by
C;, from the frequent consensus temporal sequences (frequent sequences hereafter) of
length k-1, denoted by L;—1. In each cycle, one more item and its time relation will
be added to each candidate sequence, based on the frequent sequences in the preced-
ing cycle. After finding all candidate sequences, the second phase scans the database
once to determine the support of each candidate sequence, and the result consists of
all frequent patterns of length k.

The process of finding the candidate sequences for the different lengths of k (the
first phase) is described as the following.

1. For k=1: The set of candidate sequences of length 1, C;, will be generated by enu-
merating all distinct items of the database.

2. For k=2: Traditionally, C, is obtained by directly joining L; with L;; that is,
Cy=L,xL;, where X denotes the joining operation. However, since the first and
second items in C,, e.g., i, and iy, have two time relations, “&” and “—”, pairs for
the two comparators must be generated. Let us consider an explanatory example.
Suppose that {i,} and {i,} belong to L; and ® ={&, —}. Then C, has a total of
two candidate sequences, {i,&i,} and {i,—i,}. In a word, C, can be generated by
Lix(@IXL,.

3. For k>2: Let s,={a; ® 1 a, @5 ... a.; & "1 @) be a k frequent sequence in
L. According to the downward-closure property, the (k—1)-subsequences of s,,
Sa1={a1 @ "1 a @ "2 ) @ "k—z ar-1} and Sa2={a2 ® "2 as @ "3 @ "k—z
ar-; @ "1 a;}, must be frequent [13], because the support of s, cannot be larger
than the supports of s,, and s,,. Therefore, if sequences {a; @ "1 a> @5 ... @

r ! 3 3 3 . .
@ k=2 ak_l} and {(12 ® %) ® 3. ® k=2 Qg @ k=1 ak} exist in L;_;, then
{a, @1 a, @7, ... ary & "1 a) must exist in C,. All the sequences in Cy can
be generated by joining the sequences in L;_; this way.

Next, we will discuss how to execute the second phase, i.e., to determine the sup-
ports of all sequences in C;. To this end, a tree structure, called a candidate tree, is
adopted as a basis. Basically, it is similar to the prefix tree adopted in previous studies
[1][9]. The major difference lies in that the traditional approach connects each tree
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branch with an item name, whereas, in the new approach, two components are at-
tached — an item name and a time relation.

In this phase, however, there is an exception procedure in L,. If L, has two se-
quences, called s, and s,, whose two items, i; and i,, are identical but whose time rela-
tions are not, we then calculate their ratio. The ratio is calculated by s,.count/s,.count

if s,.count <s,.count; otherwise s,.count/s,.count, where s,.count and s,.count are the
supports of s, and s,. Accordingly, if the ratio is equal to or larger than a conflict thre-
shold 0, the two sequences, {i,&i,} and {i,—i,}, are removed from L,, and {i,~i,} is
added into L. In addition, since the support of {i,~i,} is calculated by adding the
supports of {i,&i,} and {i,—1i,}, we adopt a diminishing coefficient p to multiply the
support of {i,~i,} to decrease the support of {i,~i,}. When k>2, we adopt this ap-
proach as well. In the following experimental study, we will adjust the two argu-
ments, 0 and p, to observe the changes in the number of patterns.

3 Conclusions

Most existing approaches focus on giving recommendations of ranking items based
on group decisions. Unfortunately, no studies have ever addressed the topic of rec-
ommendation systems in temporal preferences between items with a closed idea. This
work presents a novel mining approach to find closed consensus temporal patterns to
broaden the spectrum for the application of recommendation systems.

Closed consensus temporal pattern mining represents a new and promising re-
search area in recommendation systems and data mining. The model can be extended
by considering more temporal relationships, such as meet, during, and overlap, fuzzy
temporal patterns, and other kinds of time-related knowledge. Finally, more real-life
collected datasets in other types of recommended items can be used to test the pro-
posed model’s effectiveness.
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Abstract. Social tagging system is applied widely in Web 2.0 nowadays, which
is designed to express the user's interest and willingness more accurately. And
tag clustering is an important research topic in personalized recommendation of
social tagging systems. This paper presents a personalized recommendation me-
thod based on tag clustering. In this method, tag clustering is realized by calcu-
lating the tag similarity, and recommendation is made based on tag clustering
results. Experiments using CiteULike data sets show, proposed method can op-
timize ranking of objective resources, and help users to discover new resources
easier.

Keywords: Social Networks, Tag Clustering, Personalized Recommendation.

1 Introduction

At present, most web sites possess social tagging system, such as delicious, Last, FM,
flickr, CiteULike, etc. In these systems, tag is an important source to reflect user data
as a link between users and resources. User can label new resources they are interest-
ed in using tags, and access resources according to tags other people with similar
interests labeled.

However, traditional collaborative filtering recommendation algorithm hasn’t con-
sidered tag information in recommendation process, so rich personalized information
contained in tag can't be acquired, which has unable to adapt the requirement of per-
sonalized recommendation in social tagging system. In recent years, the recommenda-
tion system based on the tag data gets extensive attention of the academic area and
much research has been devoted to address the key issues of tag recommendation
algorithm.

A. Hotho et al. proposed FolkRank algorithm based on graph, which mainly uses
links information of tag, the resources and users[1] [2], but this approach does not
considered personalized connotation contained in user tag, unable to recommend
personalization tags for different user. R. Nakamoto et al. present a new model of
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collaborative recommendation based on tag, in which users’ tag information is ex-
tracted as user vector and resources are recommended by computing the similarity of
different users[3][4]. S. Zhao et al. take a similar approach to carry out collaborative
recommendation by using WordNet to calculate users’ similarity [5].P. Symeonidis et
al. propose tag recommendation method based on tensor decomposition in [6].
R.Krestel et al. present a tag recommendation algorithm based on Latent Dirichlet
Allocation (LDA) method [7], in which latent topics are extracted from resource ac-
cording to a relatively stable set of tag. In addition, literature [8] studies how to make
personalized movie recommendations to users by using tag information. Jesse Vig et
al. study how to make recommendation explanation by using tag [9].

In order to solve the above-mentioned problem, this paper adopted a clustering me-
thod based on tag similarity calculation and experiments show that this method can
improve the performance of personalized recommendation system. Compared with
previous recommendations method, recommendation quality and performance is
proved to be enhanced.

Section 2 introduces tag similarity computation method. Section 3 presents perso-
nalized recommendation algorithm based on tag clustering. Section 4 shows experi-
ment evaluation result and verify performance of proposed recommendation
algorithm. Section 5 concludes the paper and discusses future work.

2 Computation for Tag Similarity

A good tag clustering method is important for personalized commendation, which can
make the clustering algorithm fully reflect both user preferences for a particular topic
and related degree of resources. Core problem of clustering algorithm is how to
compute similarity between tags, which makes tag clustering describe personalized
features of tags more accurately. This section gives the formal description of social
network and Web resource space vector model. And similarity is calculated based on
both user and the resource link.

Social network is a three-dimensional structure made up of users, resources and
tags. Its formal description is as follows:

Definition 2.1: A social tagging system is a 4-tuple D= (U, T, R, A) where:

Uis a set of users, i.e., U= {u; , u,.....,u;};

T is a set of social tags, i.e., T= {t; , ty,......1,,};

R is a set of Web resources, i.e., R={r; , 1s.....,t};

A is a set of connections, i.e., A= {(u, t, r)lu € U,t € T,r € R}, which express links
among web users, Web resources and social tags.

The correlation between tag t and resource r reflects marking frequency user mark
resource r using tag t. Greater weight means that higher correlation between tag and
resource and higher frequency users label the resource using the tag. Weights can be
calculated by TF * IDF formula shown as following formula:

b (t,r) x Ig(m/n;, + 0.01)

witr) = JZIb () x Ig(m/n, + 0.01)]2 W




A Collaborative Filtering Recommendation Algorithm Based on Tag Clustering 179

In formula 1, b(t,r) means marking times social tag t for resources r, m is the to-
tal number of Web resources, n, means number of Web resources labeled by social
tagging t, and denominator is the normalization factor. Relationship coefficient of tag
t; and t; marking same resources r can be calculated shown as following formula:

|lw(t;,r) — w(t]-,r)|
w(t;,r) + W(t]-,r)

Re(ti, t]-,r) =1- (2)

In formula 2, w (t;, r) and w (t;, 1), represent respectively relationship coefficient of
t;, t; with resource r. Based on the above analysis, the similarity degree between tags
is denoted by Simr(ti,t]-) in formula 3, which can be obtained by comparing their

weights in the resource r. R (t) means a set of resources which are marked the tag t.

ZTER(Q) n R(tj) Re(ti‘ t]‘ r)

sim,(t;, ;) = MAX(|R(t) N R(t;)))

3

Table 1. “recommendation_system” related tags and corresponding similarity in CiteULike

Social tag similarity Social tag similarity
recommendation _systems 0.561 cf 0.326
recommendation 0.452 recsys 0.318
recommender 0.385 Recommend 0.303
recommender _systems 0.352 collaborative_filter 0.295
music_recommendation 0.332 multidimensional 0.276

Algorithm performance evaluation is conducted based on data sets released by Ci-
teULike in this paper. Table 1 shows ‘recommender_system’ related tag set and cor-
responding similarity using above mentioned formula based on CiteULike data set.

3 CF Recommendation Based on Tag Clustering

At present, different kinds of clustering method have been adopted in many re-
searches. In this paper, a kind of clustering algorithms based on idea of k - means
algorithm is used by calculating tag similarity. In this method, k - means algorithm
has been improved to increase accuracy of tag clustering.

3.1 Basic Tag Clustering Algorithm

At first, similarity degree between two basic tags is calculated, and tags are classified
to an original basic category when their similarity is greater than a certain threshold.
Tag clustering algorithm is shown as algorithm 1, which can be run offline.
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Algorithm 1: Basic Tag Clustering Algorithm

Input: Unprocessed tag set T = {1, t,,.., t;. .., t,, t,€T, (i=1, ..., n)};

Output: Tag clustering set Clust = {c}, cy,... .. ,CiJ}-

Step 1 Initialization. Put tag pairs (t;, t;) marking same resources and their similarity degree into
SimRe;

Step 2 Merging clusters with the largest similarity degree in SimRe until the highest similarity
difference of tag pairs in cluster is less than the limit;

Steps 3 Take all tags in same cluster as clustering center, and recalculate similarity degree of
tag pair in cluster until the clustering center no longer changes;

3.2  CF Recommendation Based on Tag Clustering

The recommendation process is divided into two phases. In first stage, collaborative
filtering algorithm can make the preliminary recommendations to provide resource
collection for users. In second stage, a new ranking of resource collection is imple-
mented, considering both user model and tag clustering, to generate a personalized
recommendation as a result. The whole process is as shown in algorithm 2.

Algorithm 2: Recommendation Algorithm based on tag clustering
Input: User Profile; Unprocessed resource set R = {r; , 1a,..., I, Ty, E€R, (j=1, ..., m)};
Output: Resource collection R'" recommended for user.

Step 1. Calculate correlation degree of tag and resource for each tag, and rank for
resources to get basic resource recommendation list R’;

tnr(t,r) = |{a = (u,t,r)|t €T, r € R} (4)

tnr(t,r)

\ Zter tar(t, r)?
Step 2. Calculate correlation degrees between resources and users taking tag cluster-

ing as a bridge. For each c; € Clust , user interest can be expressed by marking de-
gree of tag subclass ci(c; € Clust)as formula 6 shows;

)

cos(t,r) =

l{a = (ut)|tec,reRY

idluc) = {a = (wtr)|te T, re R}

(6)
w_d(r, ¢;) indicates correlation degrees between resource r(r€ R') and tag subclass
ci(c; € Clust) as formula 3.4 shows:

{a=(tDlueUtec
l{fa = (utr)|u€U,teT}

@)

w_d(r,¢) =

The correlation degree between resources and users can be expressed by a_d(u,r) ,
as formula 7 shows:

ad(ur) = Z id(u,c;) * wd(r,c) 8

c;€Clust
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Step 3. Conduct linear weighted average of the result of Step 1 and Step 2, calculate
user interest value for resource, and get final list of personalized recommendation, for
ré R’ , as formula 9 shows:

Rank (u,t,r) = a = cos(t,r) + (1 —)a_d(u,r) (8)
Final list of recommendation resources for user u is represented as:
R" ={rlreR',t € T,u € U ,Rank (u,t,r) = €} (©)]

The minimum threshold € can be determined by a variety of methods. In this paper,
Rank (u,t,r) is calculated and weighted average value of non-zero is calculated to
determine e.

4 Experimental Results

In this paper, data set released by CiteULike is applied for algorithm performance
evaluation. After data preprocessing, data contains 3276 users, 30667 papers and
11377 tags. Five layer cross validation (5 - fold cross validation) method is applied.
Experiment is proceeded in Java JDk 1.6.0 environment, using MySQL database to
store user, tag and literature information, and the correlation between social tagging
and resources (here is the paper data) is computed under MyEclipse 6.5. Clustering
analysis experiment for tag data is under waikato intelligent analysis environment
WEKA3.7.0.Through many times of clustering analysis, tag data sparseness can be
solved to a certain extent.

After running algorithm 2, imp [10] method is applied to evaluate the recommen-
dation results at first.

11
imp = E - E (10)

In formula 10, ry, is the ranking of recommended resources for general CF recom-
mendation algorithm, and ry, is the ranking of recommended resources of recommen-
dation algorithm based on tag clustering. Figure 1 shows experimental results by imp
evaluation method. We can see that recommendation effectiveness is best respectively
when a value is set to 0.7 in recommendation algorithm based on tag clustering and
0.2 in general CF recommendation algorithm. So if a is set too high or too low, the
performance of the algorithm will be impacted. At the same time, it can be demon-
strated that commendation algorithm based on tag clustering can improve the ranking
of the target resource actually.

In addition, hit ratio is applied to evaluate the recommendation results. Hit ratio
refers to proper recommendation probability for each user in test set by the system.
Hit ratio is defined as the following formula:

hit
| testsel

hit _per = (11)
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Fig. 1. Evaluation results using Imp value  Fig. 2. Evaluation results using hit ratio

Figure 2 is the experimental results by comparing hit ratio. From the diagram we
can see that hit ratio of literature in recommendation algorithm based on tag clustering
is higher than general CF recommendation algorithm, and when the threshold limit is
set to 0.3, hit ratio is the highest in the first method.

5 Summary and Future Work

This paper implements a personalized recommendation algorithm for social tagging
system based on tag clustering. Compared with traditional collaborative filtering algo-
rithm, this method has obvious improvement in the quality of recommendation, which
has been proved by experiments. On the other hand, this research is still in the early
stage, which only recommends resources. Based on current research, future work will
continue to optimize the tag clustering algorithm and improve performance of rec-
ommended algorithm to meet the need of personalized recommendation service.
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Abstract. In this work, a new indexing technique of data streams called BSTree
is proposed. This technique uses the method of data discretization, SAX [4], to
reduce online the dimensionality of data streams. It draws on Btree to build the
index and finally uses an LRV (least recently visited) pruning technique to rid
the index structure from data whose last visit time exceeds a threshold value
and thus minimizes response time for similarity search queries.

Keywords: incremental indexing, mining data streams, similarity search,
dimensionality reduction, symbolic representation.

1 Introduction

In this paper, a new data stream indexing structure called BSTree is proposed. It in-
spired by the recent works of Camerra et al. [2], as well as those of Rudolf Bayer on
the Btree. The proposed technique uses the symbolic discretization method, SAX [4],
to reduce the dimensionality of the data streams, the sliding windows to perform an
online processing of incoming streams. Several changes were also made to the Btree
structure to adopt the characteristics of the data streams.

2 Contribution

2.1 BSTree : Balanced Stream Tree

The new approach is based on:

a) SAX for Summarization and Discretization of the Data Stream

SAX representation is detailed in [4], in this sub-section, we would merely introduce
the motivations of our choice, which can be summarized as follows:

e The ease of implementation of SAX, unlike other techniques such as DFT and
DWT.

e The existence of a large number of algorithms and data structures that allow
efficient handling of symbolic representations.
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e The symbolic nature of the SAX representation allows the use of the lexicographi-
cal order for sorting the data in the BSTree structure.

e The distance measurement MinDist defined by the authors of SAX between two
symbolic strings is very close (<) to the distance between the original data streams.

b) A Windowing System to Extract the Features of the Data Stream

To browse the continuous data stream for extracting subsets of elements that will be
discretized with "SAX" before being inserted into the BSTree index structure, we use
a Sliding Window. Whenever w elements are observed and included in the Sliding
Window, a new symbol "SAX" is generated and inserted into the BSTree structure.

¢) The Indexing Structure BSTree
A BSTree of order m has the following properties:

e The root either is a leaf node or has at least two non-empty sub-trees and at most m
non-empty sub-trees.

e Each internal node has at least [ m/2] non-empty sub-trees and at most m non-
empty sub-trees ( ['m/2is the smallest integer> m/2).

e The number of MBRs in each non-leaf node is one less than the number of non-
empty sub-trees of this node.

e Each MBR has a predefined number c of distinct symbols (no duplicates) which
are sorted in lexicographical order.

2.2  Index Building

The algorithm Build_Index , in table 1, consists of an insertion procedure to construct
the index structure in a single pass and incrementally, and a procedure for removal or
more specifically for pruning, to maintain the size of the BSTree structure and respect
the constraint on the size of the memory.

The pruning procedure uses the LRV technique (Least Recently Visited). The in-
sertion process continues until the size of the BSTree reaches a maximum height,
defined by the user. The BSTree is then pruned by deleting branches whose last visit
time exceeds a threshold value tmpTh specified in advance and whose variation may
affect the quality of the BSTree index structure after the pruning phase and also con-
struction time of the index.

The Build_Index procedure begins with an iterative call to another proce-
dure,BSTree_Insert, used to insert new SAX symbols created until reaching the max-
imum height of the tree defined by the user. Then we move to a pruning phase of the
BSTree index structure based on a threshold value tmpTh of the last visit time per
node (call to the procedure LRV-Pruning). Finally we go back to the construction
phase by recursively calling the Build_Index procedure which ensures an incremental
construction of the BSTree index structure.
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Table 1. Algorithm Build_Index

Algorithm. Build_Index (BSTree T,Stream S, c,w, m,
htree, Curr_htree, tmpTh )
// S : The data stream to be indexed
// T : The BSTree index structure
// ¢ : capacity of the MBR
// w : size of the sliding window
/* m : Order of BSTree, it is the maximum number of ele-
ments (MBRs) per node */
// htree : The maximum height of the BSTree structure
/* Curr_htree : height of BSTree when calling to
Build_Index algorithm
/* tmpTh : The threshold used in the pruning procedure
"LRV-Pruning" */
Begin
While Curr_htree « htree do
Curr_htree =BSTree_Insert(T,S,c,w,m) ;
end While
LRV-Pruning (T, tmpTh) ;
Curr_htree = getHauteur (T) ;
// Recursive call to Build_Index procedure
Build_Index (T,S,c,w,m,htree,Curr_htree ,tmpTh)
end

(a) The Insertion Procedure BSTree_Insert

In the BSTree_Insert procedure, a sliding window is used to retrieve the values of the
data stream. The SAX procedure uses this window to build the SAX symbol. If the
MBR covering this new symbol exists in the index structure, then the SAX symbol
will be inserted into the MBR using the procedure MBR_insert. Otherwise, the MBR
will be searched in a file that contains all possible combinations of the alphabet ac-
cording to the size of the MBR and the created symbol is then inserted into the MBR
before the latter is inserted into the BSTree index structure using the procedure
Index_insert .

(i) The Procedure MBR_Insert

The MBR_insert procedure operates the ascending lexicographic order of symbols in
an MBR. The procedure browses the MBR until finding the first element lexicograph-
ically greater than the newly built symbol. The new symbol is then inserted into this
position by performing a translation of the elements of the MBR that are higher than
this symbol.

(ii) The Procedure Index_Insert

The procedure Index_insert is the same as the standard insertion procedure used in B-
tree, except that the comparison between elements when traversing the exploits the
lexicographic order of the symbols.
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(iii) The procedure SAX
The SAX procedure is detailed in [4].
(b) The Pruning Procedure LRV-Pruning

In the index structure BSTree, a timestamp Ts is associated with each element in a
node N. This timestamp is updated at each visit of the corresponding element during a
browse of the tree triggered by a query Q.

During the pruning phase, we use a depth-first search algorithm which browses the
tree from left to right and with backtracking. The intuition behind this choice is that
the traversing of the BSTree index structure is done from top to bottom (from the
root to the leaves) in the tree and from left to right within each node, so for two suc-
cessive elements of the BSTree structure, two cases may arise during the pruning
process:

e FEither the timestamp Tsi of the current node is greater than the pruning threshold
tmpTh, in this case we must continue the traversing of BSTree structure;

e FEither the timestamp Tsi of the current node is less than the pruning threshold
tmpTh, in this case also two sub-cases are considered:

— The timestamp Tsi of the current node is less than the timestamp Tsi +1 of the
next node, so there is a possibility to reach nodes with timestamps equal or su-
perior to the pruning threshold tmpTh and we should, therefore pursue the tra-
versing of the BSTree structure and thus maintain this "bridge" of nodes that can
lead us to the other nodes that do not obey to the pruning condition;

— The timestamp Tsi of the current node is greater than the timestamp Tsi +1 of
the next node, in this case we must perform a backtracking then prune this
branch before continuing the traversal of the tree.

Before detailing the pruning algorithm, it is important to note that:

e During the insertion Phase "BSTree_Insert" , any new insertion is performed at the
leaf nodes, the timestamp Ts of the newly inserted element is initialized to zero,
but in special cases where a balancing of the BSTree index structure is needed, the
new element can be inserted in a non-leaf node. In this particular case, the time-
stamp Ts of the newly inserted element is initialized to the maximum of the time-
stamps of elements of the children node, and this in order to maintain the sort of
the elements of each path in the BSTree structure initially based on the values of
the timestamps;

e After each pruning phase, all timestamps Ts are set to zero.

The LRV-pruning procedure begins by recovering the root of the tree T. This value
of the root of the tree T and the pruning threshold tmpTh are passed as the effective
parameters to the DFS procedure used to traverse the tree using the depth-first tech-
nique with backtracking.
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The DFS procedure is composed of two phases:

e A search phase of the pruning target node,
e A pruning phase then continues the procedure by referring back to the first phase
until pruning all the target branches.

The tree obtained after the pruning phase is not balanced. One of the solutions pro-
posed to our BSTree structure to be balanced after the pruning procedure is to insert
the unpruned elements in a new structure that will replace the old one, which will be
destroyed at the end of the pruning phase.

3 Experimental Results and Performance Evaluation

The new indexing technique, BSTree, is compared to Stardust [1].

3.1 Evaluation of the Precision

The relationship between the precision and the variation of the radius for range que-
ries is first studied, while setting the size of the basic window TW to 512 and the
number of basic windows processed NW to 3600.

Figure 1 shows values of precision for BSTree which are higher than those of Star-
dust for radii ranging from 0.1 to 1, but still more many other better precision values
for BSTree after the pruning stage, this is due to the elimination of unnecessary nodes
during the pruning phase which will increase the quality of search operations.

In Figure 2, the relationship between the precision and the size of the alphabet used
in the discretization phase (SAX) was studied. We note that Stardust performs more
than BSTree for an alphabet of size o = 4. For sizes of the alphabet greater than 4 (a =
6 and a = 8), the precision of BSTree is better than Stardust and can reach values
close to 1. This can be explained as follows: If the size of the alphabet increases, the
quality of SAX transformation becomes better (the number of windows of data
streams that correspond to the same symbol SAX decreases) and vice versa, which
will affect the quality of the results produced by BSTree.
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Fig. 1. Precision of BSTree before and after pruning phase VS Stardust by varying the radius of
the queries for the "packet.dat"[3] dataset
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Fig. 2. BSTree precision for sizes of the alphabet SAX oo =4, o = 6 and a = 8 VS Stardust by
varying the radius of the queries for the synthetic dataset

3.2  Evaluation of the Recall

Closely to the precision, we also note that BSTree returns values of recall superior to
those of Stardust.

4 Conclusion

In this paper, we have proposed a new structure of incremental indexing for similarity
search and real-time monitoring of data streams that we have called BSTree. It is
based on the technique of symbolic dimensionality reduction SAX and the famous
Btree indexing structure.
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Abstract. Intelligent tutoring has started to, and will play an important role in
education and training. A challenging task in building an intelligent tutoring
system (ITS) is to create and maintain an optimal teaching strategy. In this pa-
per, we present a new technique for addressing this challenge. We cast an intel-
ligent tutoring system as a Markov decision process (MDP), and apply a
reinforcement learning (RL) algorithm to learn the optimal teaching strategy
through interactions between the system and students. This technique enables
the system to teach a student based on his/her studying states, and allows the
system to learn the optimal teaching strategy in an online fashion.

1 Introduction

Intelligent tutoring has started to, and will play an important role in education and
training. Intelligent tutoring systems (ITSs) have remarkable strengths, including
flexibility and low costs. With an ITS, a student may study a subject that is not taught
in a local school. It may be easy for the student to incorporate the studies into his/her
daily schedule, and to control the pace. Compared with human teachers, an ITS have
major advantages. In many situations, studying with an ITS may be less expensive
than attending a class. A well-designed ITS may offer more complete and up-to-date
knowledge, and it is easier to update the knowledge base of an ITS.

A challenging task in building an ITS is to create and maintain a good tutoring
strategy. We develop a new technique for building an ITS. This technique is based on
reinforcement learning (RL). RL provides not only an effective way for online learn-
ing of the optimal tutoring strategy, but also a construction framework that well suits
the nature of a tutoring and learning. We have implemented our technique in an ITS
for tutoring calculus. In this paper, we discuss how we cast an ITS as a Markov deci-
sion process (MDP), then describe the learning algorithm, and then present the im-
plementation and experiments.

2 Reinforcement Learning

Reinforcement Learning (RL) is a machine learning technique. In an RL algorithm, a
learning agent learns knowledge through interactions with the environment [6].
A learning agent is also a problem solver. It learns and updates knowledge while it
applies the knowledge to solve problems.
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An RL algorithm can be represented as tuple (S,A4,P,p), where S is a set of
states, A is a set of agent actions, P:S X A X S — [0,1] is the state transition prob-
ability function, and p:S X A X S - R is a reward function, where R is the set of
rewards. Another major component in an RL algorithm is a policy denoted by . The
environment is characterized by a Markov Decision Process (MDP).

At time t, the agent is in state s, € S. A state is an abstraction of a situation. The
agent takes action a; € A in s,. The action causes a state transition into state S;,q.
After taking the action, the agent receives reward

Tep1 = P(Se, Ap, Seg1)- (1)

The choice of the action to take in s; is guided by the policy:
a; = 1(sy). 2

m is defined to maximize the long term benefit. Periodically, m is evaluated to see if
it “always” chooses the best actions in actual problem-solving, according to certain
criteria. If not, it is updated so that it will perform better in the future.

3 Related Work

In [1], the authors examined correlations between dialogue characteristics and applied
RL to two corpora of spoken dialogues for tutoring: a human-human corpus and a
human-computer corpus. Martin and Arroya used RL to improve the effectiveness of
ITSs [4]. They introduced a method of increasing efficiency by way of customization
of the hints provided by a tutoring system, Sarma and Ravindran proposed to use RL
for building an ITS to teach autistic students [5].

Litman and co-workers developed a spoken dialogue system called ITSPOKE us-
ing RL [3]. ITSPOKE engaged the student in a spoken dialogue to provide feedback
and correct misconceptions. In [2], the authors reported the use of an RL model that
allowed the system to learn automatically how to teach to each student individually,
only based on the acquired experience with other learners with similar characteristics.

An RL approach was developed for determining what dialogue features were im-
portant to a dialogue system for tutoring [7]. The experiments reported in [7] showed
that incorporating dialogue factors such as dialogue acts, emotion, repeated concepts
and performance played significant roles in tutoring and should be taken into account.

4 Architecture of the Intelligent Tutoring System

To apply RL for learning the optimal tutoring strategy, we build our ITS on the
framework of MDP, which includes states, actions, and state transitions. In this sec-
tion, we discuss how we define the states and actions in the system.
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4.1 States

In designing an RL algorithm for an application, defining states is a core task. States
and state transitions form the framework in which the learning agent conducts its jobs.
The definition of states should be well suited to the nature of the application.

We define the states based on important concepts in the subject of tutoring. For ex-
ample, in calculus such concepts include “variable”, “function”, “interval”, “limit”,
“increment”, “difference quotient”, “derivative”, “differentiation”, and so on. Con-
cepts are related to each other. To study a concept, one must first understand some
other concepts. We call the latter prerequisites. Information about concept prerequi-
sites is useful in defining states and eliminating invalid states.

For each concept, we define three conditions. Let C be a concept. We have

e the understand condition, denoted by C, indicating the system knows that the user
understands the concept,

e the not understand condition, denoted by —C, indicating the system knows that the
user does not understand the concept, and

e the unknown condition, denoted by ? C, indicating the system has no information
whether the user understands the concept or not.

A concept condition can be treated as a proposition. Therefore we can create con-
junctive formula of concept conditions to represent the user's studying states with
respect to the concepts. For example, we can use formula (? C;—=C,—C3) to represent
that the user does not understand C, and Cs, and there is no information whether the
user understands C;. We call the formula associated with a state the state expression
of the state. In a state expression, the concepts are topologically sorted. A state
represents a studying state of the student (user): What the student understands and
what the student does not.

4.2  Actions

In a tutoring dialogue, asking and answering questions are the primary actions of the
user and system. Other actions include those for confirmation, etc.

In our RL algorithm, there are two sets of actions: a set of user actions and a set of
system actions. User actions mainly include the actions of asking questions about
concepts, for example “what is a derivative?” In the following discussion, we denote a
user action of asking about concept C by[C]. For example, when C represents “de-
rivative”, [C] is an action of asking about “derivative”.

The system actions mainly include answering questions about concepts, like “a de-
rivative of a function is the limit of the difference quotient”. We use {C} to denote a
system action of explaining C. In the RL, a joint action is

a = (am, ar) 3)

where a,, is a system action and ay;, is a user action. Since the ITS is a turn-by-turn
system, the two actions have a temporal order: a,, is taken before ay.
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5 Initialization and Update of Dialogue Strategy

5.1 Policy Definition

The tutoring strategy is represented as the policy of the learning agent. A policy can
work in the deterministic form of 7 (s) or stochastic form of 7 (s, a). m(s) is used to
choose the optimal action to take in s. It returns d that maximizes function Q(s, a):

n(s) = @ = argmax, Q(s, a). ?
n(s,a) is defined as
- _QGa)
(s, a;) = ¥R, Q(s.ap) v

where n is the number of all the possible actions that can be taken in s, and 0 < k <
n. n(s,a;) returns the probability that given m, a; may maximize the long term
benefit when it is taken in s.

Given policy m, each state s €S is associated with an action-value function
Q(s,a) and a state-value function V (s). In the following we denote them by Q™ and
V™. Q™(s,a) can be defined as

Q"(s,a) = Xy Py V(") (6)

where s’ is the state that the agent perceives after it takes a in s, and P%, is the
probability of transition from s to s’ after a is taken. V™ can be defined as

VT(s) = Lam(s,a) Xs' Pir (Rgyr + V™ (s")) (7

where RZ, is the expected reward when the agent takes a in s and perceives s, and
y is a future reward discounting factor (0 <y < 1).

5.2 Initialization of

The Q and V functions define a policy, and the P%, and R, define the two func-
tions. The creation of P%, and R, is the primary task in policy initialization.

To initialize 7, we calculate Pg® and Re™ for all the system actions a,. To in-
itialize the P%, and RY,, we use hand-crafted tutoring dialogue sessions as training
data. The data is for bootstrapping the system. Each session is a sequence of ordered
tuples of (S¢, Qs A Se41s Tme+1 ) Where s, is the state at t, a,. € a, and
ap ¢ € a, are the system and user actions taken in s;, Sy, is the new state the agents
perceive after they take the actions, 7,, .., reward the agent receives after it takes the
action.

. a
For given s, a,, and s', P,o" can be calculated as

am _ |the system agent takes an, in s and enters s’
pom = ®)

|the system agent takes ay, in a|

where operator | | denotes “counting the times”. Re™ can be calculated as



Learning Teaching in Teaching 195

reward the system agent received after
Ram _ it takes ap, in s and enters s’ (9)
sst |the agent takes ay, in s and enters s'|

In (8) and (9), the counts and sum are calculated from the training data. Once PS‘;I”
and R2™ are calculated from the tuples of (s, @y, ap, S, i, 1), V™ and Q™m are
initialized and so is m,,. The policy is ready to choose actions for the system agent to
take. The policy is then updated after the agent has started to interact with the user.

5.3  Policy Improvement Method

In the process of tutoring, the agent records the actual user actions and system actions
for policy improvement. The recorded actions (raw data) are a sequence of tuples:

(51; Am,1, Ap,1s 52)1 (52' Am,2, An,2, SS)' (Si' Am,ir An,is Si+1) (10)

In a tuple, for example (S;, G i, GnirSiv1), S; is the “current” state, a,,; and ay;
are the actual actions taken in s;, and s;,, is the “next” state. Based on the recorded
raw data, we generate the data used for improving . The data are sequences of up-
dating tuples.

Each updating tuple has a reward. We define reward function p(s, a,,, ay,s') for
assigning the reward. The parameters are all from the same raw tuple. That is, s is the
current state, a,, and a, are system and user actions taken in s, and s’ is the next
state after a,, and a;, are taken.

r'if a,, is accepted by ay, in s, and leads to s’
r""if a,is rejected by ayin s, and leads to s’

pm = { (11)
where 1’ and r'"are two scalar values satisfying ' > r"". (We choose ' = 2 and
r" =1 in our experiments.)

After the sequence of updating tuples is created, probabilities P%, and expected
rewards R, are updated by using the data. Then a policy iteration process [6] is
executed on the updating tuples to update V7™ (s), and thus improve , in order that
could guide the system agent to choose actions that are better accepted by the user.

6 Implementation and Experiments

We developed an experimental system, which consists of three modules responsible
for tutoring, speech recognition, and input understanding. The latter two are not dis-
cussed in this paper. The module for tutoring implements the RL algorithm. Besides
tutoring, it is also responsible for improving the tutoring strategy.

The experiments were conducted with 14 students who had different levels of
knowledge about the subject. The system teaches a student as a time. The order for
choosing the students was random. Each student interacted with the system for about
45 minutes, asking about 65 questions. The system responded to every question.

In evaluating the performance in choosing responses, the performance parameter is
the times that the student “rejected” the system actions. It can be observed that at the
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beginning the numbers of rejections were about half of the student questions, and it
decreased to less than one third. Statistical analysis has indicated that with the system
teaches more students, less and less answers were rejected. This implies that the sys-
tem has learned better teaching skills when it taught students.

7 Summary

The novelty of our technique includes its definition of states based on the important
concepts in the subject, and online learning optimal teaching strategy. Our state defi-
nition is different from those in the existing work, in which states are commonly de-
fined by a number of “features”, such as correctness, certainty, concept repetition,
frustration, percent correct, etc [7]. Our definition depicts the system's knowledge
about the student's studying states. It has the advantages: A state defined by a state
expression is Markovian. This property makes the state definition suitable for RL.
Also, in tutoring a student, information about what the student understands is essential
in choosing a response. Also, our technique is characterized by online learning.

Intelligent tutoring is an appealing education approach. However, its current appli-
cation has been limited by challenging tasks in building practical ITSs. Our technique
may contribute to wider application of ITSs in future education.
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Abstract. Playing game in a computer is always fascinating and entertaining.
But playing against a computer player is much more fun and challenging than a
human player. We have proposed a simple algorithm for playing a repeated
game named Alquerque in this paper. We show that by following this algorithm
it is proved that the game playing strategy tends to minimum loss and maxi-
mum win against the human. Our analysis is the evidence of minimax search
theorem and well-chosen combination of probability for solving this game. In
this paper we have developed an intelligent computer player successfully that
uses min-max search technique, strategy utility function which leads to win and
draw in the worst scenario for playing the ancient game Alquerque.

Keywords: Minimax, utility function.

1 Introduction

In the last century, researchers focused on designing and implementing games which
have artificial intelligence. Researchers also tried to implement game theoretic values
which represent a game in win, lost and drawn condition from the perspective of the
player who has to move first.

This paper is concerned about the problem of constructing a computer program for
which it will able to play Alquerque. Minimax, pruning techniques are used to build
the artificial intelligence of the machine to play like human, which can think rational-
ly and act according to the condition. In the last 20 years[2] significant steps have
been done to solve large number of games. Among these games, different types of
board games are in the leading portion where artificial intelligence has been applied in
a regular basis. In our paper, one human player will play against the computer. After
making one movement by the human player, our program will make a legal move by
analyzing the human’s turn and selects the best possible move which leads to win or
at least a drawn condition by our proposed algorithm. Our algorithm is based on the
basic principle of min-max strategy and pruning the sparse tree by its utility function,
leads to optimal solution for each and every step.

The paper is organized as follows. Section 2 describes the background information
and related work of the games and the rules to play this game rationally. Section 3

* Corresponding author.

James J. (Jong Hyuk) Park et al. (eds.), Future Information Technology, 197
Lecture Notes in Electrical Engineering 276,
DOI: 10.1007/978-3-642-40861-8_30, © Springer-Verlag Berlin Heidelberg 2014



198 1. Ahmed et al.

introduces our different types of searching strategies which leads to win or at least a
drawn. Section 4 depicts our result section where different types of comparison are
done according to different conditions.

2 Background and Related Work

Alquerque is a strategy based two players board game and is thought to be originated
from the ancient Middle East around 3,000 years ago[l]. This game is originally
known as Quirkat and it’s believed to establish its current name during the Moorish
reign of Spain. We will explain the rules of playing Alquerque bellow. The aim of the
game is to capture opponent pieces. If one player captures the opponent player’s all
pieces, then he will win and lose vice versa. The game is drawn if neither player wins
or loses.

Alquerque board consists of lines and intersections. The lines represent among
which one piece can move through it during the game. There are different types of
intersections. Someone has at most 5 connections to go though. On the other hand,
someone has only three paths remaining. One piece can move horizontally, vertically
or diagonally to its adjacent intersection. When the board was first arranged there are
twelve pieces of each individual player. The black circle represents Computer player
and the white circle represents the human player. The middle intersection is kept emp-
ty when the game is started.

The game is played by turns. Finishing the first players turn, the second player is
allowed to make turn and vice versa. There are two kinds of moves which are con-
sisted of capturing and non-capturing moves. The white piece which represents the
human player pieces are allowed to turn his player first. Each piece can only move to
the adjacent intersections except the backyard. In the non-capturing move a piece can
move its adjacent empty intersection point whereas the capturing move, a piece can
capture opponent piece by jumping over an opposite piece and keep doing unless
there is no other capturing move. But these capturing moves are not mandatory which
means this movement is fully optional. The goal of this game is to eliminate the op-
ponent’s pieces.

This game will be played as long as the opponent pieces are completely removed.
The player who first removes opponent’s entire pieces wins the game. The game will
be drawn if none can able to win. This is achieved by the repetition of the same posi-
tion with the same player to move.

3 Our Proposed Searching Strategy

The min-max algorithm is applied here for playing Alquerque with a computer
against human. It is possible to know from a certain point, what are the next available
moves. It means that the details information is available from a given point. So every
player knows everything about the possible moves of himself and the opposite. At the
beginning we construct the search tree which is required to represent searches. From a
certain node in the search tree, the branches are constructed until no more decisions
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are possible[4]. The computer player receives the maximum value of its children
where as the human player selects minimum value[2, 3]. So, the computer player tries
to select the move with the highest value whereas human player selects the move with
the lowest value.

3.1 The Game Engine and Calculating the Best Move

In the core process there is a while loop, where the turns are altered one by one. In-
itially the turn goes for human and after successful movement the chance of move-
ment is handled to computer. The loop will be continued unless the there is no win
condition or drawn condition. This game engine algorithm is depicted on the algo-
rithm 1. Initially there is a 5 x 5 matrix is given[1] and 12 pieces of each player is
organized on the board. Whenever a successful movement is done by a human then
the turn goes to computer, analyzing each and every pieces of computer it selects the
best move by which it executes its turn. So for each of the pieces of computer there is
a value which is obtained by the function calculateBestMove and the computer selects
the value which has the lowest one.

Algorithm 1. Game Engine Algorithm 2. calculateBestMove
Let the board is 5x5, computer’s pieces
‘C’, human’s piece ‘H’. Input: player P, Board B,

position Pos
1. actP=human&&oppP=Comp Output: Solution to best-

2 while (game continue)do Move

3. if P = human then 1. attPaths=findAttPath ()

4 {from, to, inter} = 2. bestAttPaths = ¢
getActfromHuman 3. for all attPaths

5. Board[from] = empty; 4. if attPaths=
Board(to] = 'H' ; WIN_VALUE then

6. if action = canMove 5 return attPath
then Board[inter] = ¢ 6. else

;' el;e e 7. attPath+= f£indOp-

: or ctC pAtt (oppP, B)
9. calBestMove (pos, B)

8.1f P=human then
return min (bestAttPaths)
11. else

12.  hctiveP = CP; oppP = tempP; return max (bestAttPaths)
13. if canNotMove break;

10.executeBestMove () ;
11. tempP = activeP

To interpret Algorithm 2, assume the 5 x 5 board is organized by the pieces of hu-
man and computer. Assume the piece on (i, j) on the board, from where we have to
make choice a movement. This algorithm guides to choose the best movement among
several possible choices, calculating proper utility value. At the beginning, the possi-
ble attacking paths are calculated. If there is any winning condition, then it returns
that movement as the best one. Otherwise it returns the path which has lowest utility
value when the player is human and maximum for the vice versa.
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3.2  Possible Attacking Paths and Finding Opponent Attack

Finding proper attacking paths from a give point, this algorithm generates the possible
paths. As we are already acknowledged that for removing an opponent piece the re-
ward value is +1, for successful movement without removing any piece it simply
added nothing with its reward value whereas killing attack [attacking paths] always
add +1 with its reward value. In our proposed finding attacking path algorithm we
only recurs the same procedure when it successfully removes opponent piece.

For a successful movement our proposed technique also examines whether its fu-
ture outcome is relatively better than the current one. After examining the all possible
attacking paths, it finds any winning condition then it returns the negative
WIN_VALUE when player is human and positive WIN_VALUE vice versa[4]. Here
the WIN_VALUE is a constant one and can’t be changed during the program execu-
tion. But when this win condition is not satisfied it only returns the negative value of
the lowest attacking path cost whereas the largest attacking path cost for human. This
path cost means how many opponent pieces are occupied instead of itself.

Algorithm 3. findA ttackingPaths Algorithm 4. findOpponentAttack
Input: player P, Board B, input: player P, Board B
position Pos output: total opp attack
output: all possible at- 1. attPaths = empty

tPath from current Pos 2. for cp € P

1. if (!revAttack) then 3. attackingPaths += cal-
2. if moveOnlyAttack culateBestMove (P, B, pos)

3. {from, to}=getAction | 4. for all attackingPaths
4. add attPath 5. if attackingPath.value
5. end if = WIN_VALUE then

6. else if kilAttack then | 6. if player=human then
7. {from, to, interme- 7. return -WIN_VALUE
diate}= getAction 8. else

8. attPath.value++ 9. return WIN_VALUE
9. add attPath 10. end if

10. findAttPaths (oppo- 11. if player=human then
nentPlayer, Board, to) 12. return min (attPath)
11. end if 14. else

12. return attPaths 15. return max(attPath)

These values depend on the utility function which started from the root node to its
leaf nodes. For a single movement with occupying one opponent piece by computer, it
adds +1 with its utility value and -1 for vice versa. But the movement without occupy-
ing any piece doesn’t add any value. There are four different approaches to occupy
opponent pieces. Here in 2A cell the black piece represents the computer player. It
has two different approaches which produce four different movements to take over
the control of the game.
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Approach 1: Jumping over to cell 2C, it occupies one opponent piece. By this ap-
proach the utility function produces +1.

Approach 2: Jumping over to co-ordinate 4A then to 4C and again to 4E it occupies
three opponent pieces. Then it doesn’t find anything to occupy and thus it’s stopped.
But then the following step, the human player which is in 4E cell, can occupy 4E cell
piece by jumping to 3E. So by this approach the utility function produces +1+1+1-1=
2. So by selecting the first attacking path, second path, third path, fourth path which
produces +1, second path +1, third path ~-WIN_VALUE, fourth path —-WIN_VALUE
accordingly; whereas the traditional function produces +1+1-1= 1 and +1+1+1-1=2
for third and forth attacking path. If we would select the last attacking path that
should be the lose condition.
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Fig. 1. Explaining a sample move for Computer turn

By typical utility function would consider the second approach as its value is
greater than the first one. But it would be defeated by the opponent player by remov-
ing the only piece from cell from 5E to 3E. But we have considered this option in our
proposed utility function that whenever it is going to lose by any movement that
movement is never considered. In the traditional approach if we consider the follow-
ing the figure.
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4 Results and Discussion

All the experiments are performed in 5 x 5 cell standard environment. Our game has
been played against 30 human and collected different data on different strategies. We
have tested the algorithm in different depth level of the explored tree and noted the
performance metric in terms of moves. Figure 2(a) describes the number of moves to
win this game according to their depth level. As we notice that increasing the depth of
the tree for a certain move condition, decreases the number steps to win the game.
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£ — Ea et
E 20 230
£ 10 €20 /
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Depth of iree o 1 2 3 4 5 é 7 8
Depth of the tree

Fig. 2. (a). Avg num of moves VS Depth of the tree (b). Relation between winning rate (%) and
depth of the tree

For a certain move condition if we analyze the data in recursive way that which
move will predict good result among numerous ways, then it produces good result and
output more winning ration. Figure 2(b) has depicts that by increasing the depth level
of tree increases the probability of winning. We can also say alternatively that the
ratio of winning percentage is proportional to the depth of tree headings.

Table 1. Comparison among difference procedures of playing game Alquerque

1 Depth length | Normal Rec way | Our algorithm
matrix # of moves(avg) 60 45 27
Winning ratio (%) 20 70 90
Avg. time (in nano sec) 539105 1048285 832106
Completeness[find att.paths.] | No Yes Yes

Finally, we have compared among three different procedures in table 1. In our pro-
posed algorithm we have already mentioned that we use minimax algorithm with
pruning which outputs better performance than the other procedures. These are clear
evidence that our algorithm tends to win with minimum number of moves with 27
whereas considering the current state evaluation needs 60 moves to win. Our pro-
posed algorithm also pictures the winning ratio is quite high 90% than the other ap-
proaches. The average time requires for an every move are 539105, 1048285 and
832106 for first, second and our procedure accordingly. This time is recorded in an
Intel Core™ i5 Processor and the simulation is done by Java. We can also estimate
that the completeness of our algorithm is true.
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Abstract. Rendering of natural scenes has been widely discussed by many re-
searchers for a long time due to its numerous applications. But still the main
challenge is complexity in geometry and memory unavailability in current
hardware platforms. Natural scenes from real world contain a huge number of
small details that are hard to model, take a lot of time to render and require a
huge amount of memory. We address this problem by following the principle of
self similarity or fractal geometry in the natural scenes. For evaluating the fea-
sibility of fractal based image rendering in different dimensions, we have first
considered the 2D structure, Mandelbrot set that has gained wide recognition
both in mathematical and graphical domains because of its appeal and complex
structure. In our work, we have examined the serial algorithm of this set and
devised a parallel algorithm for the implementation on a massive parallel graph-
ics processing unit (GPU) using the computer unified device architecture
(CUDA) programming model. We have also extended our approach from 2D
structure like Mandelbrot set to 3D real world example of terrain rendering.
Performance is evaluated in terms of execution time and observed that a parallel
implementation of the method on a GeForce GTS 450 GPU is on an average 2X
times faster than its sequential implementation.

Keywords: Fractal, Mandelbrot set, Terrain rendering, Parallel computing.

1 Introduction

Recent technological possibilities of hardware platforms are replacing the manual
work done in many modeling and rendering applications. Rendering of natural scenes
is used in many applications including game content creation, cartography, video
games, flight simulators, advertising etc. Nowadays, computer generated models are
becoming more and more realistic with the improvement in computer hardware. The
goal of our work is to create natural scenes that are very similar in appearance like
trees, leaves, mountain range and many more. The main challenge is complexity in
geometry and memory unavailability in current computers. Overcoming this complex-
ity has been a challenging problem for many years. Therefore we follow the principle
of self similarity [1] to model our natural fractal examples. This self-similarity is
represented in the Fig. 1, using real world examples of tree and leaves. Fast rendering
is another challenge that has to be solved due to the increasing demand for natural and
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Fig. 1. Dynamic Modeling of natural scenes (a) Fractal based tree modeling (b) Fractal based
leaf modeling

realistic rendering. Indeed, the targeted goal is to create images that are similar to
what the viewer can see in real life with his/her eyes. The aim of this paper is to
achieve visually convincing real time rendering of natural scenes using the principle
of self similarity and to evaluate the feasibility of GPU for fractal based graphical
rendering applications. In order to evaluate the GPU acceleration over CPU, we have
considered the 2D structure, Mandelbrot set that has gained wide recognition both in
mathematical and graphical domains because of its appeal and complex structure. We
have also extended our work to 3D real world example of terrain rendering.

2 Related Works

In contrast to the human made objects, the natural objects are more irregularly shaped.
Also, natural scenes exhibit self similarity across different spatial scales. Some re-
searchers consider surface modeling and rendering as an optimization problem and
suggested solutions through relaxation methods. For example, Grimson [2] suggested
that given a set of scattered depth constraints, the surface that best fits the constraints
passes through the known points exactly and minimizes the quadratic variation of the
surface. He employed a gradient descent method to find such a surface. Extending this
approach to use multi-resolution computation, Terzopoulos [3] proposed a method to
minimize the discrete potential energy functional associated with the surface. In this
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formulation, known depth and/or orientation constraints contribute as spring potential
energy terms. Poggio et al. [4] reformulated these approaches in the context of regula-
rization. Recently many image based modeling and rendering (IBMR) techniques are
developed for terrain visualization [5]. The FlyAway system [6] uses a mipmap ap-
proach for a single, memory resident texture. The clipmap [7] provides a hardware
supported method to handle extremely large textures. There are some shape grammar
based methods for terrain rendering that uses context-sensitive rules[8]. CityEngine
[9] is a well known commercial product based on shape grammar. Other terrain visua-
lization approaches are limited with respect to the large texture data. Fast rendering is
another challenge for fractal based image rendering. Issac K.Gang et al. [10] describe
the parallel implementation and analysis of Mandelbrot set construction. They devised
a parallel algorithm and implemented it using Message Passing Interface (MPI). In
our work, we are focusing on terrain modeling using the self similarity principle from
Mandelbrot set and devise a parallel algorithm on GPU using CUDA programming
model.

3 Mandelbrot Set

The Mandelbrot set [11] is a fractal that has a very simple recursive definition (1):
Mz{ce C:ZO=c,Zn+1=an+c,sup|Z”|<oo} (1)
neN

It is considered as a set of all complex numbers which do not tend to infinity when
computing z,,;. When computing the Mandelbrot set, one uses the fact that ¢ belongs
to M if and only if lz,l < 2 for all 7 >0 . To demonstrate the potential for high-
performance parallel computation on the GPU, we choose to implement the Mandel-
brot set based on fractal rendering. First, the algorithm was implemented on CPU to
verify the process flow using single-thread. Mandelbrot set rendering uses IFS (Ite-
rated Function System) , a method of constructing fractals; the resulting fractals are
always self-similar. The typical process of generating a 2D IFS fractal involves select-
ing a two-input, two-output function at random and applying it to a point in the (X,Y )
plane, plotting the result, and repeating the process. To represent the IFS function, we
used the affine transformation, for representing 2D transformation. This transform can
be represented by a transformation matrix (2):

, X
{X}z{a b C:|Y @)
Y d e f |

where X'=aX+bY+c , Y =dX +eY +f
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Fig. 2. Experimental results of Mandelbrot set color variations with increase in iterations. Left
image shows the implementation in CPU and right image shows the implementation in GPU.

Finding the values of a,b,c,d,e and f, along with appropriate bounds on a window of
X and Y is a time consuming process for CPU. We used the GPU implementation to
reduce the time. The image is colored by the number of times a pixel is hit. Our aim is
to draw the fractal by using two threads, one for each half of the drawing area. The
method computes the fractal given a region in the complex plane. The implemented
algorithm subdivides the complex plane into two regions and performs the classic
Mandelbrot algorithm on each of them. Pixels are independent of each other and there
is no writing to the same memory location. Color smoothing effect is necessary in
order to provide an aesthetic feel to the rendered image. Coloring of exterior Mandel-
brot set can be done using approaches based on continuous coloring, smooth color
gradient or fractional iterations. In our method we used Normalized Iteration Count
algorithm [12], which provides a smooth transition of colors between iterations. In the
GPU implementation, there are dependencies between successive iterations of the
algorithm. We used a strategy known as dependency relaxation to run as many itera-
tions as possible concurrently with an insignificant accuracy loss. This strategy utiliz-
es the computing power of parallel hardware more efficiently to achieve significant
performance gain.
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Fig. 3. (a) CPU vs GPU execution time with increase in number of iterations (b) GPU accelea-
ration with increase in iterations

4 Terrain Rendering

The above study on Mandelbrot set can be extended to the creation of dynamic frac-
tals. The whole universe is represented by dynamic topologically equivalent basic
shapes of different scales. If the 2D structure is extended to 3D [13] then the expan-
sion of the unifying interaction in two dense regions keeps them apart creating a less
dense structure which is seen as void space between them. If we look closely at the
Mandelbrot set, we can see that the tiny internal structures resemble the main Man-
delbrot set. Therefore we follow the principle of self similarity to model our natural
fractal examples. First, we generate a coarse, initial model. Then we recursively add
additional random details that mimic the whole structure. The brief explanation of
modeling mountain landscape is explained in this section. First we start with a grid of
four points defining the corners. We then specify four random values that define
heights at these points and scale the heights by a scaling factor ‘s’. Then we divide the
grid into 6 triangles. We further divide each triangle into three new triangles. This
defines three new points around the original triangle and also a point in the centre of
it. Next we calculate the average of the heights of two neighboring corners and then
add a random value. This random value is normally distributed and scaled by a factor
‘S, related to the original scale factor ‘S’. We continue this procedure till we get a
continuous fractal landscape which is given by equation (3) :

1)H/2

s, =(=)"""s
n (2 (3)

where ‘H’ defines the smoothness of the landscape. This sequential approach can be
applied to many application domains like 3D games, medical domain, film industry
and 3D digital imaging. But the most challenging problem is fast rendering. We have
proposed a parallel approach to generate terrain geometry in the background while
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rendering takes place in the foreground. The solution is to use two threads. The main
thread will render and update the terrain blocks and a worker thread will generate the
geometry. But multithreading is very complex to synchronize efficiently. Solution to
this is to use mutexes. Mutual exclusion objects are synchronization objects whose
state is set to signaled when it is not owned by any thread and non signaled when it is
owned. Thus mutexes can be used to schedule the threads. The thread which acquires
the mutex will be executed whereas the other thread needs to wait until the execution
is terminated. Our approach uses two mutexes, one for each thread. This can avoid the
problem of infinite waiting due to mutex locking and unlocking in case of using only
one mutex. So in our approach when the worker thread is generating the geometry,
the main thread will be rendering and updating the terrain blocks, and no wait condi-
tions would occur. Terrain texturing is implemented without a blend map by using
multi-texturing blend operation as proposed by [14]. This approach provides reasona-
ble blending for higher altitude scenes which lack finer level of detail due to the
height of user viewpoint. However, there may be some level of inaccuracy due to the
split calculations among physical processing units. But, if the scene rendered is
aesthetically pleasing, then some inaccuracy in the operation may be acceptable.

5 Result Analysis

In the previous sections, we explained the implementation details of Mandelbrot set
and its extension to real world terrain rendering. We will now briefly verify our
results using some screenshots and images generated by both serial and parallel pro-
grams. Performance is evaluated in terms of execution time and overall GPU accele-
ration over CPU. The experimental results of Mandelbrot set are shown in Fig 2.
The left side shows the implementation in CPU and right side shows the implementa-
tion in GPU. The terrain rendering application was evaluated based on the rendering
time with increase in complexity of geometry. As the geometrical complexity increas-
es, the rendering time also increases in sequential processing. The experimental
results of GPU based parallel terrain rendering are shown in the Fig. 4. The perfor-
mance shows that parallel computing for fractal based image rendering is 2X times
faster than its sequential implementation. Fig. 5 shows the simulation of light effects
on the terrain rendering at different time of the day and night. It should be noted that
in fractal image rendering applications, the actual rendering is always done by the
CPU and the GPU performs a secondary mechanism to speed up the computations
involved in creating the geometry. The speedup and performance graph in Fig. 3 and
Fig. 4 illustrate this fact graphically. After working with this problem, we are con-
vinced that it is a good problem to parallelize. The main limiting factor for scaling
this problem to larger problems is memory. For example, to generate larger size
images, say 10,000 X 10,000 pixel image, over S00MB of memory is needed.
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Fig. 5. Fractal based terrain rendering with varying lighting conditions

6 Conclusion

In this paper, we have discussed a hardware accelerated technique to increase the
speed of computation in fractal based graphical rendering in both 2D and 3D dimen-
sions. Our work can be extended to using fractals in many forms to create realistic
fractal images of natural scenes like clouds, huge mountain ranges, coastlines and so
on. This paper also opens new dimension to natural scene modeling, allowing us to
mathematically define our environment with more accuracy than before. We have
described the Mandelbrot set, which is a fractal and extended our approach to terrain
rendering. We also discussed our implementation in both serial and parallel
algorithms. We analyzed the performance and verified the results. As future
work, we plan to consider this problem in a larger scale and improve our current
implementation.
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Abstract. Today, we can easily find game arts on media facade using a huge
screen. There are many issues media artists should consider, such as publicity,
theory of games, characteristics of the audience, spatiality, and etc. We will ex-
amine the impact of media facade work on the convergence of games and game
characteristics with large-screen public art. This research and review will con-
tribute for artists to make a large screen based media facade game that attract
public efficiently.

Keywords: media facade, big screen game, public game, experimental game.

1 Introduction

Media fagade created by digital LED walls or projection mapping process is an effec-
tive medium for delivering artist’s ideas to general viewers. Many media artists like to
use media facade since it is such a useful tool to deliver messages to the public. Like
other installation pieces which aim to facilitate interactions, various contents on huge
screens tend to adopt games in order to pull users into the content. However, it is not
easy for artists who do not fully understand games to create content that leverages
advantages of a supersized screen. This paper explores various topics on games and
media facade in which a lot of media artists are interested. Also it reviews detailed
information that could improve the quality of artwork. Moreover, this study aims to
consider phenomenon that occurred where games and media facade meet.

2 Public Art and Interactive Games

In public art and games focusing on interaction realm, data on the media facade tech-
nology and games using media facade are abundant. The data could be reviewed to
study origins of big screen games of today.

2.1 Public Art

Public art is a domain to categorize all installation works located in places everyone
can unlimitedly reach, no matter which medium was chosen for the work. In other
words, the most important feature of public art that make it different is its site: a site
where the public can easily reach. The main factor to distinguish the site is its visitors,
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and it’s the visitors to characterize the place. Therefore, through understanding of the
site and its visitors, user experience diversity could be predicted.

Public art often features artworks by artist groups or collaborations in attempt to
lure more visitors. Art installations for specific events which were set temporarily are
also common. These temporary art installations are divided into two: installations for
authorized events and installations unauthorized events. Graffiti artists, for instance,
usually keep a record of their works because graffiti is publicly unaccepted in many
cultures so that graffiti artworks are often one-off. With the advance of the Internet,
there is a new tendency to archive records of temporary art installations on websites.

Another characteristic of public art is that it needs cooperation of related district
authorities. Of course there are some exceptions such as guerrilla graffiti art that inhe-
rently challenges authorities or performances such as flash mob that appear for a rela-
tively short time. However, in general, public art mostly follow government rules or
are affected by the government encouragement policies. For example, there is ‘Per-
cent for Art’ act. This program requires that funding for public art be part of a con-
struction budget.

Media facade is an art form using a medium that was unexpected in traditional
public art. Traditional public art used to be limited to wall paintings or installations
along with architecture. However, as media have diversified, these traditional limita-
tions have faced radical changes. The fact that Korea changed the legal term ‘art de-
coration’ to ‘artwork’ in the Culture and Arts Promotion Act reflects this new flow of
change.

Media facade is naturally labeled as public art since it uses architectural surfaces as
its canvas. Therefore, media facade has to follow rules of public art, predict public
experiences, and consider its value as a landmark. Especially LED architectural light-
ing designs such as Seoul Square in Seoul, Port authority in New York, and Graz Art
Museum in Austria (Fig. 1) need to consider their public art aspects from the their
architectural design stage.

Above all, what makes public art different from other artworks in museums is its
viewers. Public art is open to the general public whereas museum visitors voluntarily

Fig. 1. Kunsthaus Graz
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come to museums intending to appreciate artworks. In this sense, media fagade could
be a very good example of public art. Audience of public art is the general public and
they have lower motivations compared to handful of museum visitors with higher
motivations. Therefore, some aspects of media facade overlap with those of commer-
cially motivated popular arts.

2.2  Interactive art and Game Art

When it comes to games, it is important to consider aspects such as sports competition
and game immersion, but direct interactions are seldom considered seriously. In fact,
interactive art and games do not necessarily need computers. The reason we think of
computers when we talk about interactive art and games is that the interaction com-
puters could provide is much more immense than ever before. Interaction, which is
considered as one of the most essential aspects of games these days, is in fact has
been on the rise only after the advance of the computer technology.

Games in interactive art also reflect characteristics of computer games. It has not
only unique characteristics of game including rule-following, competition in con-
strained environments, and victory of defeat, but characteristics of computers such as
automated interaction. Attempts to apply game formats including game art or video
game art to public art realm have resulted in alternative reality games using actual city
spaces as game stages. Urban Vibe: The Art of Playing City by Art Center Nabi,
Seoul could be a good example. Game aspects in these works do not appear clearly.
They focus more on sharing group experiences rather than competition or outcomes.

What media art and game have in common is ‘interaction’. Interaction is a big part
in both of them. Media art and games have definite similarities but it is still not easy
to combine them properly and create satisfactory outcomes. Moreover, when it comes
to the games that use large screens such as media fagade, there are more to consider
since they limit subjects of interaction to a fraction of their audience.

2.3  Experiments on Games

Convergence of art and game is not only for the artists who try to extend their territo-
ry and seek creative changes. The fact that “The Night Journey’, which is created
based on video artist Bill Viola’s work, took the prize at the Independent Game Fes-
tival, and Hush won the Better Game Contest suggests, un-commercial and subjective
game design of independent experimental games help games to expand their realms.
However, user reactions to such games are quite different from experts’ opinion. Like
critiques to ‘The Night Journey’ show, users do not approve of experimental games
while experts think highly of their challenge. Un-commercial games do exist, but the
question here is that is it appropriate to call them ‘games’ when most users do not
empathize with them? Experimental games seem to sacrifice the essence of game
itself to be in the realm of art.

Games using media fagade look similar to experimental games in a sense. Howev-
er, despite appearances to the contrary, big screen projects which have been imple-
mented so far have excluded experimentation, and focused on classic game content.
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That is because the big screen of media fagade has its advantages and disadvantages:
games are exposed to the general public so it has an extreme learning curve. As a
result, the convergence of game and media fagade causes suppression of an experi-
mental mind, which is different than expected.

3 Issues of Media Facade Game

3.1 Goal Setting Issue

Academic and business views of the definition of game differ from one another since
they have different angles for game categorization. For example, Johan Huizinga, as a
historian and cultural theorist, defines game as something that has a significant func-
tion with a cultural quality. On the contrary, game of today is interpreted in a narrow
sense due to the market that emphasizes computer games. Various games including
board games and sports games exist in the market but it is difficult to find a definition
to include all of them (Table 1).

Table 1. Varies definitions of game

Definition
“form of art in which participants, termed players make decisions to

manage resources through game tokens in the pursuit of a goal”
(by Greg Costikyan [13])

“context with rules among adversaries trying to win objectives”

(by Clark C. Abt [14])

“exercise of voluntary control systems, where contest between powers,
confined by rules to produce a disequilibrial outcome”

(by Elliot Avedon & Brian Sutton-smith[15])

“system that players engage in artificial conflict defined by rules that
results in quantifiable outcome”

(by Katie Salen & Eric Zimmerman [16])

Nevertheless, various expert opinions on the definition of game have essential as-
pects in common. First, games have to have an objective (goal, win, competition).
Second, games have to have a rule (resource). Media facade games also have their
goals. Setting a rule and forcing a wanted behavior are essential aspects of game
whether they are for breaking user’s own record or for competing with other players.
However, media facade games often do not have clear objectives, so it is sometimes
hard to distinguish play from game. Not only media fagcade games but other media
artworks adopting game aspects in an art-centric way show a similar tendency.

This ironic phenomenon has arisen since game designers’ definition and objective
could be different from actual game players’ goal and expectation. It is the artists, not
commercial game producers, who use media fagade as a tool of expressing their art
philosophy. From the outside, it seems like people enjoying and playing interaction
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are the subject of the work of media art. However, to media artists, participants are
more like just materials for the work rather than designer’s fundamental goal. Artist-
centered view like this could boil down to loss of game play by using games only as
materials for art, which might disturb general user’s game immersion.

3.2  Ambiguous Competition Issue

Artists who see users as materials for the performance do not think it is necessary to
design a setting for competition. However, settings which are designed to facilitate
competition are obviously necessary. Media artists do not consider these competition
settings including the best score or competition among 3 or more people very serious-
ly. Deciding winners and losers is crucial to encourage user immersion. Nevertheless
there are a few problems for media art following the rules of ordinary games. First,
there is no clear distinction between win or lose in public art which is designed for
playing itself. Second, random users from the general public do not necessarily have
the strong will for winning. Third, resources for example playing time are limited .

3.3 Game Watching Issue

One of the most distinctive characteristics of media facade is that only a fraction of its
viewers experience interaction. It is like watching a sports game. Viewers do not ac-
tually play the game, but their flow level of sports game is high. Mass media such as
televisions broadcast the games to the public, and viewers identify themselves with
the players of the team they are cheering. This game watching is another form of clas-
sic one-way entertainments such as a play except the competition and rules and objec-
tives. This form of game watching has been common starting from arcade games such
as Gallaga (Namco, 1981) and Xevious (Namco, 1982) to Virtual Fighter (SEGA,
1993). It has evolved into enthusiastic cheering via broadcasting for Starcraft (BLliz-
zard, 1998). This game watching tends to fall into the category of the traditional
artwork-viewer relationship that media art has pursued rather than user’s direct partic-
ipation in game competition. Therefore, games are designed for viewers rather than
for actual participants.

4 Conclusion

In general, even multi-user games are played on personalized screens. In other words,
when users play general games, they face their own virtual world. However, media
facade uses only one big screen that everyone could watch, which means non-
participants are also forced to partially experience the game. Media fagade in big
cities especially need to be more cautious because forcing the public to put through
unwanted experiences is like pollution to them. Majority of public could plunge
into confusion when they unwillingly face so called game aspects such as reward or
competition.
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Game has various qualities hard to categorize according to one point of view. Me-
dia facade might not be the best medium to provide users ordinary game experiences
such as challenge and purification while users solve problems and follow rules. Many
artists who do not fully understand the advantage of game have proposed to restruc-
ture simple old games such as Pong and Break Out. Also, game designs efficiently
using media fagade and fully taking advantage of this efficient medium are hard to
find. Previous game designs or media art designs have not considered various view-
ers, big screen, city environment, and interaction issues. However, careful considera-
tion should be given to the issues above in order to offer interesting experiences to
more viewers via big screen public games.
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Abstract. As English is the universal language used by international society
with immense interest, we ought to seek for more effective teaching method.
One way to reach such goal is to utilize a physical interactive game in teaching
English. A physical interactive game encourages the spontaneous activity
in learning without the psychological burden while promoting interest in Eng-
lish and basic usage of English. Also, physical movement interface can stimu-
late learners’ motivation while inducing positive response in interest and
immersion.

In this thesis, we will design interface using 3D depth camera to produce a
physical interactive game for learning English of children by capturing the
movement of children and creating a gesture that will trigger children’s interest.
Also, we will create a physical interactive game environment high in user inte-
raction with the content and apply such method to introduce prototype of Eng-
lish learning game.

Keywords: Physical Interactive Game, Serious Game, Game Design.

1 Introduction

As international society grows, English became the universal language. Along with
globalization, English gained lot of attention and influenced ethnicity, generation and
even cultural aspects. The importance of English education became high resulting in
learning age to be even lower and therefore, more effective English learning method
at young age is in demand.[1]

A physical interactive game environment can offer enjoyable, interesting learning
aspect as well as motivation to children learning English.[2] Children will use physi-
cal movement not only as the spontaneous activity in learning English but also as
getting instantaneous feedback from the system while allowing subconscious learning
afterwards. Therefore, such method of learning English can increase the learning
efficiency.

In recent years, there were numerous researches on motion recognition such as us-
ing motion sensor to control television and game consoles but there have been
only few researches that were actually related to games for education purpose.[3]
Hence, more researches on utilizing physical activity data in modeling educational
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environment and physical activity games focused on children who have relatively
higher exercise level compared to adults.[4] These researches can promote user par-
ticipation and produce prototype for sensible educational games that are interesting
for children.

In this paper, we will use 3D depth camera to produce a physical interactive game
for learning English of children prototype allowing children to have movement free-
dom in virtual game environment while establishing interest and fun gesture in games.
Also, we will design interface contemplating children’s thought process and move-
ment and create a physical interactive game environment high in user interaction with
the content to increase learning efficiency.

2 Related Work

Guan-Feng He(2012) suggested motion sensor based alzheimer's prevention game
design establishing specific gesture for alzheimer’s preventing calculation game and
movement of character in memory games.[5] Suggested movements replace up,
down, left, and right keys on keyboard. However, such gestures are complicated to
learn naturally considering the age of users.

Connsynn Chye(2012) designed motion sensor based martial arts game for begin-
ners to correct and teach posture allowing users to imitate proper posture.[6] It ex-
tracts specific points from geometrical data from the motion sensor to recognize joint
points and calculate certain angle to again recognize joint points further ranging spe-
cific points to learn users movement by multiple feedbacks from above process.

3 The Proposed Method

3.1  Application of Natural Interface Design in Games

Serious game meant for children’s physical interaction needs to be suitable for child-
ren and has to use gestures in game that can be easily recognized by 3D depth camera.
Hence, such gestures have to be normal and familiar to children to promote children’s
participation and to prevent errors in motion recognition resulting in smooth play.
According to the research done by Kyung-Ok Lee(2012) and Hye-min Won(2011),
children had no problems in imitating simple gestures such as raising arm, moving to
the sides and jumping. However, children had difficulties in imitating gestures such as
spreading arms while jumping, sitting down and standing up, swimming, performing
and flying and those movements had low recognition by motion sensor as well.[4][7]

e Bra

(a)

Fig. 1. Children’s gesture applied in serious game (a)Body (b)Hand (c)Arm
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Therefore, we suggest gestures that uses whole body and easy to imitate which can
be obtained by using upper-body movement as well as hands and feet movement.
Figure 1 below shows example of such movement: moving to the right and left, mov-
ing hands to the right, left, up, down, front and back and raising arm overhead and
down. Such movements are easy to imitate and can be easily recognized. It does not
limit to specific movements and allows creative movement by using whole body to
increase interest level.[8]

To apply fixed movements, we use 3D depth camera to get user movement image
and depth data input. Then, we use api(application program interface) to capture users
body and skeleton information and further use such information to establish fixed
gesture from gesture library.

3D Depth $ APl > Gesture
Camera Library
[ M L=
| Image | | Skeleton | Body [:> Game Ul
{} Arm
| Depth Data | | Body |

Fig. 2. Applying fixed movements process to Game User Interface

Established gestures in games are used in virtual game environment after setting
position value process. Body gesture is calculated by change of x and y values in
torso determining right and left distance differences and apply distance differences to
user character to adjust the location of the user. Arm gesture uses location value of
arm and head to launch a missile when location value of arm is equal to the y value of
the head center. Lastly, hand gesture captures location of hand and calculates X, y and
z value to use menu function.

3.2  Visual Interface Design

Visual interface includes everything related to designing user friendly virtual expres-
sion while increasing interest level in user interface. This research focuses on two
specific interfaces which are menu construction method and game characters.

Game menu is simply composed of specific content of START, INFO and SCORE.
Such menu construction method can be clearly perceived by children.[9] After choos-
ing specific content from the menu, the picture of specific content changes to inform
user that he/she has chosen such content from the main menu. Such exploration step is
known to be liked by children.[10] By exploring simple content of the menu, children
cognize the game and satisfy their curiosity while immersing to the game.
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-

Fig. 3. Personified of Characters

Characters in game are not expressed as simple object but personified matter. Ac-
cording to the Paget’s theory of intellectual development, children between the ages
of 7 and 9 thinks human beings have created the nature and belies that every object
has an emotion and life.[11] Because user character literally reflects users’ actual
movement, character needs to apply children’s thought process as well as forming a
strong bond with children.

3.3 Interaction Design

Interaction means expression response as a result of an action to children. [12] User
utilizes movement to move character in game and confirms how ai character vanishes
in attempting an attack realizing the result of his/her movement in game. the level of
interaction increases even if user made wrong movement.[13] If user character
failed to avoid ai character in game, user character will lose life level in game. There-
fore, user will actively participate in game to avoid performing improper movement.
Such physical interactive system effectively increases learning immersion and
satisfaction.[14]

User can see his/her movement and result of specific movement in game. User can
identify real time feedback of movement by moving depth Image content to below the
game screen in starting the game. User can enjoy virtual reality by actually playing
the game as well as identifying Depth Image content.

el %

Fig. 4. Reflection of user’s movement in physical interaction system
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4 Result

Prototype game is about attacking ai character which contains specific words related
to user charter’s main theme. We used tree as main theme relating apple, leaf and
wood as specific words related to the theme referencing children’s English dictionary
CHANT CHANT.[15] Prototype game was manufactured for children’s ages between
7 and 9. we used a computer equipped with Intel i3 CPU 2.93Ghz, RAM4.00GB,
Nvidia GT240 graphics hardware. Resolution is 1024x768. 3D Depth Camera, Kinect
and application program interface by openni are expressed in java.

Fig. 5. Start page and play screen of prototype game

_ Solar Scramble Prototype Game

Genre Board Shooting
Ul Touch Gesture
Interface Repetitive type Open type
Game Method Creativity required Creativity and

originality required

Interaction Medium High
Fig. 6. Comparison between prototype game and solar scramble

Solar scramble suggested by Ashley R. Kelly(2010) is serious game meant for
children’s education method utilizing communications multi touch table display.[16]
Game is about recognizing start screen which consists of the orbits of planets and
further correcting planets in wrong orbital and names of planets on screen. solar
scramble requires creativity in game play interface but lacks in originality in terms of
UI which is repetitive in solar scramble.[17] Prototype game on the other hand re-
quires change of movements by physical interaction interface lacks repetitive process
while high in creativity and originality interaction compared to repetitive interface
game solar scramble.

5 Discussion

Development of interface reflecting children’s movement and thought process over
cramming process is necessary for children because they are at critical age where
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body balance and motor skill grow. It is possible to promote children’s interest and
further constructing learning game environment by physical interaction method.

Our research implemented a method to use educational game for fun while fulfil-
ling educational purpose during children’s developing period by using physical inte-
raction. We anticipate our research benefits further UI contents development based on
physical interaction focusing on children.
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Abstract. Detecting Sybil identities is important to operate a distributed system
without losing its openness property. Recently, OSN(Online Social Network)
based Sybil detection methods are proposed and an individual node can
determine whether other nodes are Sybil or not. However, since the probabilistic
properties of the previous methods, single verifier based Sybil detection may
suffer from the wide variance in the performance of detecting Sybil nodes. In
this paper, multi-verifier based Sybil detection method is proposed to mitigate
the variance. The proposed method selects honest verifiers from a social network
graph where honest and Sybil nodes are mixed. Then, the method determines
whether a node is Sybil or not by comparing the likelihood of acceptance of the
node and a given threshold. Through the extensive evaluation with the real-world
social network sample graph, the proposed multi-verifier based Sybil detection
outperforms the single verifier based Sybil detection in both aspects of accepting
honest nodes and suppressing Sybil nodes.

Keywords: Online Social Network, Sybil Detection, Trustness.

1 Introduction

In a distributed system, detecting Sybil identities is an important issue. Sybil identities
are fake identities belong to a malicious identity and exploited to obtain immoral
gains from the system or subvert the system. In a P2P system, many Sybil identities
join the system and they can gain the control of the system to hamper the operations
of the system [1]. These Sybil identities also threat the openness of distributed sys-
tems by making the resources of the systems untrustworthy. Another example can be
observed in a collaborative recommendation system. Many Sybil identities recom-
mend the fake assertion of a malicious identity, and let other identities trust the fake
assertion [2,3]. These malicious activities conducted by Sybil identities are called
Sybil attacks.

A traditional way to defend the Sybil attack is increasing the complexity of gene-
rating identities such as CAPTCHA [4]. Another way is using a centralized authority
which requires real-world identities such as social security numbers or credit card
numbers. However, these approaches require expensive costs and cause another
threats such as leaking the critical information of real identities to malicious identities.
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Recently, OSN based Sybil detection methods have been proposed [5,6]. They use
an online social network graph where the real world relationships are embedded. It is
assumed that the online social network graph is composed of an honest region where
honest identities reside and a Sybil region where Sybil identities reside, and these
methods rely on the property that there are a limited number of cuts between an hon-
est region and Sybil region. According to this, these methods let a single node in a
graph determine whether a node is Sybil or not by using a probabilistic measure such
random walks.

Generally, an individual node well determines whether a node is Sybil or not.
However, since the previous methods use a probabilistic measure and the detecting
process is conducted on each individual node, some nodes exhibit the misbehavior
such that a node may consider many honest nodes as Sybil nodes or it may accidently
accept many Sybil nodes as honest nodes. That is, there is wide variance in the per-
formance of detecting Sybil nodes by using a single verifier. Also, this wide variation
of the performance causes a new kind of threat such as focused Sybil attack to a tar-
geted honest node.

In this paper, the Sybil detection method using multiple verifiers is proposed to
eliminate this variance in the performance of detecting Sybil nodes. While previous
methods focused on that each individual node works as a single verifier, the proposed
method uses multiple nodes as multiple verifiers which are collaborated to determine
which node is Sybil or not. In a social network graph, multiple verifiers are selected
and each verifier conducts an OSN based Sybil detection method, SybilLimit [5] to
determine which node is Sybil or not. Based on the results of verifiers, each node in
the social network graph obtains a value of likelihood that a node is accepted by a
verifier. That is, the likelihood value of a node represents the likelihood that the node
is an honest (non-Sybil) node. This likelihood can be normalized into a value between
0 and 1, and it can be used for determining whether a node is Sybil or not.

In the proposed approach, there are two challenges: 1) how to choose verifiers and
2) how to set a threshold to determine whether a node is honest or not. To choose the
good verifiers, a few pre-trust nodes are used to gather a set of candidate nodes and
verifier nodes are randomly selected from the set. This selection method is required
because honest and Sybil nodes are mixed in a social network graph, and this careful
verifier selection prevents a Sybil node from being a verifier node. To find out a rea-
sonable threshold, the extensive evaluation with a sampled real-world social network
graph is conducted. According to the results of the evaluation, it is shown that using
multiple verifiers with a reasonable threshold accepts most of honest nodes and pre-
vents most of Sybil nodes from being accepted. Also, through the evaluation, it is
shown that the importance of choosing good verifiers to guarantee the performance of
detecting Sybil node by using multiple verifiers.

2 Multi-verifier Based Sybil Detection
2.1 Background and Assumption

A social network graph, G = (V,E), where |V| =N,V ={v,,v,,..,v,} and
|[E| =M, e;; € E = v; - vj, can be viewed as a single strongly connected compo-
nent. Each v; is a node corresponding to an identity. If a node is corresponding to an
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honest identity, it is called as an honest node. Otherwise, the node is called as a Sybil
node. In a social network graph, an honest (non-Sybil) region where honest nodes
reside coexists with multiple Sybil regions where Sybil nodes reside. Inside a Sybil
region, Sybil nodes are easily generated and each of them can be connected to each
other as many as possible. But, there are the limited number of attack edges between
the honest region and each Sybil regions [5,8].

SybilLimit[5] is an OSN-based Sybil detection method, and it is used to determine
whether a node is honest or not. Basically, SybilLimit is used for a single verifier
node to determine whether a suspect node is a Sybil node or not. The verifier node, v,
prepares the verification set of tails, S,,which is composed of r (= @(log|V|)) tails

drawn from random routes of length w (= @ (,/ |E |) ). The suspect node, s, also

prepares the sample set of tails, S;, which is composed of r tails drawn from ran-
dom routes of length w. If there is any common tail in both of S, and S, the verifi-
er node accepts the suspect as honest nodes.

However, the performance of SybilLimit may be different from each verifier node
since the process of preparing the verification set and the sample set relies on a prob-
abilistic measure. According to this reason, some approaches have tried to use mul-
tiple verifiers and assign the Sybil-resistant trust value which indicates the likelihood
that a node is honest [3,7]. But, these works still did not consider the challenges such
as how to choose good verifiers and how to set a threshold to accept a node as honest.

2.2 Algorithm of Using Multiple Verifiers

The main idea of using multiple verifiers is gathering the results of detecting Sybil
nodes from multiple verifiers and determining whether a node is Sybil or not based on
the gathered result such as how many verifiers accept the node. To do this, a system
needs a coordinator to gather/examine the results. Usually the possible coordinator can
be the OSN provider which knows the entire social network graph. Also, this coordina-
tor has a few number of trust nodes which are considered as known honest nodes.

The basic algorithm of using multiple verifiers to detect Sybil nodes is shown in
Fig. 1. Algorithm 1 shows the algorithm of choosing good verifiers. At first, we use a
known honest node to collect the nodes which may be honest nodes as the set of can-
didate verifier nodes, Scindiqate- Since both honest nodes and Sybil nodes are mixed
in V, during this step we need to add the nodes which is verified by the known honest
node as the candidate verifier nodes. Then, [ verifier nodes are randomly selected
from Scgndiqgate- According to this algorithm, we can choose honest nodes as verifier
nodes to some extent and prevent that many Sybil nodes are selected as verifier nodes.

After the good verifiers are chosen by conducting Algorithm 1, multi-verifier based
Sybil detection is performed like Algorithm 2. Firstly, each verifier node conducts
SybilLimit based Sybil detection for a node and the likelihood value (t;) of the node
is calculated by dividing the number of verifier nodes accepting the node by the total
number of verifier nodes. Then, if the likelihood value (t;) of the node is greater than
a given threshold value (T;p..s) the node is considered as an honest node, that is, h;
becomes true.
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Algorithm 1 : multiple verifier selection algorithm

Require: G(V,E) : a social network graph
Require: v, : @ known honest node
Require: /: number of verifiers

Scandmare < g

Svenﬂsrs é @

Algorithm 2 : Multi-verifier based Sybil
Detection Algorithm

Require: G(V,E) : a social network graph

Require: S, e : @ set of verifier nodes

Require: Ty.s : a threshold to be accepted
for each v;in Vdo

accept € 0, h; < false
Sv = obtainSampleSet(v;)
for each p;in Syerifiers dO

if ((S,NS,) =@ )then

accept € accept + 1

t; € accept /| Syeriiers|
if t;> Tyes then

hi € true

S,, = obtainVerifierSet(v,)
for each v;in V do
S, = obtainSample Set(v;)
if((Sv.NS,) =@)then
Scandﬂdare-add(W)
while( |Sefiers| < 1) do
Sveriiers-800( Scandivate-PiCkRandomiNode() )

Fig. 1. Algorithms of multi-verifier based Sybil detection

3

To understand the limitation of single verifier based Sybil detection and evaluate the
proposed multi-verifier based Sybil detection, we conducted both methods with a
sample social network graph obtained from Facebook [2]. The sample graph has 50k
nodes and 905,004 edges, and it is considered as an honest region. Sybil regions are
generated artificially. There are 25 Sybil regions and each Sybil region has 100 Sybil
nodes. A Sybil region is generated as a single strongly connected component where
the average number of edges is 15, and it has 2 attack edges which are connected to
honest nodes randomly.

Fig. 2(a) shows the performance of single verifier based Sybil detection, including
minimum and maximum performance. According to the figures, we note that there is
very wide variance in the performance of detecting Sybil nodes. Especially, when the
length of random route is smaller, we can observe wider variance.

Fig. 2(b) and Fig. 2(c) represents the performance of multi-verifier based Sybil
detection with various threshold, Tp,.s. In these figures, we can observe that multi-
verifier based Sybil detection outperforms the single-verifier based Sybil detection in
both aspects of accepting honest nodes and suppressing Sybil nodes. Also, we note
that there is a tradeoff between the threshold value and the performance of multi-
verifier based Sybil detection. With smaller threshold value, multi-verifier based
Sybil detection accepts more honest nodes but it may accepts more Sybil nodes as
well. On the other hand, with bigger threshold value, it can suppress Sybil nodes
aggressively but it may not accept some honest nodes.

Evaluation
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