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Preface

The organizing committee for the 6th International Conference on Intelligent
Robotics and Applications has been committed to facilitating the interactions
among members in the field of intelligent robotics, automation and mechatronics.
Through this conference, the committee intends to enhance the sharing of indi-
vidual experiences and expertise in intelligent robotics with particular emphasis
on technical challenges associated with varied applications such as biomedical
application, industrial automations, surveillance, and sustainable mobility.

The 6th International Conference on Intelligent Robotics and Applications
was most successful in attracting 184 submissions on addressing the state-of-the-
art developments in robotics, automation, and mechatronics. Owing to a lot of
valuable submission papers, the committee was faced with the difficult challenge
of selecting the most deserving papers for inclusion in these lecture notes. For
this purpose, the committee undertook a rigorous review process. Despite the
high quality of most of the submissions, a total of 147 papers were selected for
publication in 2 volumes of Springer’s Lecture Notes in Artificial Intelligence as
subseries of Lecture Notes in Computer Science. The selected papers will also be
presented during the 6th International Conference on Intelligent Robotics and
Applications to be held during September 25-28, 2013 in Busan, South Korea.

The selected articles represent the contributions from the scientists from
20 different countries. The contributions of the technical program committee
and the referees are deeply appreciated. Most of all, we would like to express
our sincere thanks to the authors for submitting their most recent works and
the Organizing Committee for their enormous efforts to turn this event into a
smoothly-running meeting. Special thanks go to Pusan National University for
the generosity and direct support. We particularly thank Mr. Alfred Hofmann
and Ms. Anna Kramer of Springer-Verlag for their enthusiastic support in this
project.

We sincerely hope that these volumes will prove to be an important resource
for the scientific community.

July 2013 Jangmyung Lee
Min Cheol Lee
Honghai Liu

Jee-Hwan Ryu
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Abstract. The ruby laser has been used for medical laser. Especially, it is useful 
for skin regeneration. Medical ruby laser needs light energy more than 1J. Also, 
it needs to discharge light energy per 1 second. So laser system is necessary to 
have power supplier more than 2kW for stable operation. 

Power system is composed of LLC Resonant Full-bridge converter. Finally, 
this topic presents power system of ruby laser which discharge light energy 
with 1J/1.5Hz.  

Keywords: Ruby laser, Skin regeneration, Full-bridge converter, LLC resonance, 
Light energy. 

1 Introduction 

Laser ray has been widely used in science and technology field, because it has   
unique character in comparison with general ray. Development of laser technology 
expanded laser application field toward medical field. Medical laser can replace 
existing medical devices which have several disadvantages, so it is recognized as 
most advanced medical device [1].  

Medical laser has been developed from 1960s. Kind of medical laser is classed as 
laser rod called medium. Laser rod decides wavelength of laser which is very 
important character, because wavelength of laser decides treatment effect. Also, 
treatment effect is decided by intensity and shape of laser. Especially, ruby laser has 
694nm wavelength, it is effective on pigmented lesion like freckle, lentigo, blemish 
and chlosma.  

Generally, repetition rate of medical ruby laser is 1Hz. It is important to increase 
repetition rate to reduce treatment time. So, this topic presents design procedure of 
power supplier which can charge and discharge of energy for 1.5Hz.  

                                                           
* Corresponding author. 
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2 Power System of Ruby Laser 

2.1 Configuration of Power System 

Power system is composed of three parts [2]. Simmer power generates DC 1kV to 
operate simmer discharge. It was made by boost transformer. Trigger power generates 
pk-pk 20kV. Main power supplier generates DC 300~600V to excite laser rod through 
discharge of flash lamp. Main stage power has to change output voltage, because 
output voltage decides output of laser. 

 

Fig. 1. Configuration of power system 

2.2 Simmer Mode Triggering 

When high currents flow instantaneously through flash lamp, flash lamp generates 
strong light. Impedance of flash lamp has to be low for high currents. Simmer mode 
triggering is a way to make impedance of flash lamp low [3]. It always keeps low 
current to ionize flash lamp which is condition to generate strong light. Voltage and 
current applying flash lamp at simmer mode triggering is different by characteristic of 
flash lamp. Generally, flash lamp is applied 100~150V / 0.1~0.5A. It was applied 
186V / 77mA in this experiment. After flash lamp is applied DC 1kV from simmer 
power, trigger power applies to flash lamp to start simmer mode triggering. 
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Fig. 2. Result of simmer mode triggering (V = 186V, I = 77mA) 

 

Fig. 3. Operation of simmer mode triggering 

2.3 Design of Main Power Supplier 

After simmer mode triggering, main power supplier applies to flash lamp to generate 
light. Generated light excites ruby rod, and ruby rod finally generates laser beam. 
Efficiency of light conversion is 0.5~1%. Equation 1 presents charging energy of 
capacitor to generate laser beam with 1Hz / 1J [4]. 

                                         0.5 ( )                                                 ( )                                      0.5 (30,000 10 ) (80)900 10 106.6 /  

 
Main power supplier was designed using LLC resonant Full-Bridge Converter [5]. It 
charges capacitor by 600V and repeats charging and discharging of 80V. 

LLC resonant Full-bridge Converter can realize ZVS(Zero Voltage Switching) to 
reduce switching loss of  MOSFET. 
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Fig. 4. LLC Resonant Full-Bridge Converter  

When flash lamp discharges, impedance of flash lamp is lower. Main power 
supplier is separated from load by IGBT to protect inrush current. 

 

 

Fig. 5. Separation of charging and discharging time by IGBT(1.5HZ) 

 

Fig. 6. LLC Resonant Full-Bridge Converter using UCC25600 
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UCC25600 makes Switching frequency for LLC resonant Full-Bridge Converter  
and IR2110 makes IGBT control signal for separation of charging and discharging 
time [6, 7]. 

3 Experimental Results 

It was important that value of maximum voltage decided value of discharging current. 
However, value of discharging voltage did not affect value of discharging current.   

 

 

Fig. 7. Result of discharging current at discharging laser beam (V_max = 371V (1), 
Discharging current = 394A (2)) 

 

Fig. 8. Result of discharging current at discharging laser beam (V_max = 438V (1), 
Discharging current = 550A (2)) 

1 

2 

1 

2 
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Fig. 9. Result of discharging current at discharging laser beam (V_max = 489V(1), Discharging 
current = 581A(2)) 

 

 

Fig. 10. Result of discharging current at discharging laser beam (V_max = 542V(1), 
Discharging current = 650A(2)) 

Discharging time needed to be short, because value of discharging voltage did not 
affect value of discharging current. If discharging time is short, discharging voltage 
also reduces. It is advantage to charge voltage fast.  

 
 
 

1 

2 

1 

2 
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Fig. 11. Output of laser (0.7J / 1.5Hz) 

When discharging current was 660A, Output of laser was 0.7J / 1.5Hz. 

4 Conclusions 

Experiments have presented output of laser according to discharging current. Value of 
discharging current was decided by charging voltage. In fact, maximum charging 
voltage can make maximum discharging current.  

Discharging time also needed to be short, because value of discharging voltage did 
not affect value of discharging current. Finally, output of laser was 0.7J / 1.5Hz. To 
achieve output of laser as 1J / 1.5Hz, maximum charging voltage has to be increased.    
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Abstract. The corrosion of ships and equipment is the issue of shipping 
transportation and marine pollution. The organotin compound paint such as 
TBT(Tributyl Tin) or sinking of the ship which has been negligent in 
maintenance for a long time cause massive contamination of ocean. Therefore, 
to proof corrosion, maintain and manage the equipment from the electrical 
corrosion in the seawater becomes more and more significant. The corrosion in 
the ocean has many causes and there are several ways to prevent the corrosion 
by now. The main cause of corrosion is the oxidation of metals. Regarding this 
point, we want to know that application of high-voltage, high-frequency pulsed 
power technology is how much effective to electrical corrosion in environment 
of electrolyte that can cause corrosion easily. 

Keywords: Electrical corrosion, Marine pollution, High voltage high frequency 
pulsed power. 

1 Introduction 

Currently, the prevention of marine pollution is being issued, particularly the pollution 
resulting from corrosion in salt water. Electrical corrosion has many causes. The aim 
of this study was to identify ways of reducing corrosion by examining the shape of the 
output power by comparing the effects of direct current (DC) with those of high 
voltage pulsed power. Even with the same amount of energy, corrosion differs 
according to the shape of the signal or frequency. A high voltage high frequency pulse 
system to the output was used to determine if pulsed power is better in terms of 
corrosion prevention than DC, and whether a high frequency is more efficient than a 
low frequency. Electrical corrosion at the electrode or wire differs according to the 
shape of the input energy, particularly the current. 
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Fig. 1. Circumference 

Fig 1 is section of wire that is used in this experiment. 
The magnetic flux(Φ) is defined as  

tBr
m

ωπ sin
2=Φ   (1)

When a magnetic field of tB ωsin= , i.e. the magnetic flux density, is applied in 
the axial direction of the circumference with a radius of a, length of l, volume of 

V( la
2π= ), and resistivity of ρ.  

The equation for e, which is the induced electromotive force to the circumferential 
direction, is defined as follows: 

tBr
dt

d
e

m
ωπ sin

2−=Φ=
 

 (2)

Consider a cylinder with radius of r and thickness of dr, the resistance to a flowing 
current di, passing through the circumferential, can be expressed as 

ldr

r
dR

ρπ2=   (3)

Therefore, 

rdr
tlB

dR

e
dI

m

ρ
ωω

2

cos
==

 
 (4)

Current I can be defined from this equation. 
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ω
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The RMS value of the current eI can be expressed as 

ρ
ω

24

2
m

e

lBa
I =

 
 (6)

The amount of corrosion will be checked from the different currents and frequencies 
when high voltage/frequency pulsed power is used. 

Pulse power is a technology that allows a very high power output but saves energy. 
The characteristics are a rapid rise time, and short pulse width concentrated in a 
narrow space. Hence, it is being utilized in new applications and electromagnetic 
force energy. 

2 Experimental 

2.1 Comparison of Electrical Corrosion between DC and High Voltage  
Pulsed Power 

2.1.1   Test Preparation 
The degree of rust through an electrochemical reaction of electrolyte was checked to 
compare the effects of DC and high frequency, high voltage input energy. To 
maintain constant electrolytes, 5 liters of water and 6 grams of salt were mixed, and 
200mL was used in every test. To match the amount of energy, both the DC RMS and 
high voltage pulsed power, two outputs were fixed to 20V RMS in the water. The 
experimental time for each test was 10 minutes. The surface of the copper wire and 
needle were observed by scanning electron microscopy (SEM). 

 

Fig. 2. Test of electrolysis 

In fig 2, 5 liters of water and 6 grams of salt are mixed in a test bottle and 200ml of 
the resulting electrolyte was used for the corrosion test on copper wire and needle. 
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2.1.2   Circuit and System 
The high-frequency, high-voltage pulse system output circuit was made to vary the 
voltage and frequency. A MC34063 for buck topology, IR2153 for dimming and a 
2:200 transformer with Fly-back topology were applied.  

The output voltage was varied up to 4kV pk-pk and the output was adjusted to 
make a RMS value of 20V. 

 

Fig. 3. Main circuit 

 

 

  

Fig. 4. DC-Pulse and Output waveforms 
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Fig 3 shows the main circuit for high frequency and high voltage using a 2:200 
transformer and Fly-back topology. 

A 1kV-400kHz voltage and frequency were used in this experiment. Both DC and 
pulsed power were applied to the output energy of 20V RMS in the water. 

Fig 4 shows the output signals adjusted to 20V RMS for the same energy in the 
water. 

For the same applied voltage, the RMS value was adjusted to 20V in water by 
applying a high frequency and high voltage pulse of 1kV. Copper wire and needle 
were weighed before and after the corrosion test, and the surface of the needle was 
observed by SEM at ×500 magnification to compare the effects of DC and high 
voltage pulsed power. 

2.1.3   Electrochemical Reaction 
Most of the corrosion proceeds via an electrochemical reaction involving an anode 
and cathode. The oxidation reaction is can be expressed as 

)(−+→ +
MM   (7)

The reduction reaction can be written as follows: 

0

2
)( MM →−++

 
 (8)

In this study, salt was used as electrolyte to boost corrosion, and the electrical 
corrosion reaction in salt water can be expressed as 

OHeOCuOHCu
22

2)(24 +−+→+    (9)

2.1.4   Experimental Results 
The DC voltage-applied copper anode underwent an oxidation reaction and 
electrochemical corrosion, as illustrated by the large difference between before and 
after the test at 10minutes, which is a relatively short time. Therefore, the progress of 
electrochemical corrosion can be predicted. The graph of the weight change and SEM 
images showed that high voltage pulsed power is more efficient on electrical 
corrosion than DC. 

 

  

Fig. 5. Weight change in the copper positive pole 
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Fig 5 shows the weight of copper before and after the test by DC and the pulse 
voltage. 

With the change of weight, as confirmed by surface scan, the needle surface of the 
DC anode was covered with oxide due to corrosion, forming new surface. In contrast, 
high frequency, high voltage pulse-applied surface showed considerably less 
corrosion than the DC applied surface.  

Little oxidation was observed an da considerable part of the surface remained in its 
original state without corrosion. These results show that a high frequency / high 
voltage pulse is more effective on reducing corrosion than a direct current. 

 

   

Fig. 6. SEM of DC RMS 20V after corrosion (Positive pole) 

Fig 6 shows the surfaces before and after applying DC 20V. 

 

  

Fig. 7. SEM of the pulse RMS 20V after corrosion (Positive pole) 

Fig 7 shows a SEM image of surfaces before and after applying a 20V pulse. 
Negative pole showed little change, but the surface of the positive pole using DC 

power showed more oxidation than the high voltage pulsed power with the same 
amount of energy. These results suggest that the current focus on the nearest surface 
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and decreases exponentially toward of the center When the generated current flow in 
conductor by the input voltage, like a following equation. 

P

x

x e
II

−
=

0
  (10)

where
0
I  is the surface current [A] of the cylindrical conductor, 

x
I  is a current at the 

x[cm] point from the surface, P is the depth that the flowing current value reduces by 

ε
1

 compared to the surface current. 

From the equation 10, P is a penetration depth of high frequency current, 
r

μ  is a 

non-permeability, ][ cm•Ωμρ  is a resistivity and f[Hz] is a frequency. The 

penetration depth can be expressed as  

ff

P

r
r

μ
ρ

μπ
ρ

03.5

2

10
3

=
×

= [cm]  (11)

where P is penetration depth [cm], ρ is the resistivity ][ cm•Ωμ , f: frequency and 

r
μ  is the non-permeability. 

The level of corrosion is expected to increase with increasing frequency because 
the penetration depth is reduced and the input energy is concentrated on the surface. 
On the other hand, at a fixed output voltage, the current decreased with increasing 
frequency. In terms of energy, as the frequency increases, less power is inputted 
during the same time. As a result, the pulsed power was confirmed to be more 
efficient than the DC power, and a high frequency was more efficient than a low 
frequency. 

2.2 Corrosion Degree Based on the Frequency 

2.2.1   Frequency Setting 
To know the difference in corrosion degree by frequencies, the frequency of the pulse 
was set by two groups in this experiment. The circuit can make a frequency up to 
400kHz. Therefore, 400kHz and 100kHz are selected for the high frequency, 1Hz and 
100Hz are selected for the low frequency. Of course, experiments were conducted as 
same conditions to compare the electrical corrosion between low and high frequency. 
This time, the voltage was fixed at RMS 10V to lessen the other effects from high 
voltage. The degree of corrosion was examined by SEM and measuring the weight 
change. 

Fig 8 presents the output signals at approximately 100Hz and 400kHz those are 
adjusted to RMS 10V for the same energy in the water. 
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Fig. 8. Difference of input frequency 

2.2.2   Experimental Results 
The following graph and scan show the experimental results of the frequency change. 
The results are an average of 5 tests. 

 

  

Fig. 9. Graph of weight change 

Fig 9 shows weight of copper before and after the test at each frequency [Hz]. 
 

  

Fig. 10. SEM of 100Hz RMS 10V after corrosion (Positive pole) 
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Fig 10 presents an SEM image of the surfaces before and after applying 100Hz 
RMS 10V. 

 

  

Fig. 11. SEM of 400kHz RMS 10V after corrosion (Positive pole) 

Fig 11 shows a SEM image of the surfaces before and after applying 400kHz  
RMS 10V. 

At the positive pole at 100Hz, SEM revealed a surface covered with several oxide 
layers after corrosion, but very little corrosion was observed at 400kHz for the same 
test time. Equation 11 showed that a high frequency is more efficient than a low 
frequency, and less power is inputted during the same time period. 

3 Conclusion 

The corrosion in the ocean has many causes and there are several ways to prevent the 
corrosion by now. The main cause of corrosion is the oxidation of metals. Regarding 
this point, we want to know that application of high-voltage, high-frequency pulsed 
power technology is how much effective to electrical corrosion in environment of 
electrolyte that can cause corrosion easily. 

Using the results, we also tried to look at the possibilities of an alternative 
technique that is superior to currently using device such as marine growth prevention 
system (MGPS). 

Once, the current flows through the electrolyte, corrosion of copper starts to occur. 
At that time, applying high frequency voltage was more effective than applying DC 
voltage that has the same RMS value with high frequency voltage. In addition, 
corrosion level decreased with increasing frequency. We expect that as the frequency 
increases, less power is inputted during the same time. As a result, the pulsed power 
was confirmed to be more efficient than the DC power, and a high frequency was 
more efficient than a low frequency. 

From this basic experimental results, future studies will further examine the 
practical effects of high-voltage and high-frequency on electrical corrosion and 
determine its efficient utilization. 
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Abstract. The ‘Sajin,’ four diagnostics have been used in Oriental traditional 
medicine to diagnose a range of diseases. One of the diagnostics, ‘Jinmeak,’ is 
an analysis of the cardiovascular activity and that is also used an oriental doctor 
to diagnoses a disease. PPG sensors, a non-invasive method, can make an easy 
diagnosis by measuring and analyzing the cardiovascular activity. The sensor is 
composed of a LED and photodiode for monitoring the waveform of pulsation. 
The human pulse is normally 60 to 150 beat a minute and is approximately 1 to 
2.5Hz. The signals have a very low voltage (20mV) and also contain complex 
information about the patient. The original signals need to be changed to new 
signals though particle filters and amplifiers in to analyze the signals easily. Af-
ter conducting an analysis of the signals, as follows, some facts are known. 
First, people have different voltage levels between 15mV and 20mV. In addi-
tion, a particular signal shape can be observed under human conditions. Briefly, 
if the data of particular signals is collected and generalized, a diagnosis instru-
ment can be developed for making an easy diagnosis of a disease. 

Keywords: PPG, Jinmeak, Non-invasive, Signal processing, Generalization 
about Jinmeak, diagnose a disease, diagnosis instrument. 

1 Introduction 

The ‘Sajin,’ four diagnostics (seeing a complexion and a tongue, asking the person 
about their symptoms, hearing the sound of organs, and feeling the pulse) has been 
used to diagnose diseases when oriental doctors diagnose a disease in the oriental 
traditional medical [1]. One of the diagnostics, feeling the pulse of people for diagno-
sis is called ‘Jinmeak’. Jinmeak is a non-invasive method that is simple and inexpen-
sive, so it has been introduced by both oriental traditional and Western medical 
science. Photoplethysmography (PPG) is currently used to take only the human pulse 
in Western medicine. On the other hand, the PPG signal provides considerable infor-
mation on the patient, so if the information is analyzed and generalized, PPG can  

                                                           
* Corresponding author. 
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be used to feel the pulse for diagnosing a disease [1, 2]. Therefore, a circuit was de-
signed to analyze the PPG signals. The PPG sensor is normally adopted in two ways, 
transmissive and reflective type, depending on the position of the LED and photodi-
ode [3]. A reflection type can operate at a low voltage (3 to 5V), so that a system size 
is small and the system’ cost is commonly less expensive than the transmissible type. 
Therefore, the reflection type was selected in this instrument. The PPG system is 
composed of a sensor part, circuit for transferring the current to voltage, filters and 
amplifiers. The bio-signals are typically low voltages 20mV and 1 to 2.5 Hz. The 
voltages show Individual variations. This suggests that human skin and biological 
tissues might affect the rate of light reflection. In addition, particular waveforms were 
identified depending on the normal or abnormal condition of the people, and it ap-
pears that these signals related to the type of disease. On the other hand, noise arti-
facts can be produced easily if only little motion occurs during the measurement. 
Therefore, multi sensors or contact sensors are needed to solve the problem. On the 
experiment, a PPG system can collect data on the pulse. If more data is collected and 
generalized, a diagnosis instrument that is more objective and general than an existing 
subjective method can be developed.  

2 Method 

The ‘Sajin’ four diagnostics has been used to diagnose diseases when oriental doctors 
diagnosed patients in oriental traditional medicine. Briefly, Sajin involves four me-
thods: seeing the complexion and tongue of patients, asking about symptoms, hearing 
particle sounds of organs and feeling the pulse. Although ‘Jinmeak,’ feeling the  
pulse, is a non-invasive and simple way of diagnosing a disease, it is sometimes  
subjective so doctors can diagnose a different disease when they diagnose the same 
patient. An objective and general diagnosis needs to be developed to progress the 
oriental medicine. PPG, a way of measuring the pulse, can be used to diagnose a 
range of disease.  

2.1 Processing PPG Signals 

The PPG sensor is normally composed of a LED and photodiode. The signals through 
the sensor have very low voltages but provide complex information on the human 
body. On the other hand, only special information is handled on cardiovascular activi-
ties. The human pulse is normally between approximately 60 and 150 beats a minute 
and 1 to 2.5Hz. Therefore, a signal process needs to select only the particular desired 
signals. The signal commonly has a low voltage 20mV but has different the voltage 
according to the personal condition. Therefore amplifiers need to identify the signals 
easily. Figure 1 the steps of the signal process for tiny complicated bio-signals.  
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Fig. 1. Process chart of PPG signals 

The flow chart contains a converting circuit, high pass filters, low pass filters, and 
amplifiers. The converting circuit in the system changes the currents to voltages. 

Filters are used to select narrow and special frequencies. The amplifiers amplify 
the signal 120 times to view the signals easily. 

2.2 Designed Circuits 

As shown in Fig. 2, the figure is a circuit that was designed to analyze the signals, and 
the sensor was made from a reflective type so that it could operate at low voltages 5V. 
Only OP amp devices made at the 1st and 2nd order filters, and multiple amplifiers at 
approximately 120 times were used. 

 

Fig. 2. Design and a circuit for analyzing bio-signals 

2.3 Signal Analysis 

An infrared LED (~805nm) has commonly been chosen for PPG because melanin 
inside the human skin absorbs most of the light from the LEDs with the exception of 
infrared. In addition, the Isosbestic Point, which is one of characteristics of hemoglo-
bin (Hb) and oxidized hemoglobin (HbO2), is observed at 805nm [4]. Therefore, the 
frequency of the pulses is commonly approximately 1 to 2.5Hz, and the pulse is com-
plex signal owing to the different rate of absorption and reflection according to the 
tissues. The pulse of dozen persons was measured and the signals were analyzed. 
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Fig. 3. Origin signals of PPG (yellow, 20mV) and signals after processing (blue, 1V) 

In Fig 3 above, the signals were measured for 100 seconds. The yellow waveform 
is the original pulse with 20mV. After the FFT analysis tool, the most of the energy of 
the red wave was distributed from 1 to 3.5HZ, and the wave also had moderate energy 
at about 120Hz. The existed energy at 120Hz can be assumed to have been reflected 
from affected by tissue by a pulsational artery. In Fig 3, a lower, blue waveform was 
filtered using a high pass filter (cut frequency (fc) = 1Hz) and low pass filter (fc = 
3Hz). As a result, the energy existed at less than 3Hz, and moderate energy on 120Hz 
was no longer in existence. After measuring the pulse, the data was examined again to 
verify that it had different values, 15to 25mV, according to the person and their con-
ditions. This experiment examined a part of the wave and the repeated form of the 
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wave. This is why oriental doctors check the intensities and shapes of the pulse when 
diagnose a disease. The pulses of dozen people were measured and the signals were 
analyzed. The results showed that a peak shape and pattern of the wave changed ac-
cording to the symptoms of people. As shown Fig 4, a normal waveform (left-upper) 
is a regular pulse. Therefore, it has a regular form overall. On the other hand, the 
waveform (right-upper) of an arthritis patient has the appearance of a gentle repeated 
wave pattern. This waveform is often observed in patients with inflammation. The 
waveform (left-mid) of patients who have a cold is normally a low voltage 
(15~18mV) and the wave frequently moving up and down due to irregular breathing, 
such as cough, a runny nose, etc., might affect the pulse. Neurogenic gastritis (right-
mid) is also irregular and it tends to change its form suddenly. In addition, the wave 
of headache patients can have a high voltage (20~25mV), Moreover, although it ap-
pears regular overall, it suddenly becomes irregular in part, and the peaks of the wave 
are variable and sharp.  

 

 
Fig. 4. Normal signal and abnormal signals (left-high: normal, right-high: symptom of joint 
pain, left-middle: symptom of cold, right-middle: neurogenic gastritis, left-lower and right 
lower: headache) 
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3 Result 

Complex signals with approximately 20mV, which were measured by the PPG sensor, 
contain a great deal of information on the human body. The intensity of the pulse can 
be inferred from the measured voltage. The waveform of the patients with inflamma-
tion, a cold, neurogenic gastritis, and headache has specific characteristics but with 
variable forms. A headache case showed a similar waveform. Therefore, unusual 
waveforms can show the type of disease. An analysis of the waveform, such as the 
partial shapes, repeated patterns and whole shape, can provide important information. 
However, the only unusual waveforms were collected do not generalize clearly due to 
a rack of the data. Therefore, more data needs to be collected and generalized for a 
diagnosis. 

4 Conclusion 

The designed PPG circuit is able to detect and analyze a pulse. The pulses can be 
classified according to the person’s waveforms, such as the form of a part, repeated 
pattern, entire shape, etc. The data of dozen people was analyzed, but more data 
should be collected and generalized to obtain general and subjective information. This 
study provides a technique to change the objective oriental medicine into subjective 
and scientific medicine. The ‘Jinmeak diagnosis instrument’ can be developed and 
commercialized using this technique. Therefore, a part of IT should correspond with 
oriental medicine to organize the data of the pulse in terms of the diseases of patients 
and develop new scientific and innovative diagnosis instruments. 
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Abstract. The purpose of this paper is application of induction heating. 
Generally, Steam Heating and Resistance Heating are in use to heating Bunker 
Oil C. however, Heating Machine is hard to maintenance and maintenance cost 
is expensive, because both method are direct contact with oil. 

In this paper, we research for Bunker Oil C heating using induction 
heating. This way we avoid direct contact with oil and use LLC Resonant 
Circuit to reduce switching loss. 

Keywords: Bunker Oil C, Induction heating, LLC resonant. 

1 Introduction 

Bunker Oil C is mainly used for marine fuel and Warm up is essential for transport 
and use Bunker Oil C. Old ways for heating Bunker Oil C are Steam Heating and 
Resistance Heating. This two ways are easy to realized but  maintenance cost is 
expensive. In this research Induction Heating apparatus place outside, thereby 
increase convenience and cheap maintenance cost. 

2 System Configuration 

Total system comprises 3parts. 3parts are Power supply part(1), Control part and 
electrode part. First, explain the Power supply part. Basic of Power supply part is 
LLC topology. Circuit design is made up flowing component. MOSFET control 
frequency is 82kHz and transformer turn ratio is 3:2. 
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Fig. 1. Main Circuit-LLC 

Control port is composed of parts. One of the Control part is MCU. In this research 
use atmega128. The other of Control part is digital to analog change part. In this case 
we use IR2110 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Atmega128                      Fig. 3. IR2110 

Electrode part is composed of coil form. If it is necessary, we change the 
Electrode part form 
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3  Theoretical Background  

A electric conductor located current flowing through the coil occur the heat by 
Hysteresis loss and Eddy Current loss. Using This heat, we can heat the material. This 
way is called Induction heating. 

 
 

Fig. 4. Electrode part 

First, Hysteresis loss is calculated following formula (1)  P nfB . (wb/m )                                   (1) 

Also Eddy Current is calculated following formula (2) W ηef B                                         (2) 

Above two formula (1) and (2) we can calculat total energy after that Using psim and 
flowing three LLC design formulation, try to simulation C  Q R                              (3) 

L  ( ) C                              (4) L  L L                                (5) 
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Fig. 5. LLC Resonant Converter PSIM Model 

 

Fig. 6. Simulation Switch waveform 

 

Fig. 7. Simulation Output waveform 
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4  Result  

In this case, Experiment is not directly use system voltage(AC220). Input voltage is 
slowly increase using Slidacs. On a figure 8, we find that current phase is lagging then 
voltage phase. Through this figure, we conclude that ZVS is realized well. 

When we Measure the MOSFET temperature, There are no problems in connection 
with heat. And we also noticed that output waveform is similar to simulation 
waveform on figure 9. But there are one problem. MOSFET Driver is quite hot when 
operate long-term. So we need additional cooler device. 

 

 

          Fig. 8. Switch waveform                        Fig. 9. Output waveform 

 

 

Fig. 10. Thermal Image 
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Figure 10 is thermal camera image. Counterclockwise, Each figure is passed by 
5minutes, 10minutes and 20minutes. Especially last figure has shown us that Bunker 
Oil C heat was reached the goal.   

5 Future Plans  

First of all we focus on improving induction heating  efficiency by change frequency 
and electrode form And then compare total circuit cost with expected reduction of 
maintenance cost. In this way, we examine a hypothesis. If induction heating is better 
than old way, we change the topology and compare PWM topology with LLC 
topology. After that we will find what is best way realize a induction heating 

Finally we verify effectiveness by real model of storage tank. 
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Abstract. The purpose of this paper is a locomotion robot’s battery charging. 
Using a LLC resonant circuit and magnetic resonance WPT(Wireless Power 
Transmission). The proposed this WPT system consists of transmitter and 
receiver circuits. The transmitter is a LLC resonant circuit and receiver circuit is 
a LC resonant circuit that has a resonant coil, a capacitor, and full bridge diode 
rectifier. 

Keywords: Magnetic Resonant Wireless Power Transmission, Battery. 

1 Introduction 

As early as in the late 19th century, Nicola Tesla had put forward the concept of 
wireless power transfer, and applied for related technology patent in 1902 [1]. After 
that many scientists have been investigated with respect to the wireless power transfer 
system. As a result, they found the three big topics on wireless power transmission. 
The first is an electromagnetic wave, the second is an electromagnetic induction, and 
the last is a magnetic resonance. However, the first of two methods couldn’t get 
breakthrough progress in the mid-range [2]. In November 2006, Prof. Marin Soljačić 
and his research team in MIT shows mid-range wireless power transmission based on 
magnetic resonance on the AIP forum in the United States, and experimentally 
demonstrated a 60W bulb being lit up over 2m distance in June 2007 [3]. This had a 
large impact on the wireless power transfer system. However, this system has very 
complicated formulas and big hardware system to make.  

And the frequency that MIT’s team use is 13.54Mhz. This frequency is very high 
and also it is hard that common use electric components are cover. 

Moreover, High frequency considers harmfulness to human body.  
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2 Main Subject  

2.1 Background 

LC Resonant 
The basic theory of this theme is the resonant. 

Inductor passes low frequency, and Capacitor passes high frequency.  

 

Fig. 1. Characteristic of the capacitor 

 

Fig. 2. Characteristic of the inductor 

These two components make the resonant frequency.  
At the resonant frequency, the impedance is the highest or the lowest.  
LC series resonant circuit, the impedance is the lowest at the resonant frequency. 
On the other hand, LC parallel resonant circuit’s impedance is the highest at the 

resonant frequency. 
So we should select well as the system’s characteristic. 

2.2 Transmitter 

The Half Bridge LLC resonant converter has two inductors and a capacitor. 
This resonant network is consist of  , , .   

 is the series resonant inductance,  is the transformer’s magnetizing 
inductance, and  is the series resonant capacitance.  

These components make two resonant frequencies. Two resonant frequencies,  
and  are defined as follows:                                      (1)  ( )                                  (2) 

0Hz 1.0KHz 3.0KHz 10KHz 30KHz 100KHz 300KHz 1.0MH

           Frequency

00Hz 1.0KHz 3.0KHz 10KHz 30KHz 100KHz 300KHz 1.0MHz
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Fig. 3. Half Bridge LLC resonant converter configuration 

 

Fig. 4. DC gain characteristic under loads variations 

We operate this converter in a region 2. Because the region2 is a ZVS(Zero 
Voltage Switching) region. In this region, we can minimize a switching loss. 

 

Fig. 5. Waveform of mosfet gate 
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Fig. 6. ZVS wave form 

We can find the ZVS is well operating. ZVS means when the gate voltage is on, 
the current reaches zero or less than zero. This effect prevents the loss. 

To analyze frequency vs. gain this circuit, we need an equivalent model.  
 

 

Fig. 7. Equivalent LLC resonant converter 

Fig.7. is the equivalent converter model of Fig.3.  

 

 

Fig. 8. Frequency vs. Gain wave form 

10KHz 20KHz 40KHz 60KHz 80KHz 100KHz 120KHz 200KHz
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0.4V

0.8V
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2.0V

2.4V

2.8V
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Around the 130kHz, in Fig.8. its gain is almost 1.  
The LLC resonant converter design specification is as follows   25V (Input voltage),  12V (Output voltage),  

  1A (Output current),  130kHz (the resonant frequency) 

 

Fig. 9. LLC simulation circuit 

 

Fig. 10. Simulated voltage output result 

     

        Fig. 11. The secondary output voltage           Fig. 12. Transmitter Circuit  
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n sin (2 )                               (3) 

As the formula, we can see the sinusoidal wave.  √                                        (4) 

(Where  is the secondary output RMS voltage, n is turn ratio,  is output voltage) 
Substituting in the equation, where n is 1,  is 12V, we can get almost the same 

result as you can see in Fig.11. 

2.3 Receiver 

The receiver circuit consists of resonant coil, capacitor, and rectifying diode bridge. 
This circuit operates around 130kHz. If we use this circuits over or less than 

resonant frequency, it will not operate.  

 

      

            Fig. 13. Receiver Circuit              Fig. 14. Transmitter & Receiver Coils 

2.4 Result 

 

    

Fig. 15. Experiment                       Fig. 16. Output data 
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Fig. 17. Output power efficiency vs. distance 

The original output specification is 12V, 1A at the load is 12ohm.  
However, as an experimental result, the output voltage is about 8V, and the output 

current is about 0.66A at the load is 12ohm. 
There are some errors between the theory and experiment.  
These errors maybe occurred by the air loss and low mutual inductance.  
We can reduce the air gap loss by making large diameter of coils. However, it 

makes the system size too big. And depending on the two coils distance, the mutual 
inductance is changed.  

3 Conclusion 

The Wireless Power Transfer system need strong coupling between two resonance 
coils. The main problem in this system is that feedback system doesn’t exist and there 
are not exact data in air gap.  

So output specifications are unstable and some errors. 
WPT system is very useful because of the wireless. However, in this system will 

research on the feedback it should be in progress. 
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Abstract. In this paper, we aims to the development of mini solar power system 
for robot vacuum cleaner battery charging. it has the advantage of being 
convenient for the robot vacuum cleaner, but at the same time it has the 
disadvantage like electric shock and inefficient battery charging. In order to 
overcome these shortcomings, we plan to apply more advanced technology in 
the development of this system in conjunction with the Wireless power transfer 
system. 

This paper presents to applying to the mini solar battery charging system for 
the mathematical modeling of solar cells and the 50watt solar array modules 
MATLAB simulation results. 

Keywords: MATLAB simulation, MPPT, Solar cell. 

1 Introduction 

The renewable energy systems and particularly the photovoltaic systems are now 
experienced a fast development. As a consequence, a characterization effort is 
required in these systems, especially concerning photovoltaic modules, generators 
(groups of modules) and inverters [1], [2].  However, this characterization is quite a 
difficult issue, due to the variable nature of the weather and operation conditions of 
these systems. Concerning photovoltaic modules, different types of equipment are 
used in the laboratories to obtain their – characteristic curves [1]–[3].  

In order to improve the efficiency of power converter, we need to understanding 
for output characteristic of the solar cell. The maximum power point control methods 
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of the solar system is typically called MPPT (Maximum Power Point Tracking), many 
researcher have been studied about improved MPPT control algorithm. 

This paper presents the simulation result of mini photovoltaic system utilized in 
order to determine whether or not the robotic vacuum cleaner battery charging.  

2 Mathematical Modeling of Solar Cells 

2.1 Equivalent Circuit of Solar Cells 

We are using the single diode model equivalent circuit as shown in [figure 1], in order 
to understand and interpret the characteristic of solar cell. Because the single diode 
model equivalent circuit is useful to interpret the physical characteristic of solar cell. 
It is help us to understand easily and effectively. [4] 

 

Fig. 1. Equivalent circuit of solar cells 

The actual solar modules are expressed to the characteristic for I-V curve 
according to the equation (1). 

 I 1    (1) 

•  : Photovoltaic current 
•  : Diode saturation current  
•  : Thermal voltage ( / ) 
• q : Quantity of electric charge (1.602 10 [C]) 
• k : Boltzmann constant (1.38 10 / ) 
• T : Absolute temperature 
• a : Diode ideal factor 
•  : Series resistance 
•  : Shunt resistance 
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Both  and  is internal resistance of solar cell. For this reason, it is difficult 
to be measured practically. Order to obtain a simplified equation can be defined as 

=0, = ∞ . The photovoltaic current of a solar cell under insolation and 
temperature is the same as the equation (2). 

 , + ∆  (2) 

• ,  : Photovoltaic current at STC (25[℃], 1k[W/ ], AM1.5) 
•  : Insolation of the solar surface 
•  : Insolation at STC (25[℃], 1k[W/ ], AM1.5) 
•  : Short circuit current/temperature coefficient 
•  ∆  : T  

(T and  being the actual and nominal temperature [in Kelvin], respectively) 

The diode saturation current can be obtained from equation (3). 

 ,  (3) 

• ,  : Diode saturation current at a STC 
•  : Semiconductor band-gap energy(1.12[eV]) 

2.2 Fill Factor 

In this paper, the MATLAB simulation was used in order to extract the parameters of 
solar cells. First, in order to extract the value of this parameter should be aware of the 
specifications of the solar modules. [Table. 1] provide to the specification of solar 
module ES-50. 

Table 1. Specification of the ES-50 solar modules  

ES-50 Parameter Value Unit 

Technical peak power 50 [W] 
Open circuit voltage 1.90 [V] 
Short circuit voltage 2.85 [A] 

Voltage at max power  3.80 [V] 
Current at max power  4.75 [A] 

The fill factor is defined as the ratio of the output to the product of the open circuit 
voltage and shot circuit current corresponds to the area of a rectangle that can be filled 
up to the voltage-current curve. It is the maximum current and voltage for the short 
circuit voltage and open circuit voltage of the solar cell. In these conditions, however, 
the output of the solar cell is zero. FF (Fill Factor) is the factor that determines the 
maximum of the solar cell, it is a maximum proportion of the output of the solar cell 
about the multiplication of   and .  
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Fig. 2. Characteristic I-V curve of Fill Factor 

Figure 1 shows the characteristic I-V curve of Fill Factor, it is represented to 
equation (4). 

 FF    (4) 

Graphically, the FF is a measure of the “square” of the solar cell and is also the 
area of the largest rectangle which will fit in the I-V curve. 

3 The Results of MATLAB Simulation 

This section shows the results of MATLAB simulation for the SCM50W solar array 
module. And they are shown in figure 3, 4. 

 

Fig. 3. I-V and P-V model curves and experimental data of the SCM50W at different 
temperature, 1000[W/ ] 
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Fig. 3. (continued) 

 

 

Fig. 4. I-V and P-V model curves and experimental data of the SCM50W at different 
insolation, 25[�] 
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Table 2 shows the results of the SCM50W PV module simulation data for different 
temperature and insolation conditions. This data can be extracted by MATLAB 
simulation.  

Table 2. Data of MATLAB simulation at different insolation and tempeature 

Irradiation [W/m2] Temperature[�] Voltage [V] Current [A] Power[W] 

200 25 16.0535 0.6000 9.6321 
45 13.6211 0.6127 8.3457 
65 11.1984 0.6254 7.0035 
85 8.8448 0.6381 5.6439 

400 25 16.7336 1.2000 20.0804 
45 14.2614 1.2254 17.4760 
65 11.8265 1.2508 14.7927 
85 9.4547 1.2762 12.0662 

600 25 16.9979 1.8000 30.5963 
45 14.5437 1.8381 26.7329 
65 12.1118 1.8763 22.7255 
85 9.7415 1.9144 18.6492 

800 25 17.1490 2.4000 41.1577 
45 14.6911 2.4508 36.0050 
65 12.2528 2.5017 30.6529 
85 9.8950 2.5525 25.2570 

1000 25 17.2246 3.0000 51.6738 
45 14.7599 3.0635 45.2171 
65 11.3837 3.1271 38.5980 
85 9.9698 3.1907 31.8109 

4 Conclusions 

PV systems due to the constantly changing temperature, humidity, air quality and is 
very difficult to compare its performance. Because it is rare operating under the STC 
(Standard Test Condition) conditions. I-V characteristic curve of PV modules and 
electrical power will vary depending on temperature and insolation, the load modules 
is usually only working partially. That power is reduced by half, which caused the 
decrease of the insolation intensity can be seen through the simulation results. When 
the temperature increases, the amount of current will rise marginally. However, the 
width of the voltage variation is very large. 
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Abstract. Conventional engine based vehicles inevitably have complicated 
structures due to lots of elements. Because of this characteristic, research, 
development, and also marketing are mainly conducted by the conglomerate, 
like GM, BMW, Honda, and Hyundai motors, etc. But environmental pollution 
and fuel exhaustion by the stated vehicle increase the necessity of EV(Electric 
Vehicle) as a representative of green car. First of all, the structure of EV is 
relatively simple, and energy transmission ratio of electric motor is more 
efficient than the engine based power train system. In addition to these, inwheel 
EV can estimate exact wheel torque, which is the most fundamental information 
for slip control, such as VDC(Vehicle dynamics control)/TCS(Traction control 
system)/ABS(Anti-lock brake system). Various kinds of expectable situations 
during EV’s navigation have been simulated through the coordination between 
‘Carsim’ and ‘Simulink’.  

Keywords: In-wheel EV, Direct torque control, VDC(Vehicle dynamics 
control), slip control. 

1 Introduction 

Recently, most of car-manufacturers have concentrated on EV by the social needs to 
the green vehicles. First of all, EV can significantly decrease fuel consumption which 
causes serious environmental problems. In addition to this, EV is expected to realize 
demand oriented production system because of its relatively simple structure. Direct 
torque transmission structured EVs consist of in-wheel type and in-axis type. Both 
kinds of structures have their own pros and cons, such as in-wheel EV could be 
controlled wheel by wheel, so this structure guarantees high stability, smooth 
cornering and ABS-like system through optimal torque distribution to each wheel. 
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But it’s vulnerable for external disturbances and impulsive shock which contains high  
frequency, and it requires precise speed control for straight driving. In this paper, 
various kinds of expectable situations during the EV’s navigation have been simulated 
through the collaboration between ‘Carsim’ and ‘Simulink’. Carsim’s fundamental 
features are highly focused at conventional power-train system, engine torque 
converter-transmission-differential gear-wheel. In order to simulate in-wheel EV, 
make practical motor modeling in Simulink, and insert it into the in-wheel EV’s 
power train instead of engine in the conventional power train system. Detailed 
simulation environment is shown at figure 2 in section 2. This paper consists of four 
sections, including introduction. Section 2 describe proposed VDC algorithm of in-
wheel EV and important simulation environments, section 3 illustrates simulation 
results for most representative four cases, section 4 finally concludes and presents 
some future works. 

2 VDC Algorithm of In-Wheel EV 

2.1 Conventional In-Wheel EV Researches 

In-wheel EV is mainly researched by the traditional motor manufacturer, especially 
Protean[1], Michelin[2], AISIN[3], NTN[4], etc. 

 

Fig. 1. Conventional in-wheel motor of Protean 

The most significant technologies for the in-wheel EV is high torque density and 
robustness against external disturbances, and precise speed/torque control ability. 
Traditionally, the ratio between sprung mass and un-sprung mass affects vehicle’s 
stability and driving comfort, so heavy weighted wheels diminish these two important 
vehicle characteristics. Robustness against external disturbances is directly related to 
maintenance problems and the life cycle of vehicle. Slip control of in-wheel EV is 
mainly conducted by Hori lab, the university of Tokyo[5]. Hori lab realized TCS by 
applying MFC(Model Following Control) in 2001[6], and recently proposed 
MTTE(Maximum transmissible torque estimation)[7] to enhance robustness as well 
as reliability. 



 VDC of In-Wheel EV Simulation Based on Precise Wheel Torque Control 47 

2.2 Proposed VDC Algorithm for In-Wheel EV 

Figure 2. illustrates overall block diagram of proposed VDC algorithm. 

 

Fig. 2. Proposed VDC algorithm for in-wheel EV 

Torque controller calculates wheel torque based on error of slip ratio, yaw rate, and 
driver’s accelerator pedal information. Vehicle model is replaced by Carsim block, 
slip ratio calculator attains forward wheel speed as estimator for vehicle speed, and 
rear wheel speed. The ratio between vehicle speed and wheel speed is defined as 
vehicle’s slip ratio, and difference between desired slip ratio and estimated vehicle’s 
slip ratio is controller input along vehicle’s longitudinal axis. On the other hand, the 
between desired yaw rate and vehicle’s yaw rate is another controller input along 
lateral axis. Detailed derivation of desired slip ratio and yaw rate is described in 
section 2.2.1 and 2.2.2, respectively.  

2.2.1   Desired Slip Ratio 
Fixed value, generally between 0.15~0.2, is widely utilized in the former 
researches[8]. Figure 3. illustrates relationship between friction coefficient, mu, and 
vehicle’s slip ratio, lambda by Pacejka’s magic formula[9]. Most of the cases, except 
for cobblestone environment, road’s adhesion coefficient is maximized when 
vehicle’s slip ratio is around 0.15. So, conventional researches set desired slip ratio as 
fixed value, 0.15. But vehicle’s adhesion coefficient is varying by the vehicle’s 
rotation elements. In this paper, desired varying slip ratio is determined as,  

max max

0.05 0.15 0.05d default

ψ ψλ λ
ψ ψ

= − = − ⋅
 
 

 (1)
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Fig. 3. mu-lambda curve(relationship between friction coefficient and slip ratio) 

In default slip ratio is set as 0.15 as usual, and proposed desired slip ratio is varying 
according to the vehicle’s normalized yaw rate as rotational information. Maximum 
yaw rate is tentatively selected as 100 rad/s by heuristic method, which is maximum 
yaw rate during slalom driving. 

2.2.2   Desired Yaw Rate 
By the vehicle’s lateral dynamics in [10], yaw rate is stated as, 

{tan( ) tan( )}cos( )x f r

f r

V

l l

δ δ β
ψ

−
=

+
  (2)

Where is xV  is vehicle speed, fδ  and rδ  are front and rear wheel’s steering angle, 

β  is vehicle slip, and finally fl  and rl  are distance between front wheel to  

COM and rear wheel to COM, respectively. Also from [10], vehicle’s slip angle is 
derived as, 

1 tan( )
tan [ ]r f

r f

l

l l

δ
β −=

+
 (3)

In order to derive vehicle’s desired yaw rate, (3) is substituted into (2). So we can 
attain vehicle desired yaw rate as in (4), which is a function of steering angle, 
vehicle’s longitudinal and lateral speed when vehicle’s COM is fixed. 

1tan( )cos(tan ( ))y
x f

x
d

f r

V
V

V

l l

δ
ψ

−

=
+

  
(4)

2.2.3   Wheel Torque Calculation Algorithm 
In this paper, proposed wheel torque is calculated with the driver’s accelerator pedal 
information, slip ratio error, and yaw rate error. Its detailed numerical formula is 
defined as, 
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ee
T P k k

e e
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λ ψ
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max max

( ) {1 (1 ) }{1 }rr

ee
T P k k

e e
ψλ

λ ψ

τ = ⋅ − − + 



 (6)

Where T(P) is driver’s accelerator pedal, eλ  is slip ratio error, eψ  is yaw rate error, 

k is vehicle’s rotational factor defined as, 

max

k
ψ

ψ
=




 (7)

3 Simulation 

3.1 Simulation Environment 

As mentioned in introduction, carsim’s default interface is established on engine 
based powertrain system. So we have to make a suitable motor model to simulate 
inwheel EV as fig. 4. shows carsim’s internal setting so as tso in-wheel EV simulation 
and its fundamental simulation scheme. T-N curve(Rpm-torque curve) is designed 
using user defined function, which is torque command input of motor to Carsim. 
Other parameters, like tire radius/friction constant/overall length/weight/slanted angle 
of road is set in the Carsim as shown in table 1. 

Table 1. Some important internal Carsim parameters 

Category Value Unit 
Front wheel-COM 1103 mm 
Front wheel-Rear wheel 2347 mm 
Vehicle mass 747 kg 
Slanted angle 0 deg 
Tire radius 292 mm 
Road friction coefficient 0.85 - 

 

Fig. 4. Internal setting of Carsim for in-wheel EV and fundamental simulation scheme  
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We propose five most representative environments to simulate in-wheel EV, which 
is split mu braking test(ISO14512), double lane change(ISO3888), slalom(S-turn), 
Circle, and J-turn. Our proposed VDC algorithm has been demonstrated under stated 
five environments by comparing slip ratio, lambda, slip angle, beta, tire’s longitudinal 
and lateral force, and yaw rate, etc. 

3.2 Simulation Result 

This section describes simulation results for stated environment. Each figure has its 
own short caption for most distinctive features. 

3.2.1   Double Lane Change(ISO3888) 

 

Fig. 5. Slip ratio and slip angle of without VDC/with VDC for double lane change 

 

Fig. 6. Tire’s longitudinal/lateral force of without VDC/with VDC 
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3.2.2   Slalom(S-Turn) 

 

Fig. 7. Slip ratio and slip angle of without VDC/with VDC 

 

Fig. 8. Tire’s longitudinal/lateral force of without VDC/with VDC 
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Fig. 9. Wheel torque, vehicle speed, and yaw rate for slalom simulation 

3.2.3   Circle 

 

Fig. 10. Slip ratio and slip angle of without VDC/with VDC 

 

Fig. 11. Wheel torque and yaw rate of circle simulation 
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Fig. 12. Vehicle speed and trajectory of circle simulation 

3.2.4   J-Turn 

 

Fig. 13. Slip ratio and slip angle of without VDC/with VDC for J-turn simulation 
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Fig. 14. Wheel torque and yaw rate for J-turn simulation 

 

Fig. 15. Vehicle speed and trajectory of J-turn simulation 

4 Conclusions 

Most EV experts have consentaneously announced that the most significant 
bottleneck of EV is battery problem. Its low energy density, short driving distance per 
full charging state, insufficient life cycle, and heavy weight are slowing EV down not 
to be next generation’s transportation. But EV is an inevitable and huge wave heads 
for our future. As emphasize on transportation’s conveniences, the reliability and 
stability issues should be considered concurrently. Moreover, in-wheel EV might be a 
good and the only solution for specialized EV fields, such as personal mobility system 
with distinctive chassis. This paper suggests in-wheel EV’s prospective forecasts, and 
stability problems. As a solution for the suggested issues, efficient VDC algorithm 
based on precise wheel torque/speed estimation has been proposed. Proposed 
algorithm has been demonstrated through some practical simulations with Carsim and 
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Simulink. As some expected future works, 1. Optimal torque distribution to minimize 
side-slip angle, 2. Substitute motor modeling to real motor to realize HILS(Hardware 
In the Loop Simulation) system. 
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Abstract. In this paper, the obstacle recognition research is conducted by using 
vibration pattern. Remotely, the user can perceive the surroundings sensed by 
the obstacle recognition unit. The vibration motor was installed at the bottom of 
the joystick in order to let the user perceive the distance value of the obstacle 
which can be recognized by ultrasonic sensors. And in the various situations, 
the operation can be precisely implemented by using the Fuzzy controller. 

Keywords: Haptic joystick, Ultrasonic sensor, Vibration pattern, Fuzzy 
controller. 

1 Introduction 

Recently, by the development of the robot industry, the Robot is being utilized in a 
variety of fields. Especially, the necessary in the difficult and dangerous environment 
that human is difficult to directly access like as the space exploration or the scene of 
the accident is magnified largely. But, there are limitations of control of the robot 
using simply the controller. In order to compensate that, requires urgently the 
introduction of haptic like as the system for Interaction of the between human and 
robot [1]. 

The etymology of haptic is originated from, Greek, ‘haptesthai’ that means 
touching. At 2006, international economic journal FOBES includes one of the method 
that 10 kinds of way to change we live in the future. The haptic is the technique that 
feels the tactile, force, sense of movement, and so through input devices that the user 
used usually. In summary, it is enabled to interact on between the user and the robot 
without the users do not proceed directly. Through this haptic, it helps to feel and 
manipulated effectively the objects in the real-environment by increasing the user’s 
Immersion [2], [3], [4], [5]. 

Recently, the haptic is taken center stage the education and health care as well as 
every field that required to remote-control that the users control directly. For example, 
the practice need to most of the learning has the financial burden because of the 
consuming materials. In case of the needing practice of the Special environment like as 
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the driving education and Pilot training, there is a risk of money and physical damage 
caused by the mistakes[6], [7]. 

It is the studies of the haptic device are being actively investigated. Typically, 
PHANTOM Omni, PHANTOM Desktop, PHANTOM Premium, Omega, Falcon etc 
are developed. However, these kinds of devices aren’t for commercialization, so that 
is very expensive. Because there are difficult problems, it is still in the research. To 
implement a haptic joystick, the haptic device should be replaced. 

In this paper, aiming to implement the haptic vibration motor cost was to 
complement these issues [8], [9], [10]. Implementation of haptic vibration motor 
vibration by being equipped with a vibration motor is on joystick. Control method is 
using fuzzy controller and cycle caused by the vibration of the motor speed is made 
for detect the haptic vibration through haptic joystick. 

First, section 2 describes configuration of overall system for the implementation of 
haptic, section 3 presents study applying haptic controller briefly, in section 4 
presents result of applied controller, and finish with conclusions in section 5. 

2 Configuration of Overall System 

2.1 Overall System Configuration 

Figure 1 is a block diagram of the overall system. Two hall sensors are equipped on 
joystick express each data of x-axis and y-axis, After A / D conversion at haptic 
joystick using Bluetooth, send to device, MCU of obstacles. Currently, previous 
researching is conducted and sends data of hall sensor. 

Later, mobile robot will be controlled by the hall sensor data. Obstacles using 
ultrasonic sensor Ultrasonic sensor to measure the distance information of the 
obstacles and the measuring device and the measured data is sent to the MCU joystick 
haptic distance information to control the vibration of the vibration motor is 
implemented. Measurement device of obstacles is using Ultrasonic sensor to take 
distance information, measured data can be transferred to joystick MCU to control 
vibration and implement the haptic [11], [12]. 

 

Fig. 1. Block diagram of the overall system 
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2.2 Haptic Device 

Figure 2 shows the configuration of haptic device. Haptic is implemented using 
vibration motor mounted on the bottom portion of joystick. If the vibration motor 
rotates, the period of the oscillation occurs. So, Haptic was implemented by 
controlling the frequency of vibration through the velocity control of vibration motor. 
The haptic is changed depending on the joystick data and the value of distance 
between obstacle and obstacle measurement device. When the data value of the 
joystick is large and the distance of obstacle is near from obstacle measurement to 
real obstacle, the frequency of the vibration of motor function haptic is higher [13]. 

 

Fig. 2. The haptic device 

 

Fig. 3. Motordriver(NT-DC20A) 

Figure 3 shows the motor drive is used to drive a vibration motor in this 
experiment.  

Table 1. Specification of Motordriver(NT-DC20A) 

Electrical data 
Supply voltage 12V – 36V 

Maximum peak current 40A 

Maximum continuous current 7A 
Temperature range 0˚C - 80˚C 

Logic Level 3.3V – 5V 

PWM switching range 8KHz – 24KHz 
Current sensing range 0V – 4.5V 

 
Table 1 shows the performance of motor drive. 
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2.3 Obstacles Measurement Devices 

Figure 4 can be represented the distance measurement principle of ultrasonic sensor. 
By measuring the return time of the reflective ultrasonic signal from the obstacle, 
obtain the information of obstacle. When the ultrasound is coming back, it 
compensated errors and figured out the distance. In general, the ultrasonic velocity v  
in air is represented as equation (1) [14], [15]. 

331.5 0.6v T= + ×  (1)

2

vt
d =  (2)

T : The celsius temperature of air 
d  : The distance to obstacle 

 

Fig. 4. The distance measurement principle of ultrasonic sensor(SRF-05) 

 

Fig. 5. The obstacle cognition equipment 

Figure 5 shows the specification of obstacles measurement devices. The main 
MCU based on ARM CORTEX-M3-LM8962 controlled overall system. The 
communication between obstacles measurement devices and haptic joystick is used 
the BLUETOOTH(ESD200). The ultrasonic sensor(SRF-05) was used to measure the 
distance between obstacles. This obstacles measurement devices is the prerequisite 
test devices. later, by replacing the mobile robot, we are going to study the cognition 
and avoidance of obstacle using the Haptic joystick [16], [17]. 
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3 Haptic System Design 

In this study, the haptic vibration motor using Fuzzy control was implemented. For 
that reason, in order to implement the haptic vibration that occurs will consider two 
situations. For example, the current speed of the mobile robot during the approach to 
the obstacle and the distance between mobile robot and obstacle are considered for 
implementing haptic. The distance between the obstacles and mobile robot is short 
and the velocity of mobile robot is slow, haptic's reaction does not need to react 
relatively strong. So, in this study, the consideration of these issues, Fuzzy controllers 
were used. The fuzzy controller receives as input e  and ec . The e  is the distance 
between the obstacles measurement devices and obstacle, ec  represents the data of 
the joystick. The ec  represents a variation on the e . However, in this study, e  
used the data of the joystick because of the influence of haptic implementation depend 
on the data of joystick. The output set the velocity of vibration motor. Based on the 
designed rule considering the various action situation of system, the behavior 
according to the recently inputted e  and ec  is determined by applying to the IF-
Then laws. Finally, Fuzzy output is determined according to the actions 
defuzzification process. Figure 6 shows used Fuzzy membership function in this study 
[18], [19], [20].   

 

Fig. 6. Fuzzy membership function 

Table 2. The Fuzzy rule in order to implement haptic 

Motor-input 
ec 

Z VS S B VB 

e 

VL Z Z Z Z VS 
L Z Z VS VS S 
S Z S S F F 

VS Z F F F VF 
Z Z VF VF VF VF 
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In table 2 , Z, VS, S, B, VB in ec  mean sequentially Zero, Very Small, Small, 
Big, Very Big, VL, L, S, VS, Z in e  mean sequentially Very Long, Long, Short, 
Very Short, Zero. And VF, F, S, VS, Z in output mean sequentially Very Fast, Fast, 
Slow, Very Slow, Zero. 

4 Experimental Environment and Experimental Results 

In this research, we research and experiment in both cases, the vibration pattern 
changes according to the joystick data is measured and the distance to obstacle from 
obstacle measurement device. Firstly, changes in the vibration pattern that induced by 
changes in the joystick data is measured at the same time to maintain the distance to 
obstacle from obstacle measurement device. Secondly, changes in the vibration 
pattern that induced by changes in the distance to obstacle from obstacle measurement 
device at the same time to maintain constant joystick data is measured. 

Experiments are performed in two cases that the distance of obstacle is constantly 
600mm and 200mm. 

Figure 7 shows changes in haptic when the joystick data changes from 0V to 2.5V 
and constant distance to obstacle is 600mm. ‘Haptic’ means RPM of vibration motor 
mounted on the joystick. Haptic occurs according to changes of the joystick data by 
applying Fuzzy Rule. 

 

 

Fig. 7. Haptic response according to joystick data when distance to obstacle is 600mm 

Figure 8 shows changes in haptic when the joystick data changes from 0V to 2.5V 
and constant distance to obstacle is 200mm. In a similar way used in Figure 7, the 
joystick data has only changed. 
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Fig. 8. Haptic response according to the joystick data when distance to obstacle is 200mm 

Experiments are performed in two cases that the joystick data is constantly 2.4V  
and 1.2V. 

Figure 9 shows changes in haptic when the distance to the obstacle changes from 
1500mm to 100mm and constant joystick data is 2.4V. Haptic occurs according to 
changes of the distance to obstacle by applying Fuzzy Rule. 

 

Fig. 9. Haptic response according the distance to obstacle in joystick data to 2.4V 
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Figure 10 shows changes in haptic when the distance to obstacle changes  
from 1500mm to 100mm and constant joystick data is 1.2V. In a similar way used in 
Figure 9, the distance to obstacle has only changed. 

 

Fig. 10. Haptic response according the distance to obstacle in joystick data to 1.2V 

5 Conclusion 

In this research, haptic joystick is implemented using vibration pattern. The user 
perceived the vibration what is caused by motor mounted on the bottom of joystick. 
The actual strength of the vibration has been represented in Figure 7-10. And it has 
been analyzed whether the vibration pattern is applied correctly by considering two 
cases. The results based on the analysis of the experimental indicate that various 
vibration patterns are applied depending on the situation. Through the experiment, a 
variety of factors should be supplemented. The first is the response speed of vibration 
pattern. To apply to a real robot, the faster speed of response than now is need. The 
second is the position estimation of obstacle using the vibration pattern. The user 
should perceive the concrete position of the obstacle by the vibration pattern. Finally, 
the vibration pattern must be accurately implemented so that all users can be aware of 
the vibration pattern. In this time, only one user participated in this experiment, but 
the research in near future will be carried out in order to many people can participate 
in experiment and perceive the vibration pattern. In the future, the vibration pattern is 
complementary to the above-mentioned problems, and then the vibration pattern will 
be applied to various robots. 
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Abstract. In this paper, tightly coupled system is designed using multi-GPS 
receivers based on the Extended Kalman Filter(EKF). Typically, GPS has the 
instantaneous error and INS has the disadvantage that the cumulative error 
occurs over time. To fill the gap, receiving is stabilized and accuracy is higher 
position information get using multi-GPS receivers. INS's data is precisely 
updated through the multi-GPS's position data in the data fusion process of the 
EKF. Through experiment, it can verify the results compared single GPS and 
multi-GPS position error, and then calibrated mobile robot position estimation 
results can be found. 

Keywords: Outdoor, Multi-GPS, INS, EKF, Tightly coupled system. 

1 Introduction 

The fundamental problem of mobile robot is to recognize the position by itself. Now 
the interest about position recognition technology has been increasing in academia as 
well as industry field. And, by developing technology of intelligent robotics and 
unmanned vehicle, research for robot’s autonomous driving has been preceded 
actively. The sensors of position recognition are typically GPS and IMU sensor. GPS 
calculates own position through satellite out of the Earth. At the beginning of GPS, it 
was developed for military purposes. However, after applying to real life, it has been 
gradually expanded from navigation of vehicle to wireless internet and location-based 
services. GPS calculates the distance from satellite to receiver by using time interval 
between the signal from satellite and the received signal to receiver. By using the 
distance among minimum three satellites and the position of each satellite through the 
three side measurement, the position of receiver is calculated. In case of INS(Inertial 
Navigation System), it gets information of the posture and the position of the object 
by using MCU that combine gyro data and acceleration data.  INS obtains the 
acceleration of the object from initial position information, so it calculates the 
position through double integral equation [1-2]. Recently the research of system that 
combines the two devices using various filters has been preceded, many system have 
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been proposed through the combination method and the research of the filter [3]. GPS 
is calculated by taken time that transmission signal of the satellite arrives to the 
receiver. At this time, the error is occurred by inconsistency between the satellite and 
the timer of the receiver. And, the own position is exactly calculated by receiving the 
signal from at least over 4 GPS satellites. Because the low-cost GPS typically has the 
10m distance error, high accuracy DGPS and RTK GPS have been researched. But, 
these are over ten times more expensive than normal GPS on building the system. In 
case of INS, it is calculated by position information through integral formulas so error 
is getting increasing as time goes on [4-6]. 

1.1 System Combination Method 

To supplement the disadvantage of the GPS and the INS, typically system that 
combine two devices have been widely used. The methods of combination are 
Loosely Coupled System, Tightly Coupled System and Deeply Coupled System.  

Loosely Coupled System use navigation information (position, velocity, posture) 
and the output of GPS receiver (pseudo range) and their rate of change as 
measurement of filter. In Tightly Coupled System, first, calculates the pseudo range 
of GPS satellite and the rate of change of pseudo range from INS navigation 
information. Second, calculates the pseudo range of GPS receiver and the rate of 
change of pseudo range. And then, use these intervals as the estimation values of 
filter. Deeply Coupled System use the In-phase signal and Quadrature In the signal 
tracking loop of GPS receiver inside and location of the INS, the interval of the 
estimated I and Q signals from velocity as the estimation value of the filter. Loosely 
Coupled System is simple and has rapid calculation speed, but it has worse precision 
than Tightly Coupled System. And Deeply Coupled System is complex and difficult 
and has a disadvantage that long calculation time through state variables. So, by 
considering the building of exact outdoor position estimation system in embedded 
system, Tightly Coupled System is used in this paper [7-9]. 

1.2 Error Compensation Filter 

In the case of the filter, there is the KF(Kalman Filter), EKF(Extended Kalman 
Filter), UKF(Unscented Kalman Filter), PF(Particle Filter) and so on. KF is simple to 
configure and fast processing speed. However, the error is severe, because the 
nonlinear system is assumed to be linear. EKF changes the nonlinear system to the 
linearization by using the Jacobian. It applies to the process of the KF so that the 
processing speed is fast, however, the error is large when the nonlinear characteristic 
is severe. The UKF is a way to obtain the mean and the covariance of the nonlinear 
function by choosing the sampled sigma point. The precision of the UKF is better 
than KT and EKF, however, in the case of the UKF, the configuration is complex and 
the processing speed is slow. If the number of particle is greater, PF can obtain the 
position more precisely. However, in accordance with the number of particle, the 
embedded implementation is difficult, because the amount of computation is also 
increased so that lots of memory is used for calculating and the processing speed is 
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slow. Therefore, the EKF, which can apply the nonlinear system, and which has 
simple configuration and fast renewal speed, is used in this paper[10-12].  

In this paper, the Multi-GPS is used to develop the precision of the combined 
system of GPS/INS. With the three of GPS receivers, the exact position information 
of GPS is obtained using the weight on the satellite reception and the center of the 
triangular law. Also, the location identification system is built more accurately by 
combining the INS and GPS through the strongly-connected mode based on EKF. 

The organization of this paper is as follows. In section 2, the composition of the 
system used in this research is covered. In section 3, propose a way how to design the 
multiple GPS and compare the position error in accordance with the number of the 
GPS receivers. In section 4, GPS/INS fusion algorithm, we propose, is discussed, and 
Section 5, the performance of multiple GPS is verified through the experiment 
compared a single GPS with the multiple GPS. Lastly, in section 6, conclude this 
paper based on the experimental result. 

2 Configuration of the System 

In this paper, the two controllers, the three GPS and IMU sensor is used to configure 
the hardware, as shown in the figure 1. MCU, LM3S8962 of the Cortex-M3 ARM 
made by TAXAS INSTRUMENT Inc., is used. The GPS sensor, LS20031 made by 
LOCYSYS Technology Inc., and the EBIMU-9DOF, made by E2BOX sensor is used. 

 

Fig. 1. The Configuration of the hardware and total system block diagram 

Figure 1 shows the composition of the system. Each MCU receives the data of 
GPS receivers and IMU sensor through the UART communications. The main 
controller gathers the whole data to print out it from the PC at a time. 

3 Multi-GPS System 

The GPS receiver is got the information, including the time, position, speed, bearing 
and so forth. In the case of the GPS receiver, it receives more than three satellites to 
compute the current position using the triangulation method from satellite to receiver 
distance. Here, it is possible to know the position accurately, as there are a large 
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number of satellites. However, the received GPS information have the structural error 
due to the formation of the spatial structure, the geometric error due to the placement 
of the satellite and SA(Selective Availability) error. Also, if the data is continuously 
received with the error, the whole data would occur the large error[13-15]. 

3.1 Configuration of the Multi-GPS  

If you use only two GPS receivers, two receiver's location information are calculated 
by using averaged those position. But it generates instant position error about rotation 
of station coordinate. Further, In cases that more than four GPS is used, an error range 
become wider because the number of occurrences of the center of gravity increase to 
the number N(N-3). Therefore, when only three GPS receivers are used, we can 
obtain more accurate data, because a position error range becomes minimized and it 
reduces rotation errors. 

 

Fig. 2. The Configuration of the GPS receivers 

As shown in Figure 2 (a), GPS receivers were applied to trigonometry in the center 
of the mobile robot. Figure 1 (b) shows the center of gravity according to moving path 
of the mobile robot. When the mobile robot moves, we can see the range of the 
position error through the center of gravity at a straight line and rotation.  

( ) ( , )i i iP G x y=
, 

1 1 2 2 3 3

1 2 3

( )
G n G n G n

P G
n n n

× × + ×=
+ +

+
 (1)

The above equation is the position calculation equation using the multiple GPS 
receivers. G means the GPS receiver  and n  means the number of measured 
satellites at the receiver. In this paper, the transmitted number of satellites from the 
GPS receiver is weighted for obtaining the improved accuracy of the location 
information. In addition, that the number of satellites received from receiver is less 
than four was excluded. 
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3.2 Multi-GPS Algorithm 

A receiving stability of GPS becomes different depending on the weather and 
environment of outdoor. In addition, there is a little difference in the performance of 
the receiver. In this paper, the position estimation is determined by distinguishing the 
receiving stability of the GPS satellites. If the GPS receiver gains data from four or 
more satellites, the location information is deemed stable and we will collect the data. 
Therefore, the precise position estimate is executed with position information that 
obtained through securing the stability by using the center of the triangular. 

 

Fig. 3. The block diagram of the Multi-GPS 

3.3 Comparison of the Single GPS and Multi-GPS 

Obtained in order to compare the performance of single GPS and multiple GPS on 
Google Earth from a specific position (3514.0941 Latitude:, Longitude: 12904.5011) 
for 10 minutes to stop the data was obtained.  

-10 -5 0 5 10 15
-15

-10

-5

0

5

10

Longitude(m)

L
at

it
ud

e(
m

)

 

 

 GPS1

GPS2

GPS3

Multi-GPS

Position

 

Fig. 4. Comparison of the single GPS & multi-GPS at the stop state 
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Table 1. The position error of the single GPS and multi-GPS 

Sort Maximum Position Error(m) Average Position Error(m) 
GPS1 8.9791 6.9753 
GPS2 4.6624 4.1549 
GPS3 2.8108 1.9283 
Multi-GPS 2.6217 1.5669 

 
Table 1 shows the maximum position error of the GPS 3 Single-GPS and multi-

position error and the average is the result of the calculation. As shown in the table, in 
the case of a single GPS, position error of up to 8m or more occurred. Average GPS1 
and GPS2 error is greater than 4m. In addition, the distribution of the location of the 
picture, it is difficult to pinpoint the location of the current position point. In case 
using multi-GPS with center of the triangular law can correct error of each other, so 
current position information and averaged position error is proved the most excellent. 

4 GPS/INS Fusion Algorithm 

In this paper, GPS and INS were fused with using tightly-coupled. The tightly-
coupled method can get data of sight distance vector through INS’ position 
information and GPS’ satellite information. The extended Kalman filter is applied to 
this system by using estimates of non-linear position error between INS and GPS. In 
this paper, we improve the precision of a relatively large error of the GPS using 
multiple GPS. This paper proposes a robust position estimation system of mobile 
robot through applying the tightly-coupled method based on EKF [16-19]. 

,P Vδ δ

,INS INSP V

,GPS GPSP V

 

Fig. 5. The block diagram of the GPS/INS fusion Algorithm 

Figure 5 is a block diagram of fusion of multiple GPS and INS algorithm. Pseudo 
distance and change rate of pseudo distance of GPS satellite are obtained through 
position of INS and information of velocity navigation, GPS satellite pseudo distance. 
Also, difference between pseudo distance and change rate of pseudo distance obtained 
from GPS receiver are used as measurement of the EKF. 
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INS GPSP P Pδ = −  (2)

INS GPSV V Vδ = −  (3)

Using angular velocity from gyro sensor, posture expressed by Quaternion is 
renewed[20]. 

1 ˆˆ ( )
2

b
ib gyroq q bω= × −  (4)

Posture expressed by Quaternion can obtain DCM which change from navigation 
coordinate system to navigation coordinate system as equation 6.  

2 2 2 2 2 2 2 2 2 2 2 2
1 2 3 4 2 3 1 4 1 3 2 4

2 2 2 2 2 2 2 2 2 2 2 2
2 3 1 4 1 1 1 1 3 4 1 2
2 2 2 2 2 2 2 2 2 2 2 2
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ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ2( ) 2( )

b
n

q q q q q q q q q q q q

R q q q q q q q q q q q q

q q q q q q q q q q q q

 + − − − +
 = + − + − − 
 + + − − +   

(5)

Equation 7 shows that velocity increment value of accelerometer output is changed 
to navigation coordinate system through DCM. 

1 0.5 0.5
ˆ 0.5 1 0.5

0.5 0.5 1

z y

n b b
f n z x f

y x

V R V

δθ δθ
δ δθ δθ δ

δθ δθ

 −
 = − 
 − 

 (6)

1( )k k k kfδ δ ω−= +x x , ( )k k k kh vδ δ= +y x  (7)

k ’s estimated value is k̂ , measurement value is defined as k . kf  is state 

propagation function, kh is measurement equation, kω is the error of system, kv is 

measurement error  and kyδ  is measurement value.  

In this paper, more precise location information than single GPS is shown by using 
multi GPS based on EKF. 

5 Experimental Results 

This study uses 3 low-cost GPS receivers as a multiple GPS system. Also, compare 
single GPS and multiple GPS system for performance verification. GPS with EKF is 
more precise than tightly-coupled and the experiment was verified. 
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Fig. 6. The result of the single GPS and Multi-GPS 

In Figure 6, only GPS data was used to detect location between single GPS and 
multiple GPS system. Through Google Earth, reference point was defined then drives 
in the shape of a rectangle. The error occurs at the moment a single GPS 3, as shown 
in Figure. In case using multi GPS with center of the triangular law can compensate 
error at the moment. 

Table 2. The position estimation error of the single GPS and multi-GPS 

Sort Average Position Error(m) 

GPS1 5.2230 
GPS2 5.4382 
GPS3 7.0857 
Multi-GPS 2.5667 

 
Table 2 shows figure 6’s averaged position error between single GPS and multiple 

GPS system. Through this study, multiple GPS system can reduce location error than 
single GPS, and proved the superiority of multi GPS. 

In this paper, EKF is used to combine multi GPS system and INS so that the 
localization system is more precise. The position error of INS is compensated by 
precise value of GPS absolute position information. 

Figure 7 shows the result of localization by using the GPS/INS fusion system 
based on EKF. In the case of localization only by using GPS data, there are significant 
errors sometimes. However, the fusion of GPS and IMU could make the estimation 
more flexible as shown in figure 7. 
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Fig. 7. The result of the fusion of the single GPS and Multi-GPS 

Table 3. The position estimation error of the single GPS and multi-GPS 

Sort Average Position Error(m) 

GPS1+IMU 1.5113 
GPS2+IMU 0.7898 
GPS3+IMU 0.9232 
Multi-GPS+IMU 0.5298 

 
Table 3 shows the position error of the GPS/IMU fusion system and the data mean 

the robustness of multi GPS system. Table 3 shows the position error of the GPS/IMU 
fusion system and the data mean the robustness of multi GPS system. As shown the 
data of GPS1 in figure 7, the large error of GPS gets the error of position estimation 
larger. Thus, the more precise GPS data in the fusion system is, the more precise the 
localization is. 

6 Conclusion 

In this paper, the GPS/INS fusion system by EKF is proposed in order to estimate 
outdoor localization precisely. Generally, GPS needs to be precise because the 
GPS/INS fusion system performs the role that update the position of INS through 
GPS position information. In many case, DGPS or RTK-GPS is used in order to 
improving precision of GPS. However DGPS or RTK-GPS requires the use of 
expensive equipment. For this reason, three low-cost GPS receivers are used to 
estimate the position by the method of triangular center and the weights depending on 
the stability of reception. And by using EKF, multi GPS and INS are combined on the 
assumption that the non-linear features do not appear significant. The experiments 
proved that the fusion system estimate the position and dramatically reduce the 
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position error, compared with the use of GPS only. This system decreases the amount 
of calculation and memory usage and estimate precise position at low cost. Also the 
system can be applied to all outdoor moving objects or driverless vehicles. In the 
future, we will configure the system that estimate the position while the mobile robot 
move outdoor path in real-time. 
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Abstract. As a promising decoding algorithm for turbo codes in terms of 
relatively low BER, the maximum a posteriori (MAP) algorithm is most widely 
used. However, the conventional MAP algorithm requires a large number of 
computations. A modified MAP algorithm is therefore proposed for reduction 
of the associated memory size and ultimately power saving. A newly introduced 
block combing is performed for the memory efficiency such that two branch 
metrics (BMs) are merged into one branch metric. When calculating FSM 
(Forward State Metric) of the associated state transition, BM is included in the 
subsequent FSM, and thus when calculating APP (A Posteriori Probability), the 
BM is exempted and the number of computations for LLR (Log Likelihood 
Ratio) is reduced. Simulation results demonstrate reduced memory size in use 
and equivalent performance, compared to the conventional MAP algorithm. 

Keywords: Turbo decoder, MAP algorithm. 

1 Introduction 

Error correcting code has been researched since announcement of Shannon‘s coding 
theorem in 1984. And turbo code is one of the error correcting codes proposed in 
1993 by Berrou, Glavieux, and Thitimaishima [1]. 

Turbo code has been researched actively because it has excellent performance of 
error correction, and there are SOVA (Soft-Output Viterbi Algorithm) or MAP 
(Maximum A Posteriori) in algorithm of turbo code. Even though SOVA algorithm 
has less complexity than MAP algorithm, MAP algorithm shows better performance 
than SOVA algorithm [3]. Thus, MAP algorithm is mainly used in these days [4]. 
MAP algorithm proposed in 1974 by Bahl, and MAP algorithm calculates to APP 
from signal of noise. 

The following section describes the MAP algorithm for the turbo decoder and then 
accounts to the block processing technique in section 3. Section 4 describes that 
efficient MAP algorithm using block combining. Section 5 describes experimental 
result. Finally section 6 summarizes this paper. 

2 Map Algorithm 

The MAP algorithm was firstly presented in 1974 by Bahl, Cocke, Jelinik and Raviv. 
The MAP algorithm aims to calculate the a-posteriori probability (APP) of each state 
transition [4][5]. 
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Given noisy observation vector, the MAP algorithm finds the probability of each 
valid state transition as in the Trellis diagram. As shown in Fig.1, the terms, alpha, 
beta, and Gamma, are defined as the forward state metric and the backward state 
metric and the branch metric, respectively. Alpha has a systemic bit that means state 
metric transitioning from the previous state, s', at time k-1 to the next state, s, at time 
k. Beta can be obtained from the previous one by iterative calculation after receiving 
all information. The Gamma is defined as the probability that a given transition is 
chosen given the received sequence at a given state.[7] 
 

 
Fig. 1. The Conventional trellis with 4-state from time k-1 to time k+1 

In order to calculate LLR, gamma value is initial needed from received data. Then, 
alpha and beta value are calculated by using gamma value. Numerical formula 
(Mathematic method) is shown below. Alpha and beta values are expressed as 
follows. 
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Eq. (3) and (4) are LLR computed at time k and k+1, respectively. These equations 
make a decision for the information bit with a maximum probability when 
transitioning from the previous state to the current state. 
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3 Using the Block Processing Technique 

In this section, we explain a modified MAP algorithm using block processing 
technique for efficient memory use [2]. 

 

 

Fig. 2. Block processing trellis with 4-state from time k-1 to time k+1 

The algorithm using the block processing technique does not take into account 
alpha and beta values at time k, but only at time k+1, thereby reducing memory 
storage for alpha and beta value at time k. Alpha, beta and gamma values are 
expressed as follows.  

 

 

 
Although the block processing MAP algorithm needs much smaller memory size 

for the state metric and reduces power consumption, it has a defect that the algorithm 
needs more multiplication operations than conventional MAP algorithm in LLR 
calculation. 

4 Proposed Scheme for Low Low Complexity Map Algorithm 

A. The first proposed scheme 

In this section, we explain a modified MAP algorithm using block combining for an 
efficient turbo decoder. 

Fig. 3 shows a combining decoding process from two decoding processes. FSM 
and BSM are calculated using the combined BM values at each state, and the 
combined BM value means that two calculated BM values, one value is from time k-1 
to k and the other is from time k to time k+1. The value can be expressed as, 
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Fig. 3. Block combining trellis with 4-state from time k-1 to time k+1 
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kγ  combining calculate value that transfer to state(S) in time k from state(S') in 

time k-1. Alpha and beta value in time k+1 calculate with integrated BM value 
Calculating Alpha and Beta value in this algorithm is as same as conventional MAP 
algorithm. That is, keep systemic bit to next state (s) at time k from previous state (s') 
at time k-1. Alpha in the same manner, received all of information bit thereafter 
current beta value repetitional calculate through next beta value. 

To '0' state in time k+1 transfer from all states in time k-1 which receive data (0,0). 
To '1' state in time k+1 transfer from all states in time k-1 which receive data (0,1). 
And to '2' state in time k+1 transfer from time k-1 which receive data (1,0). To '3' 
state in time k+1 transfer from time k-1 which receive data (1,1). Probability values 
calculate that to each state in time k+1 from time k-1. Express followed below 
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'
1kS −

''
1kS +

00 

01 

10 

11 

decoded 

0 

1 

2 

3 



 Low Complexity MAP Algorithm for Turbo Decoder 81 

And ( 10 : )k kp u y=  indicates that probability likely (1,0). ( 11: )k kp u y=  

indicates that probability likely (1,1). 
After calculating their probability values, the maximum value can be determined 

because decoding calculation is differed according to the maximum value in LLRC. 
LLRC of the maximum value is as follows. 
 

          CASE1  ( 00 : )k kp u y=  

( 10 : )
( ) log( )  ,

( 00 : )
k k

k
k k

p u y
L u

p u y

==
=

 

1

( 01: )
( ) log( ) 

( 00 : )
k k

k
k k

p u y
L u

p u y+
==
=             

(12) 

 

          

CASE2  ( 01: )k kp u y=  

( 11: )
( ) log( )   ,

( 01: )
k k

k
k k

p u y
L u

p u y

==
=

 
1

( 01: )
( ) log( )  

( 00 : )
k k

k
k k

p u y
L u

p u y+
==
=            

(13) 

 

         CASE3  ( 10 : )k kp u y=  
( 10 : )

( ) log( )   ,
( 00 : )

k k
k

k k

p u y
L u

p u y

==
=

 
1

( 11: )
( ) log( ) 

( 10 : )
k k

k
k k

p u y
L u

p u y+
==
=               

(14) 

 

         CASE4  ( 11: )k kp u y=  
( 11: )

( ) log( )   ,
( 01: )

k k
k

k k

p u y
L u

p u y

==
=

 
1

( 11: )
( ) log( )  

( 10 : )
k k

k
k k

p u y
L u

p u y+
==
=              

(15) 

( )kL u  become decoding value in time k. 1( )kL u +  become decoding value in time 

k+1. ( 00 : )k kp u y=  divide ( 10 : )k kp u y=  in ( )kL u  of case1. It does 

divide ( 00 : )k kp u y=  by ( 10 : )k kp u y=  in ( )kL u  of case1. Because it does 

product of probability value of received data '0' when  transfer to time k from time k-

1 and probability value of received data '0' when transfer to time k+1 from time k. So, 

decoding value at time k+1 should make an offset. 

Similarly, calculate 1( )kL u + . Also case2 and case3 , case4 calculate in the same 

method. Equation (8) can be simplified. 
 

 
1 ', '' 1

0,0

( 00 : )k k k s s kp u y α γ β− += =  

 
(16)

 
 
Probability of (0,0) that is received data from equation (16) can be simplified by only 
current state of alpha and beta. Because alpha values at time k+1 include alpha values 
of all states. Equation (10), (11), (12) also can be simplified by same way. 
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B. The second proposed scheme 
 

If ( 00 : )k kp u y=  > ( 01: )k kp u y=  ; 
 

 Then buf = ‘1’; 
 

   If ( 00 : )k kp u y=  > ( 10 : )k kp u y=  
 

     Decoding data = ‘00’; 
 

   Else if ( 00 : )k kp u y=  < ( 10 : )k kp u y=  

 
     Decoding data = ‘10’ 
 

Else if ( 00 : )k kp u y=  < ( 01: )k kp u y=  ; 
 

 Then buf = ‘0’; 
 

If ( 01: )k kp u y=  > ( 11: )k kp u y= ; 
 

 Decoding data = ‘01’; 
 

Else if ( 01: )k kp u y=  < ( 11: )k kp u y= ; 
 

   Decoding data = ‘11’; 

<Pseudocode> 

5 Conclusions  

A Multiplication operation can be transferred to an adder operation by using Log-
MAP algorithm[7]. To make an easy hardware design, Log-MAP algorithm applies to 
conventional algorithm and proposed algorithm. After that following the application, 
compare conventional algorithm with proposed algorithm into LLRC. 
 

Table 1. Compare proposed Algorithm with conventional algorithm using log-MAP Algorithm 
in LLR Calculation(n:state number, m:data frame) 

 
Log-MAP 
algorithm 

Pietroben 
algorithm 

Block processing 
algorithm 

Proposed 
algorithm 

Adder 
Operation 

4*n(m-1) n(m-1) 12*n((m-1)/2) 1/2*n(m-1) 

Max 
Operation 

3/2*n(m-1) 1/2*n(m-1) 3*n(m-1) (n-1)((m-1)/2) 

FSM(or BSM) 
Memory 

m*n m*n 1/2*n(m+1) 1/2*n(m+1) 

Number of total memory 2*n(2*m-1) 2*n(2*m-1) n(3*m-1) n(3*m-1) 
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Table 2. Compare Proposed Algorithm with conventional algorithm at the number of time for 
switching(using the Xilinx XST) 

 

 
Block 
processing 
algorithm 

Proposed 
algorithm 

The 
decrement(%) 

Power(mw) 55.41 23.77 56 

Area 70.08 28.68 59 

 

Table 3. Compare Proposed Algorithm with conventional at LLRC(using the Xilinx XST) 

 
Conventional 

algorithm 

Block processing 
algorithm 

& Proposed algorithm 
The decrement(%) 

n=4 
m=400 

6384 4796 25 

n=4 
m=800 

12792 9596 25 

 
The Proposed scheme has less adder operation than conventional algorithm, and 
memory uses are as same as block processing technique. However, the operation 
quantities are far less than block processing technique. Thus, turbo decoder design 
consist of proposed scheme, the total circuit area can be reduced because it uses small 
number of adders. 

MAP algorithm of turbo decoder has an excellent performance of error correction, 
but it has very high complexity. In this paper, we proposed an efficient MAP 
algorithm by using the block combining. 'Block Combining' means that two times of 
decoding processes are unified with one process and the result both decrease the 
calculations in memory and operation. 

Therefore, proposed MAP algorithm by using block combining can use in efficient 
memory size and in low power. It is also suitable for low power system or high-speed 
system. 

References 

1. Berrou, C., Glavieux, A., Thitimajshima, P.: Near Shannon limit error-correcting coding 
and decoding: Turbo-Codes. In: Proceeding of IEEE International Conferences on 
Communications 1993, pp. 1064–1070 (May 1993) 

2. Lee, I., Vallejo, M.L., Mujtaba, S.A.: Block Processing Technique for Low Power Turbo 
Decoder Design. In: IEEE 55th VTC Spring 2002, pp. 1025–1029 (2002) 

3. Papke, L., Robertson, P., Villebrun, E.: Improved decoding with the SOVA in a parallel 
concatenated (trubo-code) scheme. In: Proceeding of ICC 1996, Dallas, TX, USA,  
pp. 102–106 (June 1996) 

4. Bahl, L., Cocke, J., Jelinek, F., Raviv, J.: Optimal decoding of linear codes for minimizing 
symbol error rate. IEEE Trans. Inform. Theory IT-20, 284–287 (1974) 



84 J. Seo and J. Lee 

5. Pietrobon, S., Barbulescu, A.S.: A simplification of the modified Bahl decoding algorithm 
for systematic convolutional codes. In: Proceeding of ISITA 1994, Sydney, Australia,  
pp. 875–880 (November 1994) 

6. Pietrobon, S., Barbulescu, A.S.: A simplification of the modified Bahl decoding algorithm 
for systematic convolutional codes. In: Proceeding of ISITA 1994, Sydney, Australia,  
pp. 875–880 (November 1994) 

7. Robertson, P., Villebrun, E., Hoher, P.: A Comparison of Optimal and Sub-Optimal MAP 
Decoding Algorithms Operating in the Log Domain. In: Proceedings of the International 
Conference on Communications, pp. 1009–1013 (June 1995) 

8. Forney, G.: The Viterbi algorithm. Processdings of the IEEE 61, 268–278 (1973) 
9. Bahl, L.R., Cocke, J., Jelink, F., Raviv, J.: Optimal Decoding of Linear Codes for 

Minimising Symbol Error Rate. IEEE Transactions on Information Theory 20, 284–287 
(1974) 

10. Shrestha, R., Paily, R.: 2013 26th International Conference on VLSI Design and 2013 12th 
International Conference on Embedded Systems (VLSID), pp. 86–91 (2013) 



 

J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 85–96, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

Force Feedback Implementation Based on Recognition  
of Obstacle for the Mobile Robot Using a Haptic Joystick 

Dong-Hyuk Lee1, Kyoung-Taik Park2, Sun-Kyun Kang1, and Jangmyung Lee1,* 

1 Department of Electrical Engineering, Pusan National University, Korea 
2 Research Division of Intelligent Manufacturing System,  

Korea Institute of Machinery & Materials 
{ldh0917,sunkyun7379,jmlee}@pusan.ac.kr,  

ktpark@kimm.re.kr  

Abstract. In this paper we have studied a haptic joystick that can recognize the 
surrounding environment of a mobile robot, which is remotely controlled by 
using user cognitive vibration pattern. We have realized a haptic joystick that 
user can remotely control the mobile robot and recognize the position and 
distance of an obstacle recognized by the operating robot with two vibration 
motors. We have implemented various situations using collision vector and 
fuzzy controller of virtual impedance and improved environment recognition 
accuracy of the mobile robot by overlapping ultrasonic sensors.  

Keywords: Haptic joystick, Force Feedback, mobile robot, Haptic. 

1 Introduction 

Haptic means relating to or based on the sense of touch and it is a technology that can 
make human feel the power of touch, sense of movement. Human senses mean sight, 
hearing, touch, taste and smell. A great deal of effort has been made on the 
implementation of visual and auditory information for a long time, and it has been 
widely used in the real world[7-9]. Haptic is studied in terms of the delivery and 
implementation the sense of touches or force feedback. Recently, the necessity of 
precise implementation the sense of touches and force feedback is emerging to deliver 
various and accurate information for the industrial robots and unmanned vehicle [1-
2]. There is a limit for human to control robots merely using a simple controller. To 
complement this limit, the interaction system between human and robot, the haptic 
technology is required. In this paper, we have controlled a mobile robot using haptic 
joystick and if the robot detects an obstacle while operating, it creates a certain 
vibration pattern to notify it to the user. The vibration pattern has implemented using 
Morse code. For hardware, we have mounted duplicated ultrasonic sensors on the 
mobile robot to detect accurate position of an obstacle, and installed two vibration 
motors on the joystick to create user cognitive vibration pattern. As software control 
                                                           
* Corresponding author. 
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methods, we have used collision vector method and fuzzy controller using virtual 
impedance to make system that delivers haptic to user through speed control of the 
vibration motor depending on the obstacle position and distance from robot to the 
obstacle. To begin with, Chapter 2 describes hardware part as total system 
configuration, and Chapter 3 describes software including virtual impedance, collision 
vector, and fuzzy controller. Then, Chapter 4 describes experimental environment and 
the analysis of the various sensors needed for research, and Chapter 5 describes the 
results of the experiment controller. Finally, Chapter 6 summarizes this paper by 
presenting the result of this study. 

2 Entire System Configuration 

2.1 System Configuration  

The entire system is configured as figure 1 bellow. The two Hall sensors installed on 
the joystick represents the X-axis and Y-axis data respectively. The mobile robot 
operates motor using the Hall sensor data received from the MCU of the joystick. 
Three ultrasonic sensors are mounted on the front side of the mobile robot to measure 
the distance and angle between an obstacle and the robot, the measurement data 
transmitted to the MCU of the joystick and control the vibration motor to implement 
the haptic. 

 

Fig. 1. Entire System 

2.2 Mobile Robot Configuration 

Figure 2 shows the appearance of the mobile robot designed to perform the test and 
the three ultrasonic sensors mounted on the front side recognize an obstacle. 

 

Fig. 2. Design structure of the mobile robot 
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2.3 Joystick Configuration 

Figure 3 represents the axis and coordinate system of the haptic joystick. As shown in 
the Figure 3 above, if the operator applies force hF  to the joystick, displacement will 

be created as much as the joystick’s location coordinate mX . This displacement mX  

will generate the velocity dV  and the position dX  according to the equation (1) and 

(2) [3]. 

( ) ( )d m mV s K X s= ⋅       (1) 

( ) ( )d v dX s K V s ds= ⋅ ⋅      (2) 

 

 

Fig. 3. Haptic Joystick’s coordinate system 

2.4 Haptic Device Configuration 

Figure 4 is the picture of the haptic joystick. Haptic has implemented by mounting a 
vibration motor on the bottom of the joystick. The faster the mobile robot velocity and 
the closer the distance from an obstacle, the stronger the vibration of the motor 
performing haptic function. It was designed to respond immediately according the 
current velocity of the mobile robot and distance from an obstacle calculated in real-
time. In addition, we have changed the vibration pattern depending on the location of 
the obstacles. Even if the distance is close, haptic response can be weakened as 
robot’s velocity goes down. 

 

Fig. 4. Haptic Device 

2.5 Obstacles Measurement 

Figure 5 shows that three ultrasonic sensors are duplicated in order to reduce the 
uncertainty of the ultrasonic sensor[4-5]. As you can see, same types of N  ultrasonic 
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sensors are placed interval of 360

N
β =
 
 
 


 on the circumference with r  radius so that 

3 ultrasonic sensors are forming a nested ultrasonic sensor ring. When the ultrasonic 
beam width is α , and the maximum detecting distance is 

,maxsρ , then the Figure 5 

represents 
1OS r= , 

1lim
2x

CS D
α

→∞
∠ =  and 

1 2
S OD

β∠ = . 

 

Fig. 5. 3 adjacent ultrasonic sensors with overlapped beam width 

Considering the blind spots of the obstacle detection, the obstacle detection range 
of the nested ultrasonic sensor ring in the Figure 4 can be determined with the 
following equation (3). 

 

0,min 0 0,maxρ ρ ρ≤ ≤       (3) 

Here, 

0,min OD dρ = =         (4) 

0,max ,maxsOE rρ ρ= = +      (5) 

the 
0,minρ  of equation (4) is the distance from the center of nested ultrasonic sensor 

ring to the vertex of the obstacle detection blind spots. The 
0,maxρ  of equation (5) is 

the maximum distance from the nested ultrasonic sensor ring to the farthest detectable 
obstacle. In this paper, we have set the maximum detection distance of the ultrasonic 
sensor as 1 m and performed the tests. 

3 Design Haptic System 

3.1 Virtual Force Restoration 

We have used virtual impedance by applying common impedance method to the field 
of the mobile robot driving and collision avoidance. As the figure 6 below, the virtual 
impedance models relationship between mobile robot and obstacles to the relationship 
between spring and damper and creates virtual power depending on the distance and  
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Fig. 6. Virtual Impedance Method 

speed information. The virtual force bF , which will be given to the operator as a 

feedback is the sum of the repulsive forces for dynamic and static obstacles as the 
following equation (6). 

( ) ( )
0 0

od os

od os

n n

b od os
i i

F F s F s
= =

  = + 
  
      (6) 

In this paper, the virtual force is implemented only using the sum of repulsive forces 
for the static obstacles so the sum of repulsive forces for the dynamic obstacles is 0. 
Therefore, the repulsive force osF  for static obstacles from the equation (6) can be 

obtained by the following equation (7). 
 

( ) ( )( ) ( )( ), , , ,o s o s o s o s oF s K X s D X s= +      (7) 

( ) ( ), 0 , 0
0

,

0 ,

n

unit units o s o
i

K C C D C C when C

otherwise

ρ ρ
=

 − − Δ <= 



    

    

3.2 Detection of a Collision Vector for an Obstacle 

In this paper, three ultrasonic sensors (SRF-04) were placed at intervals of 30 ° in the 
front of the mobile robot. We defined a vector, which is facing to the center of the front 
of the mobile robot and perpendicular to the tangential line of an obstacle as a collision 
vector ( C


). And it generates the virtual repulsive force by detecting the collision vector 

for an obstacle through the proposed virtual impedance model[6]. When we detect a 
collision vector using ultrasonic sensors, the possible cases can be divided into two cases 
as shown in figure 7. Figure 7. (a), Case 1 A small obstacle which could be a person is 
detected by only one ultrasonic sensor. Figure 7. (b), Case 2 An obstacle is detected by 
two ultrasonic sensors because the obstacle is bigger than that of Case 1. In case of Case 
1, the collision vector can be obtained by the equation (8). 

CC L=
 

     (6) 
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(a) Case 1     (b) case 2 

Fig. 7. Collision Vector Detection for an Obstacle 

 
For Case 2, we define a shorter distance from the 2 measured information as 

CL


 and 

the other distance vector is defined as 
RL


 or 
LL


 depending on the 
CL


. For (b) of 

figure 7, the longer distance vector is defined as 
RL


 because it is on the right side and 

CL


 is defined as 
LL


. Using the points 
LP , 

RP  the lines of 
LL


, 
RL


 and the tangential 

line of 
L RP P  can be measured.  And the collision vector that passes by the point 

SP  

can be obtained and the collision vector can be defined as follows. 
 

( ) ( ), cos , sinL L L L L L LP x y d dθ θ= =     (9) 

( ) ( ), cos , sinR R R R R R RP x y d dθ θ= =     (10) 

( )0 0 0

1

, ,
1 1

L L
L L

x yV x y VP x y
V V

V V

 − + ⋅ ⋅ −= = − 
 + +
 

   (11) 

0 SC P P=
 

      (12) 

 

Here, R L

R L

y y
V

x x

−=
−

, 
SP  indicates the current position of the mobile robot. Lθ  and Rθ  

represent the angle between the moving direction of the mobile robot, XR and an 
ultrasonic sensor[6]. 

3.3 Fuzzy Algorithms for the Implementation of the Haptic System 

The location and distance information of an obstacle calculated by the virtual 
impedance algorithms is delivered to the operator via the vibration pattern. The 
vibration pattern requires an algorithm to estimate the position of the obstacle as well 
as an algorithm for the robot to respond intelligently depending on the current state 
including the moving direction and the current speed. In this paper, we have generated 
vibration pattern using fuzzy rules. The performance of the fuzzy may vary depending 
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on the fuzzy rules configuration method. For better performance, fuzzy rules’ 
optimization process is required. The fuzzy rules are as follows. 
Rule: IF Collision Vector is i

CA  and Velocity of Mobile Robot is i
VB Then Vibration Patton 

Style i
PX  is and Vibration Strength is i

SY  

 

Fig. 8. Structure of Fuzzy Rules 

The input variables of fuzzy algorithm to express the virtual force as vibration are 
the collision vector C


 and the current velocity V of the mobile robot, and the shape 

and intensity of the vibration reflects the result values. To decide the result value, the 
Mamdani inference scheme, the center of gravity (COG) defuzzification method is 
used, and expressed with qualitative language[10-11]. 

Table 1. Input • output Fuzzy rules 

C
  

V  
Zero Very Short Short Long 

Zero Zero Zero Zero Zero 
Very Slow Zero Zero Zero Zero 

Slow Very Fast Slow Very Slow Very Slow 
Fast Very Fast Fast Slow Very Slow 

Very Fast Very Fast Very Fast Fast Slow 

Table 2. Input • output Fuzzy rules 

Situation 
Presence of Obstacle 

Pattern 
Left Center Right 

Situation 1 X X X Pattern 0 
Situation 2 O X X Pattern 1 
Situation 3 O O X Pattern 2 
Situation 4 X O X Pattern 3 
Situation 5 X O O Pattern 4 
Situation 6 X X O Pattern 5 
Situation 7 O O O Pattern 6 
Situation 8 O X O Pattern 7 

 



92 D.-H. Lee et al. 

 

Table 1 shows the designed fuzzy rules. Fuzzy rules are designed into two types by 
considering the situation. First of all, the risk index between the mobile robot and 
obstacles to the use, and the risk index reflects the robot’s current velocity and the 
distance from an obstacle. The size of collision vector is calculated using the distance 
measured by ultrasonic sensor. We have designed to control the intensity of vibration 
depending on the speed of the mobile robot and of the collision vector. Secondly, we 
have provided the user cognitive vibration pattern depending on the obstacle 
recognition in the Table 2 User can feel the location of an obstacle via the user 
cognitive pattern in accordance with the data measured by the ultrasonic sensor. 

4 Pattern Analysis 

The user cognitive vibration pattern has defined in the Table 2 the pattern is realized 
using Morse code defined in the Table 3. The vibration motor consists of two DC 
motors. The first motor, P-Motor-1 (Pattern Motor-1) implements pattern depending 
on the position of the obstacle, and the second motor, P-Motor-2 implements the 
pattern depending on the distance from the obstacle. Figure 9 (a) shows the pattern 0, 
1, 2, 3 of Table 2. Pattern 0 corresponds to the situation 1 which means that the robot 
detects no obstacle on the front and left and right side of the robot and both motors  
 

Table 3. Input • output Fuzzy rules 
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Fig. 9. Vibration pattern analysis 
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does not work. Pattern 1 corresponds to the situation 2 which means that an obstacle 
detected on the left side of the robot and operates defined pattern. Pattern 2 
corresponds to the situation 3 which means that obstacles are detected from the front 
and left side of the robot. Pattern 2 corresponds to the situation 3 which means that 
obstacles are detected from the front and left side of the robot. Pattern 3 corresponds 
to the situation 4 which means that obstacles are detected only from the front of  
the robot. 

Figure 9 (b) shows the pattern 4, 5, 6, and 7. Pattern 4 corresponds to the situation 
5 which means that obstacles are detected from the front and right side of the robot. 
Pattern 5 corresponds to the situation 6 which means that obstacles are detected only 
from the right side of the robot. Pattern 6 corresponds to the situation 7 which means 
that obstacles are detected on the front and left and right side of the robot. Pattern 7 
corresponds to the situation 8 which means that obstacles are detected on the left and 
right side. The vibration motor, P-Motor2, representing the distance from an obstacle 
increases in the shape of staircase. This means that the rotation speed of the motor is 
getting faster, as the distance from the obstacle is getting closer. 

5 Experiment and Result Analysis 

Figure 10 shows the experimental environment. This experiment was conducted on 
the second floor lobby, Samsung educational-industrial complex building of Pusan  
 

 

Fig. 10. Experimental Environment 
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National University. We have conducted test under various environments to prove the 
validity of the vibration pattern suggested in this paper. 

Figure 11 (a) shows the movement path that the mobile robot went by avoiding 
obstacles. We have configured experimental environment by placing the two 
obstacles, and the mobile robot moved from the start point to the end point. In this 
case, operator controls the mobile robot with a joystick 5m or more away it, ultrasonic 
sensors recognize obstacles while the robot is moving along the path and performs 
force feedback depending on the situation. Figure 11 (b) shows the result of force 
feedback analysis, which was obtained from the experiment 1 conducted with 
deploying one obstacle on the robot’s left and right side respectively. 

Figure 11(b) shows pattern depending on the situation of the mobile robot and the 
obstacles, C-vector means the size of collision vector representing the distance 
between an obstacle and the robot. In the Figure 11 (a), section ⓛ shows that the 
mobile robot recognizes an obstacle and avoids it according to the vibration pattern, 
and the vibration pattern is shown in the section ⓛ of the Figure 11 (b) and the last 
part of the section ⓛ is where noise occurred in the collision and vibration pattern. 
This noise occurred because the robot detected an obstacle on its left as the robot 
makes a second turn. The noise on the last part of the section ② of the Figure 11 (b) 
has occurred with the same reason. 
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Fig. 12. Experiment 2 

Figure 12 (a) shows the movement path that the mobile robot went by avoiding 
obstacles under the environment of experiment 2. We have placed additional 
obstacles for experiment 2 to implement more various pattern than experiment 1. We 
have placed obstacles sequentially like experiment 1 and additional obstacles are 
placed on the left and right side to check the user cognitive pattern. Figure 12 (b). 
Shows the analysis of force feedback according to the obstacle recognition on the 
movement path of the Figure 12 (a). The noise occurred on the last part of section ② 
in the Figure 12 (b) because the robot detected another obstacle instantly while the 
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robot makes a turn and cannot recognize the pattern. The noise occurred in the section 
③ of the Figure 12 (b) was generated when it is approaching between obstacles. 
Noise generated because obstacle detected by overlapped ultrasonic sensors, and the 
pattern could not be recognized instantly. Accurate vibration pattern displays 
normally after the robot enters between the obstacles. 

6 Conclusion 

In this study, operator remotely controlled a mobile robot using the user cognitive 
joystick with vibration pattern and we evaluated the performance of the joystick. We 
have checked whether the overlapped ultrasonic sensor can detect an obstacle or not 
and check the accuracy of the measured distances data. We have implemented 
vibration pattern with the two vibration motors mounted on the bottom of the joystick 
by adjusting the intensity of vibration depending on the calculated collision vector 
based on the distance and the velocity of the robot.  In addition to this, we have 
designed fuzzy controller depending on the position of obstacles to create patterns to 
deal with each situation. We have realized patterns to deal with each situation along 
the movement path of the mobile robot by placing obstacles to make experimental 
environment and controlling the robot by operator and we have demonstrated the 
validity of the pattern by performing the test to recognizing obstacles position and 
distance. However, while the mobile robot switching the direction, noise occurred and 
system instability if the robot detects an obstacle. In addition to this, the correct 
movement path cannot be implemented because the resolution of the encoder used in 
the experiment was too low. We will figure out the ways to solve these problems and 
will design the filter to remove the noise to implement more stable Force Feedback in 
the future. 
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Abstract. To control the linear synchronous motor(LSM) which is used for 
super speed maglev, the precise position data of high speed running train is 
needed for generation of synchronized current which is supplied to the stator 
attached on the guideway. Also to reduce the amount of current input to the 
stator, the whole guideway is devided into several sections and the power is 
supplied to the only one section which the train is running on. The poor 
performance of position detection causes the degradation of LSM propulsion 
efficiency. Also, the poor section change due to bad LSM control causes the 
fluctuation of vehicle, which decreases the comfortability. In this study, to 
evaluate the influence of position detection performance on the LSM and 
section control, the infinite loop type testbed is developed, and improvement 
method was investigated. 

Keywords: Maglev Train, Linear Synchronous Motor, Propulsion, Control, 
Position Detection, Section Control. 

1 Introduction 

As a propulsion device for super speed maglev, the linear synchronous motor(LSM) is 
suitable, since LSM has good performance in several aspects such as rapid 
acceleration, large capacity and high efficiency. However, to control LSM, the 
running maglev position information must be fed back to the power inverter to 
synchronize the output current phase. Therefore, the precise position detection 
technique is important for higher efficiency and power performance. And since LSM 
stator is attached on the guideway, to supply the propulsion power to the whole 
guideway is too much waste of electric power. To minimize the input power, the 
guideway is devided into several sections and the power is supplied to the only one 
section which the train is running on. Therefore smooth section change based on the 
well-controlled propulsion is necessary to mitigate the vibration and noise when train 
moves from one section to the other section. In this study, to evaluate the influence  
of position detection performance on the LSM and section control, the infinite loop 
type testbed is developed, and improvement method was investigated through the 
experiments. 
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2 Test Bed 

2.1 System Overview  

The overall system configuration is shown in Fig. 1. The diameter of the loop type 
guideway is about 5m and the section is devided into 3. Each inverter provides power to 
inner and outer guideway alternately by 60 degree. The vehicle has permanent magnets 
for propulsion and 4 wheels for support and guidance respectively. The position of the 
maglev is detected through the bar code attached around the gudieway side.  

 

Fig. 1. Overall system configuration of test bed 

2.2 Vehicle  

For smooth driving, there is a length difference between the inner and outer 
permanent magnet attached under vehicle as shown in Fig. 2(a). Inside of the mockup 
frame, acceleration sensors, position detecting device and battery are placed as shown 
in Fig. 2(b). The final appearance of the manufactured vehicle is shown in Fig. 2(c).  

   

(a)                    (b)                    (c) 

Fig. 2. Vehicle 
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2.3 Guideway  

Whole guideway is made from SS400 and the LSM whose specification is shown in 
Table 1 is attached under the guideway. Total 36 LSMs are located in the inner and 
outer side as shown in Fig. 3(a). The bar code for vehicle position detection is 
attached around the guideway side shown in Fig. 3(b). The final appearance of the 
manufactured guideway is shown in Fig. 3(c). 
 

  
             (a)                           (b)                             (c) 

Fig. 3. Guideway 

Table 1. Specification of LSM 

Peak 
Force 

Continuous 
Force 

Continuous 
Current 

Peak 
Current 

Force 
Constant

Motor 
Constant

Thermal 
Resistance 

Attraction 
Force 

Moving 
Coil 
Mass 

N N Arms Arms N/Arms N/W1/2 oC/W N kg 

138 46 2.4 7.2 19.2 6.6 1.9 110 1.4 

2.4 Inverter and Measurement System  

As shown in Fig. 4(a) and 4(b), inverters containing the power module, DSP 
controller, DC link capacitor, power supply, current detecting sensor and heat sink are 
manufactured. For data monitoring such as vehicle acceleration, output current and 
inverter input/output command, the measurement system shown in Fig. 4(c) and 4(d) 
is also developed. 

 

    
           (a)                   (b)                   (c)                  (d) 

Fig. 4. Inverter and measurement system 
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2.5 Control Algorithm  

As LSM control algorithm, general d-q control logic is applied as shown in Fig. 5. 
The position data is gathered from bar code and transmitted through the CAN 
communication. For the section change, by using the current position data of running 
vehicle, ON/OFF operation of contactor, PWM and current supply from inverter are 
sequentially provided by DSP controller. 

 

Fig. 5. LSM and section control 

Fig. 6 shows the photograph of completely manufactured testbed.  

 

Fig. 6. Testbed for LSM and section control 
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3 Experiments  

3.1 Delay of Position Data Transmission  

Fig. 7(a) shows the signal delay of position data from bar code reading. This result 
indicates that the delay is 2ms and 1% jitter. Since the amount of jitter is negligible, 
this delay time could be compensated by simple arithmetic calculation. The real 
position data gathered during 2 turns is shown in Fig. 7(b). 

 

 
(a)                                              (b) 

Fig. 7. Position detection through bar code 
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Fig. 8. Compensation of omitted position data 
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3.2 Compensation of Omitted Position Data 

Since the position data receiving rate is much slower than the control rate, only a few 
position datum are used for current synchronization, resulting the poor output current 
profile shown in Fig. 8(a). By using predicted equation, more precise position data 
could be created and consequently the current profile is improved as shown in Fig. 8(b). 

3.3 Compensation of the Delayed and Omitted Position Data 

Detected position data should be compensated for exact synchronization with current 
generation. Fig. 9(a) shows the vehicle’s acceleration without the compensation  
of the detected position data in one section. And Fig. 9(b) shows the vehicle’s 
acceleration when in all three sections, the position data is compensated. Due to the 
uncompensated section, the tangential and radial acceleration is decreased temporarily 
and this would result in the uncomfortableness. Moreover, the average radial 
acceleration is decreased due to the overall propulsion power degradation caused by 
improper position detection.  
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Fig. 9. Vehicle acceleration 

3.4 System Performance  

After position detection performance is improved, the system performance is 
evaluated through the running test and the results are shown in Fig. 10. The maximum 
speed and acceleration is up to 4m/s and 1.5m/s2 respectively. The Fig. 11 shows the 
output current from 3 inverters during running, which explains that the section is well 
changed in sequence. 
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4 Conclusion 

In this study, to evaluate the influence of position detection performance on the LSM 
and section control, the infinite loop type testbed is developed, and improvement 
method was investigated. Experiment results show that the delay and omission of the 
position data cause the degradation of the LSM propulsion and section change. By 
applying the compensation method, the system performance such as acceleration was 
improved. Investigated method in this study would be utilized for the real-size super 
speed maglev development which is currently being carried out.  
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Abstract. Mobile ad hoc computational Grids are characterized by unreliable 
and dynamic communication environment. The bandwidth at different network 
portions varies over the time and different nodes often experience different 
connection quality at the same time due to traffic load and constrained 
communication environment. Therefore, an effective and robust resource 
allocation scheme should consider connection quality between nodes in addition 
to other factors such as transmission power, processing speed and task size. In 
this paper, two resource allocation schemes are described with their pros and 
cons. The first resource scheme exploits transmission power control mechanism 
in order to improve energy efficiency and network capacity whereas the second 
resource allocation scheme takes into account the connection quality and traffic 
load in order to reduce data transfer time. The relationship between data transfer 
time and transmission energy consumption has also been investigated in detail. 
The schemes are validated in a simulated environment using various workloads 
and parameters.  

Keywords: Mobile Grid, Computational Grid, Resource Management. 

1 Introduction 

We envision a scenario in which a group of miniature autonomous mobile robots are 
deployed in urban environment to detect, identify, monitor and report a 
comprehensive range of military and non-military threats. To detect abnormal 
situations or threats, sophisticated image and video processing algorithms are used  
[1-2]. In addition to threat detection algorithms, robots also use vision-based 
navigation algorithms to navigate in environment [3] and perform several other tasks 
[4]. The processing of such computationally-intensive tasks requires an enormous 
computational power, often beyond capabilities of single miniature mobile robot. 
Therefore to process computationally-intensive tasks a distributed computing 
infrastructure is required to allow mobile robots to share computing resources on 
demand.  
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A distributed computing infrastructure which allows mobile robots to share 
computing resources on demand without pre-existing network infrastructure is known 
as a mobile ad hoc computational Grid [4]. Mobile ad hoc computational Grid is an 
integration of computational Grid and mobile ad hoc network. Computational Grid is 
a software infrastructure that allows distributed computing devices to share 
computing resources to solve computationally-intensive problems. Whereas mobile ad 
hoc network is a wireless network of mobile devices that communicate with each 
other without any pre-existing network infrastructure.  

Resource allocation is a central task in any parallel and distributed computing 
system. Compared to traditional infrastructure-based distributed systems such as 
Grids and Clusters, mobile ad hoc computational Grids are characterized by shared 
and unreliable communication medium, low bandwidth, high latency, limited battery 
power, node mobility and infrastructure-less network environment. Therefore, 
resource allocation schemes proposed for traditional distributed systems cannot be 
applied to mobile ad hoc computational Grids.  

Previously we proposed a power-based resource allocation scheme [4] to improve 
energy efficiency and network capacity. The basic idea is to exploit transmission 
power control mechanism and allocate data-intensive dependent tasks to nodes 
accessible at minimum transmission power. Since energy consumption is proportional 
to transmission power, communication at minimum required transmission power 
reduced energy consumed in transmission of data.  

Since mobile ad hoc computational Grids are characterized by unreliable and 
dynamic communication environment, bandwidth at different network portions varies 
over the time and different nodes often experience different connection quality at the 
same time due to traffic load and constrained communication environment. Therefore, 
an effective and robust resource allocation scheme should consider connection quality 
between nodes in addition to other factors such as transmission power, processing 
speed and task size.  

In this paper, we describe two resource allocation schemes with their pros and 
cons. First, we describe our previous resource allocation scheme [4] based on 
transmission power control mechanism which aims to improve energy efficiency and 
network capacity. Then, we propose a network aware resource allocation scheme that 
takes into account the connection quality and traffic load in order to reduce data 
transfer time. The relationship between data transfer time and transmission energy 
consumption has also been investigated in detail. 

2 System Models 

A mobile ad hoc network is modeled as an undirected graph   GN = (N, L, p, m, b) 
where N is set of vertices representing mobile nodes and L is set of edges representing 
communication links among them. The nodes within a network can use multiple 
transmission power levels and are heterogeneous in terms of processing power, 
memory and battery power. The energy consumption rate for data transmission is 
same for all nodes. Nodes communicate with each other through message passing and 
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communication between tasks assigned to same node is negligible. We also assume 
that nodes do not move across the coverage area and are configured with IEEE 802.11 
MAC protocol. Node mobility is addressed in [19].  

A parallel application is modeled as a graph AG = (T, C) where T is the set of 

vertices representing data-intensive tasks and C is the set of edges representing 
dependencies between tasks. The tasks within an application are non-preemptive and 
indivisible work units. The dependencies are divided into two categories: precedence 
dependencies and parallel execution dependencies. The precedence dependencies are 
represented by directional edges and parallel execution dependencies are represented 
by un-directional edges. The tasks with precedence dependencies execute 
independently but require inputs generated by predecessor tasks while tasks with 
parallel execution dependencies periodically exchange data with one another and 
communication between tasks may take place anytime during execution. 

3 Resource Allocation 

In order to make allocation decisions there are three possible cases:  

(1)   Allocation of independent task it   

(2)   Allocation of task it that has dependency on already allocated task rt   

(3)   Allocation of interdependent task set *T   

 

 

Fig. 1. Three possible cases: task 1 is independent while task 2 has dependency on task 1. Tasks 
3, 4 and 5 form an interdependent task set. Task 3 has parallel execution dependency with task 
4 and 5 and vice versa. 

In this paper our focus is on allocation of interdependent task set. Interdependent 
task set consists of multiple tasks with parallel execution dependencies. In addition, 
task set can have dependencies on already allocated task or can be independent. In 
order to reduce data transfer cost and thus task completion time interdependent tasks 
in a set should be allocated simultaneously to closely located nodes [4].  

When more than one interdependent task needs to be allocated simultaneously to 
closely located nodes, the basic problem is to search a group of closest nodes within a 
Grid. More specifically, the problem is to search k  closest nodes in a Grid to allocate
m  interdependent tasks, where k >= m . 
 

1

2 4

3

5
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3.1 K-Nearest Neighbor Problem 

The problem of searching a group of closest nodes in a Grid is modelled as a k-
nearest neighbour (kNN) search problem in graph theory. The kNN graph is a 
weighted directed graph G (U, E) connecting each element to its k-nearest neighbours 
[5]. A fundamental problem for graphs is to efficiently search the k  nodes closest to 
some specific node. 
 
K-Nearest Neighbor Search Algorithm 

In order to search kNN, one option is to use distance-based kNN search algorithms  
[5-9], whose complexity depends on input graph G. However, a key motivation to 
search kNN in this study is to reduce energy consumption and communication cost. 
Therefore, it is not important to search kNN based on distance, because nodes 
accessible at the same TPL have the same energy consumption and communication 
cost. For example, when a node that uses fixed and maximum transmission power 
communicates with two neighbouring nodes, one at a distance of 10 m and the other 
at a distance of 200 m, the communication with both nodes incurs the same cost [4]. 

 

 

 

 

 

 

 

 

 

 

 

Therefore, to reduce the energy consumption and communication cost we propose 
a simple kNN search algorithm based on transmission power control (TPC) 
mechanism.  In order to search kNN, each node broadcasts a discovery message at 
minimum TPL. When the number of nodes discovered is larger than or equal to  k , 
the search process stops and discovered nodes are declared as kNN; otherwise the 
node uses the next TPL. For details see Algorithm 1. 

After a node finds its kNN, the next step is to search for the optimal node with 
kNN. For example, Figures 2 and 3 show two source nodes X and Y with four nearest 
neighbours in green colour. Node X has access to two nodes at TPL 1 and two nodes 
at TPL 2, while node Y has access to one node at TPL 1, one node at TPL 2, and two 

Integer i=1 
List kNNList = null 
While (i<=n)  { 
   Broadcast a discovery message at iTPL  

   Collect replies from nodes accessible at iTPL  

   Add nodes to kNNList 
   If (number of nodes in kNNList >= k) then 
        Exit the while loop 
   Else  
       i++  
} Calculate weight using equation given below. 
 

Algorithm 1: Pseudo code of kNN search 
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nodes at TPL 4. Since energy consumption is proportional to transmission power, 
communication consumes less energy at the lower TPL than at the higher TPL. Due to 
this, the allocation of the task set to node X will consume less energy compared to 
allocation to node Y. 

 

Fig. 2. Node X with 4NN  

 

 

 

 

 

 

 

Fig. 3. Node Y with 4NN  

In order to distinguish among optimal and suboptimal nodes with kNN, we 
introduce a weight function based on TPL and the number of nodes accessible at that 
TPL. The lower TPL has more weight than the higher TPL. Once a node discovers its 
kNN, it uses the weight function to determine its weight. The highest weight implies 
that allocation of tasks to this node and its kNN will consume less energy. 
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3.2 Transmission Power-Based Allocation Scheme 

The basic idea is to allocate interdependent tasks to nodes that accessible at minimum 
transmission power. In order to allocate tasks, resource allocation service first selects 
a node with highest weight and then allocates tasks to its kNN.  

The allocation based on transmission power offers three key advantages: reduced 
energy consumption, increased network capacity, and reduced complexity of kNN 
search algorithm. The tasks executed on two closely located nodes accessible at 
minimum TPL do not require maximum TP to communicate, which can significantly 
reduce energy consumption and increase network capacity [10-13]. Moreover, the 
complexity of the kNN search algorithm depends on the number of TPLs rather than 
the number of nodes within a Grid. The reader is referred to [4] for a detailed 
description of the kNN search algorithm and transmission power-based resource 
allocation scheme.  

3.3 Dynamic Bandwidth Problem 

Mobile ad hoc computational Grids are characterized by unreliable and dynamic 
communication environment. The bandwidth at different network portions varies over 
the time and different nodes often experience different connection quality at the same 
time due to traffic load and constrained communication environment. This is 
demonstrated in Figure 4. Since the connection quality between nodes within a Grid is 
not same and keeps changing an effective and robust resource allocation scheme 
should consider connection quality between nodes in addition to other factors such as 
transmission power, processing speed and task size. A resource allocation scheme 
which does not consider connection quality and network load can lead to performance 
degradation [4].  

 

 

Fig. 4. Demonstrates how connection quality changes over the time. Even nodes at the same 
time have different performance. 

In this section, we first define a term connection quality and then present network 
aware resource allocation schemes which make allocation decisions based on 
connection quality between nodes. 
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Connection Quality 

In this study, connection quality is measured in terms of round trip time, packet loss 
probability and medium access delay. An equation to calculate connection quality is 
given below:  

jC = size
loss

ready recieved

P
( ) * P
T T−

 jC  = Connection quality 
sizeP = Packet Size 

readyT = Time packet is ready to be transmitted 

recievedT = time acknowledgement received  

lossP = Packet loss ratio 

Similar metrics have also been used in [14], [16]. They only differ with respect to 
number of parameters taken into consideration. For example, a scheme proposed in 
[14] does not consider time to gain access to medium and also demonstrate that 
medium access delay does not have significant impact on the performance. The 
experiments were conducted with medium network size and moderate network load. 
On other hand, schemes such as [15], [16] have reported that medium access delay 
plays a significant role as number of nodes and data transfers increase within a 
network. 

3.3.1 Network Aware Resource Allocation Schemes 
Naïve Approach: In order to make allocation decisions resource allocation service 
maintains connection quality information for each pair of nodes. Whenever connection 
quality changes information maintained at resource allocation service is updated. The 
key advantage of naïve approach is effective resource allocation decisions due to 
network-wide view. However, it is very expensive in terms of communication cost.  In 
addition, with small task size and hence data transfers, control traffic may dominate the 
actual data transfer cost and may degrade the performance of task. 

KNN-Based Approach: Instead of maintaining connection quality information for 
each pair of nodes, kNN-based approach maintains connection quality information of 
kNN of each node. The nodes in Grid discover their kNN based on transmission 
power control mechanism and send connection quality information of their kNN to 
resource allocation service. Resource allocation service decides allocation based on 
connection quality of nodes and their kNN. This approach reduces communication 
cost because only kNN information is maintained. However, it increases processing 
burden on a single node and may result into ineffective allocation decisions due to 
restricted view of nodes’ neighbors.  

A Rank-Based Approach: The nodes maintain connection quality information of 
their kNN. Based on connection quality, they calculate their rank and send that to 
resource allocation service. The decision making is divided into two levels: at level-1 
resource allocation service selects a node with highest rank while at level-2 node 
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selected at level-1 allocates tasks to its kNN based on connection quality. Since 
network environment is dynamic, each node calculates its rank at regular intervals. If 
new calculated rank is greater than threshold it is sent to resource allocation service. It 
has also been observed that sometime connection quality changes for a short time and 
then becomes stable. Calculation of rank based on short term information may be 
misleading. To avoid this problem connection quality is monitored for time interval X 
and then is compared against a threshold value to decide whether to send it or not.  
The equation to calculate node’s rank is given below: 

k
total
i

j 1

R
=

= iC  

 
t tal

r i
o

i
R

n
k

=  

 

jC = Connection quality between node in and jn  
r
in = rank of node in  

k = # of nearest neighbors 

3.4 Comparison between Transmission Power-Based and Network Aware 
Resource Allocation Schemes 

Compared to transmission power-based allocation, allocation based on connection 
quality may restrict parallel transmissions and thus network capacity. In addition, it 
may consume more energy. So there is trade-off between transmission power-based 
allocation and network-aware allocation. This is demonstrated in Figures 2 and 3. In 
case of transmission power-based allocation tasks should be allocated to node X 
because neighbors of node X are accessible at minimum transmission power, which 
would increase energy efficiency and network capacity.  While data transfer cost 
between tasks would be high due to high latency. In case of network aware allocation, 
tasks should be allocated to node Y which will improve data transfer times but would 
reduce network capacity and energy efficiency. The relationship between these two 
schemes is further explored in section 4. 

4 Simulation Results 

The performance of network aware rank-based resource allocation scheme is 
compared with power-based resource allocation scheme [4] which allocates 
interdependent tasks to nodes based on transmission power control mechanism.  

4.1 Simulation Setup 

The network simulator NS2 was used for performance evaluation with a wide range 
of scenarios. In order to make allocation decisions, three key services were 
implemented: monitoring service, discovery service and resource allocation service. 
Monitoring service runs on nodes willing to share computing resources while resource 
allocation and discovery services execute on node that requires additional computing 
resources. Node monitoring service listens for requests to share computing resources 
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and keeps track of task’s execution.  Resource discovery service broadcasts request 
messages and collects replies while resource allocation service makes allocation 
decisions based on criteria described in section 3. In addition, each node within a Grid 
runs a kNN search algorithm, maintains a list of kNN, sends weight or rank to 
resource allocation service, and also runs a customized version of resource allocation 
service to allocate tasks to its kNN.  

An application submitted to resource allocation service included various number of 
interdependent tasks with mix workload. Tasks are simple programs that transfer data 
to their dependent tasks.  

4.2 Simulation Results 

Scenario 1: Fifteen nodes were deployed in groups of varying size. The largest group 
consisted of 6 nodes while smallest group had 2 nodes. The distance between nodes 
within a group was 20-50 m and across the group was 100-250 m. Each node had 
three nearest neighbors and was able to transmit at three transmission power levels. 
Before allocation constant bit rate traffic was started between some randomly chosen 
nodes within a network. 

Applications submitted to resource allocation service consisted of interdependent 
task sets. The maximum numbers of tasks in a set were 3 while smallest task set had 2 
interdependent tasks. The ratio of interdependent task set of size 3 to interdependent 
task set of size 2 was 1:1. Each task transferred data of size 4-8 megabytes.  The 
inter-packet interval was in range of 10ms to 300ms.  All tasks had same execution 
cost because we are only concerned with communication performance of 
interdependent tasks. 

Scenario 2: Twenty nodes were deployed in groups of varying size. The numbers 
of nodes within each group were in range of 2-3. The distance between nodes within a 
group was 40-50 m and across the group was 150-250 m. Each node was able to 
transmit at three transmission power levels. The remaining setup was same as in 
Scenario 1.  

Scenario 3: Twenty nodes were deployed in groups of fixed size. Each group 
consisted of four nodes. The distance between nodes within group was 50-100 m and 
across the groups was 100-250 m. Each node was able to transmit at two transmission 
power levels.  

Maximum numbers of tasks in a set were 4 while smallest task set had 3 
interdependent tasks. The ratio of interdependent task set of size four to 
interdependent task set of size three was 2:4. Each task transferred data of size 4-8 
megabytes.  Inter-packet interval was in range of 10ms to 100ms. Large amount of 
data transfers were started at some network portions before task allocation process. 

Accumulative Application Completion Time - AACT  

AACT for Scenarios 1 and 2 is shown in Figures 5 and 6. As results show, rank-based 
resource allocation scheme improves performance by 3-5% in Scenario 1 and 10-15% 
in Scenario 2.  
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In Scenario 1, 15 nodes divided into two large groups and two small groups were 
deployed in the region. Due to less number of nodes and group of nodes, there were 
few choices for allocation. Therefore, performance gains are not significant. While in 
Scenario 2, large numbers of nodes were deployed into small groups, so there were 
several choices for allocation. Rank-based allocation scheme allocated task to nodes 
with better connection quality. Furthermore, when large numbers of tasks such as 30-
40 were submitted, tasks were evenly distributed to nodes in order to balance the data 
transfer load in the network. Power-based allocation scheme allocated tasks to nodes 
based on transmission power and did not consider network conditions. Therefore, 
tasks were allocated to same group of nodes because they were accessible at 
minimum transmission power. This increased the data transfers and degraded the 
communication performance and connection quality between nodes in that region. 
Thus completion time of tasks allocated in that region was increased. 

 

 

 
The results for Scenario 3 are given in Figure 7. As results show rank-based 

resource allocation scheme outperforms power-based allocation scheme and improves 
performance by 15-20%. This is because before allocation process we started TCP 
traffic between nodes in few groups to demonstrate an effectiveness of rank-based 
allocation in varying and rough network configuration. The groups of nodes where 
TCP traffic was started were experiencing worst communication performance. Rank-
based allocation did not allocate task to that region while power-based allocation 
scheme preferred that region because nodes were accessible at less transmission 
power. Allocation of tasks to already overloaded network region increased data 
transfer time of tasks and thus task completion time. 

In general, rank-based allocation outperforms power-based allocation when some 
network portions are highly overloaded and are experiencing worst connection quality. 
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scheme, network aware allocation consumes more energy and restricts the number of 
parallel transmissions and thus network capacity. While power-based allocation 
scheme conserve energy but degrades the performance of data-intensive parallel tasks.  
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Abstract. In this paper, we modify the well-known 8-point method to
make it work reliably in outdoor scenarios. It is well-known that the 8-
point method is vulnerable against minor measurement noises especially
if features are located far from a camera. Such situations occur often
in outdoor scenarios. We offer four modifications to the 8-point method
in the context of a RANSAC algorithm to make the algorithm robust
against the measurement noises up to more than two pixels. The perfor-
mance of the proposed method will be proved through simulation and
practical results.

Keywords: Motion Estimation, 8-point method.

1 Introduction

The motion estimation of a single camera known in literature as ego-motion
estimation has been investigated for a long time in many works. An important
usage of ego-motion estimations is in monocular SLAM (Simultaneous Local-
ization And Mapping) applications. The applications exploit a rough motion
estimation of a camera along with fusion filters or bundle adjustment methods
to localize the point features in the space and modify the camera trajectory.
The most important approach to an ego-motion estimation is the extraction of
a 3 × 3 matrix (essential matrix) based on some matched points between two
consecutive frames. The main work of this family uses eight points and solve
a system of eight linear equations to calculate the matrix [5]. Tsai et. al. in [9]
showed that the 8-point method in some cases could not provide unique answers.
For instance, if seven points of the eight points lie on a plane.

The 8-point method was later criticized to be vulnerable against measure-
ment noises. Therefore, various nonlinear optimization methods were offered to
estimate the matrix iteratively [7]. Clearly, the iterative methods require good
initial guesses to converge to correct answers; otherwise, they would get stuck
in local minima. Hence, these methods have not been used in the relevant ap-
plications in the last years. On the other hand, Hartley in [3] claimed that if
image coordinates are changed based on the center of the image and they are

J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 117–128, 2013.
c© Springer-Verlag Berlin Heidelberg 2013

http://getwww.upb.de


118 M.H. Mirabdollah and B. Mertsching

normalized with respect to the focal length of the camera, the performance of the
8-point method would improve noticeably. By comparing the results presented
in the mentioned works, however, it becomes clear that the 8-point method has
still a poor performance for the noises more than 0.15 pixel.

In a more recent work by David Nister [6], it was discussed that five points
also suffice to determine an essential matrix. Based on the properties of an es-
sential matrix, the 5-point method extracts a polynomial equation of order ten
and by solving the equation, the elements of the essential matrix can be ob-
tained. Nister showed that his method had a better performance rather than the
8-point. Unfortunately, Nister left some unclear points in his work concerning
the implementation of the method. This problem has been discussed in [4] and
they offered a new solution to obtain the polynomial of order ten. Obviously,
implementations of both algorithms require symbolic processing, which makes
their implementations inconvenient. Additionally, they would be extremely slow.
Another problem concerning the 5-point method is that the polynomial in most
of the cases has more than one real root, which gives rise to multiple valid an-
swers for an essential matrix. To alleviate this problem, Nister offered to use
multiple views of 5-points instead of two views. Obviously, it gives rise to the
multiplication of the computation load by the number of views. Therefore, find-
ing a linear fast method which works robustly against the measurement noise
(unlike the 8-point method) could be very interesting and demanded.

The usage of 8-point and 5-point methods has recently been reported in new
monocular SLAM algorithms with bundle adjustment methods ([10], [8]). In
this works, however, the motion estimation methods have been used for simple
scenarios. The 5-point method was used for a case in which the camera had only
side motions and the 8-point method was used for an almost planar path.

In this paper, we investigate why the 8-point method and even 5-point method
could have poor performances in the presence of the measurement noises. Con-
cerning a practical 8-point or 5-point method which is implemented in the con-
text of a RANSAC algorithm [2], we can consider three steps: first, estimation
of several essential matrices from different minimum number of matched points
(minimal set), second, selection of the best minimal set and essential matrix and
third, selection of the feasible rotation matrix and translation vector from an
essential matrix (cheirality test). We show that the conventional methods are
vulnerable against measurement noises in each of the three steps and later we
offer the proper modifications to address the shortcomings.

This paper is structured as follows: in section 2, the ego-motion estimation
problem, the 8-point and 5-point methods are briefly introduced. Inconsistency
of 8-point and 5-point method in the presence of measurement noises is discussed
in section 3. In section 4, three modifications to make the 8-point method ro-
bust will be presented. Section 5 demonstrates the performance of the proposed
method through simulations. In section 6, our algorithm is examined for two real
outdoor scenarios. Section 7 concludes this paper.
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2 Single Camera Motion

Given two camera positions from which a set of space points are observed, the
goal is to obtain a rotation matrix and a translation vector which represent the
motion of the camera between the two positions. For a space point which has
the coordinate p1 = [X1, Y1, Z1]

T and p2 = [X2, Y2, Z2]
T at the two camera

positions, we can write:

p2 = R(p1 − t) (1)

where RT and t = [tx ty tz]
T are the relative camera rotation and translation.

We also know that pi can be projected on the retina of a camera as follows:

xi =
Xi

Zi
; yi =

Yi
Zi

; i = 1, 2 (2)

where xi and yi represent the normalized image coordinates with respect to the
focal length of the camera. Based on the above setup, the following constraint
known as coplanarity constraint is obtained:

vT2 Ev1 = 0 (3)

where v1 = [x1, y1, 1]
T , v2 = [x2, y2, 1]

T and E is a 3 × 3 with the elements
e1...e9. The matrix E is known as an essential matrix in relevant literature and
has the following relation with the rotation matrix and translation vector:

E = RT (4)

where T =

⎡⎣ 0 tz −ty
−tz 0 tx
ty −tx 0

⎤⎦ .

The elements of the essential matrix can be determined by forming a linear
system of equations if at least eight correspondent points are available. It is
well-known that using a single camera, we can only extract the direction of the
translation but not its amount. Therefore, the recovery of a translation means
to find its direction which is a normalized vector in the 3D space.

R and T can be obtained from the singular value decomposition of E. Through
this decomposition four different answers are obtained, only one of which can
back project the set of given image points into the space in front of the both
camera positions. Since, the rotation matrix can be parametrized with three
parameters and the translation vector has two degrees of freedom, the motion
should be able to be determined with five points. Nister used two extra conditions
of essential matrices:

det(E) = 0; EETE − 1

2
trace(EET )E = 0 (5)

He wrote the coplanarity constraint for five points. It resulted in five equations
of nine unknowns. The solution of the unknowns should lie in the null space of
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the matrix of the coefficients of the equations. If the basis of the null space are
w, x, y and z, it can be written:

e = ww + xx+ yy + zz (6)

where e = [e1, e2, ..., e9]
T . Nister discussed that since E can be multiplied by any

coefficient, therefore w can be set to one. Consequently, if the three remained
unknowns can be determined the essential matrix can also be determined. by
plugging Eq. (6) into Eq. (5) an equation system of x, y and z is obtained. By
elimination of x and y finally a tenth order polynomial of z is obtained. The real
answers of the polynomial give different valid answers for the E matrix.

3 Inconsistency of the 8-Point and 5-Point Methods
against Measurement Noises

A practical 8-point or 5-point method in the context of a RANSAC algorithm
consists of three steps.

1. Estimation of several essential matrices based on the random selection of the
minimum required number of matched points (minimal set).

2. Checking the validity of the estimated essential matrices and selecting the
best essential matrix which minimize the coplanirity constraint for all matched
points.

3. Extraction of the rotation matrix and translation vector using the SVD
decomposition and selection of the feasible answer using the cheirality test.

In the following, we discuss that both methods have shortcomings in each
three steps and in the next section we address the shortcomings.

As discussed in previous section, in both 8-point and 5-point methods, to
dispose of one of the unknowns, one of them is set to one. In the 8-point method
e9 assumes to be 1 and in 5-point method w = 1. Mathematically, however, the
assumptions are valid if the parameters are not zero.

In the case of the 8-point method, we show if the camera has a constrained
motion similar to the motion of a wheeled vehicle, e9 will be zero. Under this
constraint, the translation vector has only the forward translation at each step:
t = [0, 0, tz]

T . Given this translation vector we have:

E = RT =

⎡⎣r1 r2 r3
r4 r5 r6
r7 r8 r9

⎤⎦⎡⎣ 0 tz 0
−tz 0 0
0 0 0

⎤⎦ =

⎡⎣−r2tz r1tz 0
−r5tz r4tz 0
−r8tz r7tz 0

⎤⎦ (7)

It can be seen that the whole third column of E becomes zero and consequently,
the coplanarity equation cannot be divided by e9. In practice, tx and ty may also
take very small values which means the other nonzero elements of E should take
very large values with respect to e9. Considering the sensitivity of the equations
with respect to the pixel positions, it can be simply verified that with minor
changes of the pixel positions, the E matrix could change noticeably. Therefore,
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on the contrary of the previous believes, we find out that the poor performance of
the 8-point method in the presence of measurement noise is not due to ignoring
the dependencies of the elements of E but it is simply due to forcing e9 to one.

In the 5-point method a similar problem can occur if w should take a value
near to zero. For the 5-point method, this case does not depend on the motion
of the camera but it depends on the arrangement of the matched points. Based
on the simulation results, the expectation of this case is about 10%. Hence, the
5-point method has a better performance rather than the conventional 8-point
method.

The second problem concerns finding the best minimal set in the RANSAC
iterations. The conventional methods apply the obtained essential matrices from
different minimal sets and all matched points in the coplanirity constraints and
then sum up all the absolute values:

Cj =

N∑
i=1

|vTi,2Ejvi,2|; j = 1...M (8)

where N is the number of all matched points and M is the number of minimal
sets. Afterwards, the essential matrix associated to the minimum Cj is selected
as the best estimation. Looking at Eq. (8), we see that it is the summation of
euclidean distances of the term vTi,2Ejvi,1 from the origin. It is well-known in
noisy cases, we would get better result if we use Mahalanobis distances instead
of euclidean distances as it will discussed in the next section.

After obtaining the best E matrix, we can obtain the rotation matrix and the
translation vector using the SVD decomposition. This decomposition results in
four mathematically valid answers; however, only one of them can back project
the image points in the space in front of both camera positions. This measure
is known as cheirality test. Unfortunately, this test fails if the space points are
located relatively far from the camera and there exist measurement noises. In
such cases, the points could be wrongly back projected behind the cameras. This
situation occurs in outdoor scenarios very often.

4 A 9-Point Method

In this section we address the shortcomings of the 8-point method mentioned in
the previous section. In order to avoid problems occurring by forcing e9 to one,
all nine elements of an essential matrix (e1...e9) should be estimated. Therefore,
we will use nine matched points in the proposed method.

4.1 Essential Matrix Estimation

By using nine matched points, a homogeneous system of 9-equations for the
unknowns e1, ..., e9 is obtained. Clearly, the nontrivial non-zero answer is de-
manded. A well-known method for solving linear homogeneous equation system
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is the singular value decomposition. Therefore, by writing the coplanarity con-
straint for nine matched points, we have:

Ae = 0 (9)

The above equation system can be solved under the constraint eTe = 1. Con-
sidering the SVD decomposition of A:

A = UΣV T (10)

The column of V T which is correspondent to the smallest singular value will be
the answer of the equation.

4.2 Considering Measurement Noises in the Estimation of E

In fact the SVD approach minimizes the cost function C = (Ae)T (Ae), which
is the square of euclidean distances between (Ae) and the origin. On the other
hand, we know if we deal with noisy data, using the Mahalanobis distance gives
better results, which means the minimization of the following cost function:

C = (Ae)TΛ(Ae) (11)

where Λ is the inverse of the covariance related to the coplanarity equations.

Λ−1
i,j =

{
var(vTi,2Evi,1) if i = j

0 if i �= j
(12)

Since E is not initially known it is not straightforward to calculate the di-
agonal elements. However, we can consider large uncertainties for the rotation
and translation parameters with zero mean values. If we parametrize a rotation
matrix with Euler angles φ ∼ N (0, σφ), θ ∼ N (0, σθ) and ψ ∼ N (0, σψ) we can
write:

R =

⎡⎣cθ cψ −cφ sψ − sφ sθ cψ sφ sψ − cφ sθ cψ
cθ sψ cφ cψ − sφ sθ sψ −sφ cψ − cφ sθ sψ
sθ sφ cθ cφ cθ

⎤⎦ (13)

where c and s stands for cos and sin consecutively. Since in practical cases the
amount of these angles are less than π

4 rad we can use the following approximation
of R based on the Taylor expansion and ignoring terms with the orders more
than two:

R ≈

⎡⎢⎣1− θ2

2 − ψ2

2 −ψ − φθ −θ + φψ

ψ 1− φ2

2 − ψ2

2 −φ− θψ

θ φ 1− φ2

2 − θ2

2

⎤⎥⎦ (14)

Based on the assumptions that rotation amounts are less than π
4 rad, σφ = σθ =

σψ = 0.5 are reasonable standard deviation values for the parameters.
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Regarding the uncertainty of the translation vector, it can be verified if the
equation system is solved using SVD method, the following constraint will be
held:

t2x + t2y + t2z =
1

2
(15)

Therefore each of the translation parameter should reside in [−√
2/2,

√
2/2]

and consequently σtx = σtx = σtx = 0.5 will be good selections.
If we consider measurement noises for the image coordinates we have:

xi = x̄i + x̃i

yi = ȳi + ỹi; i = 1, 2 (16)

where x̄i and ȳi are the measured image positions and x̃i and ỹi are zero mean
normal random variables. Based on the mentioned definitions now we are inter-
ested to find the following variance:

σ2
e = var(vT2 Ev1)

≈ var([x2, y2, 1]
TE[x̃1 ỹ1 0]) + var([x̃2, ỹ2, 0]

TE[x1 y1 1]) (17)

Since all the random variables are less than one, the variances of the higher order
terms vanish quickly with respect to the lower order terms. Therefore, using Eq.
(7) and Eq. (14) and by ignoring the terms with the orders more than three we
have:

σ2
e ≈ var

( [−ψtx − ty + y1tz
tx − ψty − x1tz

]T [
x̃2

ỹ2

] )
+ var

( [−tz(φ+ y2) + ty
tz(θ + x2)− tx

]T [
x̃1

ỹ1

] )
(18)

To calculate the above variance, at first, we attempt to find the mean and
variance of the multiplication of two independent Gaussian random variables.

The multiplication of two Gaussian random variables is not Gaussian but we
can fit acceptably a Gaussian distribution to it. We can use a method offered
by unscented Kalman filter for this purpose. Given a one dimensional Gaussian
random variable such as a ∼ N (ā, σa), we should withdraw three samples as
follows :

{ā− 2σa, ā, ā+ 2σa} (19)

with the weights { 1
8 ,

3
4 ,

1
8}. It can be verified that the mean and variance of the

three samples will be the same as the parameters of the Gaussian distribution.
Now, assuming two independent random variables a ∼ N (ā, σa) and b ∼

N (b̄, σb), we are interested to fit a Gaussian distribution to their multiplication:
c = ab.

By obtaining three samples from each random variable an multiplying all
possible combinations of the samples, nine samples for c is obtained. From the
obtained samples we can obtain the mean and variance of c as follows:

c ∼ N (c̄, σ2
c ) (20)

where c̄ = āb̄ and σ2
c = ā2σ2

b + b̄2σ2
a + σ2

aσ
2
b .
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Using Eq. (20) and by considering the mentioned standard deviations for
rotation and translation parameters, and if σ2

x1
= σ2

x2
= σ2

y1 = σ2
y2 = σ2

p, Eq.
(18) will be as follows:

σ2
e =

(
1.25 + 0.25(x2

1 + y21 + x2
2 + y22)

)
σ2
p (21)

Since σ2
p is a common constant for all equations, it can be removed and then

each equation should be divided by its relevant σe to solve the equation system
Eq. (9) based on the Mahalanobis distance.

4.3 Selection of the Best Essential Matrix

As mentioned in the previous section, we require to find the best essential ma-
trix in a RANSAC context to deal with the outlier problems. Again unlike the
conventional 8-point method we use a cost function based on the Mahalanobis
distance as follows:

Cj =
N∑
i=1

1

σj,i
|vTi,2Ejvi,1|; j = 1...M (22)

where

σ2
j,i = [x̄i,2, ȳi,2, 1]EjΣpE

T
j [x̄i,2, ȳi,2, 1]

T + [x̄i,1, ȳi,1, 1]EjΣpE
T
j [x̄i,1, ȳi,1, 1]

T

where

Σp =

⎡⎣σ2
p 0 0
0 σ2

p 0
0 0 0

⎤⎦
We remind that, in the 8-point method the term σj,i is not considered.

4.4 Modified Cheirality Test

The last modification to the 8-point method concerns the cheriality test. After
the calculation of E, firstly, it should be decomposed as follows:

E = UΣV T (23)

Consequently, the following answers for R and t is obtained:

R1 = UWV T ; R2 = UWTV T

T1 = V ZV T ; T2 = −V ZV T (24)

where

W =

⎡⎣0 −1 0
1 0 0
0 0 1

⎤⎦ ; Z =

⎡⎣0 −1 0
1 0 0
0 0 0

⎤⎦ (25)
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Given the obtained rotation matrices and translation vectors four valid answers
can be obtained: {R1, t1}, {R1, t2}, {R2, t1} and {R2, t2}. However, the real
answer should back project the image points in front of both camera positions.
It means if we Assume Z2 > 0, consequently Z1 should be also greater than zero.
We can calculate Z1 as follows:

Z1 =
(r1 − x2r3).t

(r1 − x2r3).v1
(26)

where ri is the ith row of the rotation matrix. The above equation is very
unstable if the features are far from the camera and its sign can flip easily
between positive and negative in the presence of measurement noises. Hence,
the points which are in front of the cameras could be wrongly localized behind
the camera.

To solve this problem we consider the elements of the rotation matrix. Consid-
ering a rotation matrix which is parameterized by euler angles Eq. (13), we can
observe that if the euler angles reside in the interval [−π

2 ,
π
2 ], r1 and r9 should

be always greater than zero. Using this criterion we can easily choose the correct
rotation matrix. Then, for the selection of the translation vector we can use Eq.
(26). As we will see later in practical experiments, this simple change let the
algorithm work robustly in outdoor environments

5 Simulation

To evaluate the performance of the proposed SVD based algorithm with and
without consideration of the measurement noise in comparison with the 8-point
method, we generated several random paths and random space points. The pro-
jections of the space points on the camera screen is added with a Gaussian noise
with the standard deviation σp. The mean squared error (MSE) between the
true path and the estimated paths can be seen in fig. 1.

As it can be seen the 8-point method performance decreases very fast as the
measurement noise increases, however, the 9-point SVD methods managed to
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Fig. 1. Left figure: A sample of simulated paths for σp = 0.5 (ground truth(-Δ), 8-
point method (- -) and 9 point SVD with Mahalanobis distance consideration(–)).
Right figure: Mean squared error between the ground truth and the paths recovered
by 8-point(- -), 9-point SVD with (–) and without (-o) using Mahalanobis distance.
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track the real path very well for a wide range of the measurement noise. It can
also be seen that using the Mahalanobis distance give better results rather than
the basic method.

6 Experimental Results

The performance of the 9-point SVD method for real scenarios was also proved.
We used our research mobile robot equipped with a consumer web-cam with the
resolution of 960× 720. The robot was driven on two different paths. The first
path was a closed path over an almost flat road about a square. The second path
was mostly on a ramp. This path was also a closed one, of which starting and
ending points were located on a flat surface.
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Fig. 2. The run about a square: (a): (Z,−X) generated paths, (b): generated (Z,−Y )
paths using the 9-point SVD method with(–) and without(-o) noise consideration and
the 8-point method (- -). All methods used modified cheirality test to select the feasible
rotation matrix and translation vector. (c) and (d) show the path generated with the
8-point with the usual cheirality test.

To find the correspondent points between two frames, we used SURF method
[1] which gave a proper ratio of inliers. Clearly, to deal with the outiler problem,
we used the RANSAC algorithm and to have a fair comparison between the
8-point and 9-point SVD method, nine matched points for both methods were
utilized. It means that the eight unknowns of the 8-point method were calculated
using the least square method.

The generated (Z,−X) and (Z,−Y ) paths of the robot by the 9-point SVD
and the 8-point methods for the drive about the square are shown in fig. 2.
Considering the real size of the square, it can be observed that the 9-point SVD
method with and without consideration of the measurement noise had both nice
estimations of the path with slight differences. Whereas, the 8-point method
had a poor performance with an accumulating error in the estimation of the
orientation of the robot. Fig. 2c and fig. 2d show the generated path using the
conventional cheirality method. We see that it resulted in a tangled non-sens
path which was due to the fact that most of the features were located far from
the camera and due to the measurement noises the feasible transformations were
selected wrongly.
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Fig. 3. The run over a ramp: (a): (Z,−X) generated paths, (b): generated (Z,−Y )
paths using the 9-point SVD method with(–) and without(-o) noise consideration and
the 8-point method (- -). All methods used modified cheirality test to select the feasible
rotation Matrix and translation vector. (c) and (d) show the path generated with the
8-point with the usual cheirality test. (e) A view of the ramp.

Regarding the experiment over the ramp, the generated paths using the 9-
point SVD method and the 8-point method can be seen in fig. 3. We observe that
the 8-point generated again an unacceptable path which had wrong estimations
at many points. The 9-point SVD method without the noise effect consideration
had much better results rather than the 8-point method but not satisfying. On
the other hand, the 9-point method which utilized the Mahalanobis distance
for the optimization provided a very nice path. Looking at the (Z,−X) ground
truth of the road, we see that the path generated by the last method lies to a
great extent on the road. It should be mentioned, that this experiment was a
challenging scenario since the robot had very maneuvers on the ramp which gave
rise to the excitation of all three euler angles of the rotation matrix simultane-
ously. Additionally, on the return path, since many of the features were more
than a hundred of meters far from the camera, the low resolution of the camera
created relatively high amount of systematic measurement noises.

Considering the practical experiments, we see that the 9-point SVD method
provided near to perfect paths, whereas, the 8-point method would be useless
if it is not used with a SLAM algorithm. It means that landmarks should be
observed multiple times and the path get adjusted using the bundle adjustment
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methods. However, as we observed for more complex scenarios, the errors some
times could be too high and the bundle adjustment methods get possibly stuck
in local minima.

7 Conclusion

It was investigated why the 8-point method and 5-point method had a poor per-
formances in the presence of measurement noises. To address the shortcomings,
we offered four modification to the conventional 8-point method in the context
of a RANSAC algorithm. The high performance of the proposed algorithm was
proved through the simulation and practical experiments. Clearly, the main us-
age of the proposed method is in monocular SLAM applications.
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Abstract. By investigating the biological locomotion mechanism of nat-
ural earthworms, an anchoring-advancing principle has been proposed
and a new prototype of micro earthworm-like robots has been designed,
fabricated and tested. A miniature piezoelectric linear stepper motor is
introduced into the robot actuation. Specialized micro needles are boned
to the robot serving as the anchoring points. The prototype dimension
is 4.8mm×6.0mm×14.0mm. Preliminary tests have shown the effective-
ness of the proposed locomotion principle with demonstration of the
maximum characteristic speed of the prototype as approximately 0.36
body length per second, which is better than its natural counterpart.
Fair climbing capability of the robot is also validated. Some factors such
as surface roughness and hardness are found relevant to the locomotive
performance of the robot. Speed and position control of the robot is
easily achieved thanks to high accuracy controller.

Keywords: earthworm, anchoring-advancing principle, piezoelectric ac-
tuator, locomotion, micro robot.

1 Introduction

Micro robots have shown promising application prospects in such areas as res-
cue robotics, industrial inspection and medical endoscopy [1]. A number of loco-
motive mechanisms have been investigated to propose and design new effective
mobile robots. While conventional method using rotating wheels indicates insuf-
ficient mobility in uneven, slippery or flexible environments, micro robots mimick-
ing and replicating themotions of insects andworms have beenwidely investigated
because of their great adaptability to complex terrain [2]. Earthworm-like mech-
anisms, which consist of a series of periodic anchoring and advancing sequences,
are proved to be quite effective and can be easily achieved using linear actuators.
On the other hand, downsizing of the robots needs new principles for actuation
and fabrication. Various micro actuators such as ionic polymer metal composite
(IPMC) [3], micro motors [3], SMA springs [1] and impact-driven piezoelectric
actuators [4] have been studied. Power supply, positioning precision and motion
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control have become the basic concerns when designing or choosing micro actua-
tors. A nut-type piezoelectric motor called SQUIGGLE [5] from New Scale Tech-
nology adopting bending-wobbling mode achieves promising characteristics with
a small dimension of 2.8mm×2.8mm×6mm and is introduced into developing the
micro robot. The mechanical characteristics of the robot are investigated. Its mo-
tion characteristics under different terrains are also tested in order to verify its
locomotive capability.

2 Locomotion Mechanism

From front to rear, the basic shape of an earthworm is a cylindrical tube, divided
into a series of segments that compartmentalize the body. Except for the head
and anal segments, namely, the first and the last segments [6], each segment
carries bristle-like hairs called setae. An earthworm has two kinds of muscles:
circular muscles surrounding the body to shrink or expand the segment rapidly
and longitudinal muscles mounted along the body to shorten or elongate the
segment.

Fig. 1. Locomotion of Earthworm

Crawling action of an earthworm consists of a series of muscles actions and
segment movements, as shown in Fig. 1. At first, circular muscles in some seg-
ments of the body contracted, shrinking the segments and bringing the bristles
erect to anchor the segments. At the same time, longitudinal muscles in other
segments extend and elongate the segments to push the whole body one step
forward. In the next stage, former extended longitudinal muscles relax, while
the circular muscles in the same segment contract, turning the segment into an
anchoring segment. Former contracted circular muscles relax, while the longitu-
dinal muscles in the same segment extend, pushing whole body to advance one
step. Repeating the sequence of anchoring and advancing actions, an earthworm
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will move forward continuously as a result. We may call this kind of motion the
anchoring-advancing mechanism.

According to existing research results, body wall strains or moving earth-
worms are independent of body mass: the segments elongate by approximately
60% during longitudinal muscles contraction and narrow by approximately 25%
during circular muscle contraction. Absolute crawling speed increased as a func-
tion of body mass, but relative speed (normalized to body length) showed no
relationship with body mass. On average, earthworms crawl at a speed of ap-
proximately 0.04 body lengths per second, i.e. an average worm traveled one
body length in 25 s. [7]

Based on the analysis of earthworm locomotion, a simplified robot prototype
has been proposed which consists of two parts: the body and the motor. The
robot is initially in the state shown in Fig. 2(a). The motor is then started and
drives the shaft to move backward relative to the motor stator. Tilted setae
on the head and tail get erect due to the subjected frictional force and anchor
the robot. Thus, the motor stator itself will advance a step. This is shown in
Fig. 2(b). After that, the motor shaft is driven forward relative to the motor
stator in turn. Tilted setae on the motor stator get erect and anchor the stator,
resulting in the advance of the body by one step, as shown in Fig. 2(c). At the
end of this step, the robot recovers its initial state, getting ready for the second
moving sequence. Repeating the anchoring-advancing sequences leads the robot
to move forward continuously in one direction. It is easy to expand the prototype
to be a multi-segment climbing robot.

Fig. 2. Locomotion of Earthworm

3 Linear Piezoelectric Nut-Type Actuator

The SQUIGGLE motor (shown in Fig. 3) consists of a screw-type shaft, or the
rotor, and a four-prism nut, or the stator. Each lateral face of the stator is covered
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Fig. 3. Locomotion of Earthworm

with a PZT plate. The poling directions of the plates are aligned such that a
common driving voltage on opposite pairs of plates produces opposing strain.
Housing dimension of the motor is 2.8mm2.8mm6mm, with a shaft 12mm in
length.

Driving principle of the motor is shown in Fig.4. When applied alternating
driving voltage, strains parallel to the plate surface generate in the PZT plates
and bend the nut. According to theoretical analysis, the bending strain excitation
is applied at the frequency corresponding to the first bending mode of the tubular
stator, aiming to arouse first bending modal resonance in the stator. While
two vibrating waves is excited by PZT plate strain in orthogonal plate pairs
at given resonant frequency with 90 degree phase shift, hula hoop vibration is
created in the stator (as shown in Fig. 4(b)). The screw-threaded fit then transfer
the hula hoop vibration of the stator to the sliding motion of the shaft. Both
sinusoidal and square driving waveforms are feasible. Positive 90 degree phase
shift produces forward movement while negative 90 degrees produces reverse
movement.

Fig. 4. Locomotion of Earthworm
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Because of its ultrasonic wave driving principle, the motor exhibits some great
characteristics such as being free of electromagnetic radiation, excellent self-
lock performance and low power consumption with low noise. Step resolution
of the motor is 0.5m, enabling closed-loop position control with high accuracy.
Typically, the shaft moves at a speed of 10mm/s. But the speed can be easily
regulated by tuning the duty cycle of the driving square wave applied to the
PZT plates of the motor.

4 Robot Fabrication and Experiments

Integrated the earthworm-like anchoring-advancing mechanism with the linear
piezoelectric stepper micro motor, we design the simple structure of the micro
robot prototype (shown in Fig. 5).

Fig. 5. Locomotion of Earthworm

The prototype is designed into a capsule shape and made of photosensitive
resin by 3D printing process. Housing dimension of the prototype is 4.8mm×
6.0mm×14.0mm. The motor is mounted into the robot body with the two ends
of its shaft contacting against the inner wall of the robot body. In this structure,
the calculated stroke of the robot is determined by

ΔL = L1 (1)

Considering that the motor shaft is 6mm longer than the motor body, the
stroke varies from zero to 6mm, depending on the initial relative position of the
motor body to the motor shaft, which can be easily changed. Adopting square
waveform, by adjusting the duty cycle we can regulate the moving speed of the
shaft. Here in the experiments, a default speed of 10mm/s is set. Besides, two
groups of setae are bonded to the bottom of the outer body of the robot, one on
the robot head and the other on the tail. One group of setae is bonded to the
bottom of the inner body of the robot. Both groups of setae made from micro
needles are in the same tilt direction with an angle of about 45 degree.

Supposing that the initiated stroke of the motor is 3mm, it will cost the robot
Δt = ΔL/v = 0.3s to cover a typical step forward. Then the relative speed vr
in terms of robot length is
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vr =
ΔL

2L ·Δt
≈ 0.36s−1 (2)

That is to say, the robot covers 36% of its whole body length per second
theoretically. To test its basic performance and extract some of its important
characteristics, the robot was set to move on flat surfaces and sloping surfaces,
respectively (shown in Fig. 6).

Fig. 6. Locomotion of Earthworm

The tests are conducted on smooth paper surface, rough cloth surface and
frosted metal surface, respectively. The locomotion sequence on the frosted metal
surface is very efficient and smooth. An absolute speed of about 5mm/s is ob-
served and a stroke of 3mm is obtained, which is consistent with previous theo-
retical results. Furthermore, the robot has shown fair climbing capability on the
sloping surface.

Surface hardness and roughness are found of great influence on the locomo-
tive characteristics of the robot prototype. On paper surface, where the surface
roughness is relatively small, the locomotion sequence is irregular and discon-
tinuous, for the steel needle setae do not generate enough contact friction force
to push the robot body forward. On cloth surface where surface hardness is rel-
atively small, irregular sequence is also observed and sometimes the robot even
gets stuck on the surface, because the steel needles pierce into the soft cloth
surface under the action of relatively large output force of the motor.

5 Conclusion and Future Work

An earthworm-like robot driven by a linear piezoelectric stepper motor has been
developed. Its locomotive capabilities on flat surface and sloping surface have
been investigated. Encouraging results in terms of speed and action frequency
is demonstrated, showing that the robot reaches an effective motion way in a
manner similar to natural earthworms with low energy consumption. Surface
hardness and roughness are found influential on the locomotive characteristics
of the robot.
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The robot prototype also inspires future research on materials, locomotion
mechanisms and control method to improve its performance. A key problem to
be addressed is the material and tilt angle of the setae implementation, aim-
ing to improve the friction behaviors of the setae and apply the robot to more
terrains. Besides, multi-segment robot is to be investigated based on present
single-segment design to adapt to more complex terrains such as rugged surfaces
and to achieve more complicated functions such as making turns and navigat-
ing obstacles. Mechanical integration and motion control of multiple relatively
independent segments is to be given research priority. Whats more, due to its
miniature structure, new components such as micro CCD cameras, sensors and
manipulator can be added to the robot, which will turn the crawling robot into
a sophisticated and powerful micro robot platform.
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Abstract. In general, it is possible to estimate the noise by using information on 
the robot’s own motions and postures, because a type of motion and gesture 
produces almost the same pattern of noise every time. In this paper, we describe 
an voice recognition control system for robot(VRCS) system which can 
robustly recognize voice by adults and children in noisy environments. We 
evaluate the VRCS system in a communication robot placed in a real noisy 
environment. Voice is captured using a wireless microphone. To suppress 
interference and noise and to attenuate reverberation, we implemented a multi-
channel system consisting of an outlier-robust generalized side-lobe canceller 
technique and a feature-space noise suppression using MMSE criteria. Voice 
activity periods are detected using GMM-based end-point detection 

Keywords: Robust voice recognition. 

1 Introduction 

To make human-robot communication natural, it is necessary for the robot to 
recognize voice even while it is moving and performing gestures. For example, a 
robot’s gesture is considered to play a crucial role in natural human-robot 
communication. In addition, robots are expected to perform tasks by physical actions 
to make a presentation. If the robot can recognize human interruption voice while it is 
executing physical actions or making a presentation with gestures, it would make the 
robot more useful.  

Each kind of robot motion or gesture produces almost the same noises every time it 
is performed. By recording the motion and gesture noises in advance, the noises are 
easily estimated. By using this, we introduce a new method for VRCS under robot 
motor noise. Our method is based on three techniques, namely, multi-condition 
training, maximum-likelihood linear regression (MLLR), and missing feature theory 
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(MFT). These methods can utilize pre-recorded noises as described later. Since each 
of these techniques has advantages and disadvantages, whether it is effective depends 
on the types of motion and gesture. Thus, just combining these three techniques 
would not be effective for voice recognition under noises of all types of motion and 
gestures. The result of an experiment of isolated word recognition under a variety of 
motion and gesture noises suggested the effectiveness of this approach. In what 
follows, Section 2 discusses the design of voice recognition system, and Section 3 
explains our method for avoid the obstacles by navigation strategy. Section 4 
describes the recognition, navigation experiments, and the results, before conclusion 
and mentioning future work in Section 5. 

2 Paper Preparation 

Accounting for the two problems (caused by noisy environments and differences on 
speaker age) described in Section 1, we developed an RVR system to be robust to 
both background noise and speakers of different ages. The first block is a front-end 
processing. It contains a microphone wireless transmitter. The real-time wireless 
microphone system for suppressing interference and noise and for attenuating 
reverberation consists of an outlier-robust generalized side-lobe canceller (RGSC) and 
feature-space noise suppression (MMSE). MMSE noise suppression is applied after 
RGSC to reduce the residual noise at the RGSC output. After that, the voice activity 
period detected by the GMM-based end-point detection (GMM-EPD) is transferred to 
the second block. In the second block, there are two decoders depending on the age of 
the speaker (adult or child); each decoder works using gender-dependent acoustic 
models. Noise-suppressed voice at the first block is recognized using these two 
decoders, and one hypothesis is selected based on posterior probability. The following 
sub-sections describe each module of our VRCS system acoustic features is estimated 
correctly. One of the main issues in applying them to VRCS is how to estimate the 
 

 

Fig. 1. Block diagram of the proposed method 
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reliability of input acoustic features correctly. Because the signal-to-noise ratio (SNR) 
and the distortion of input acoustic features are usually unknown, the reliability of the 
input acoustic features cannot be estimated. So, the SS-based method is not suitable 
for the robot. In addition, the size of a total system tends to be large. This means that 
the number of parameters for the system increases and more computational power is 
required by the system. Because the room and computational power a robot can use 
are limited, they are hard problems when being applied to a robot. Therefore, we 
focus on single channel approaches in this paper. Consequently, we use multi-
condition acoustic model training, MLLR, and MFT. 

2.1 Obstacle Detection and Local Map  

The VRCS has three wheels; two driven wheels fixed at both sides of the mobile 
robot and one castor attached at the front and rear side of the robot. The ultrasonic 
sensors are mounted around of the mobile robot in middle layer for the detection of 
obstacles with various heights. In this study, a sonar array composed of 16 ultrasonic 
sensors cannot be fired simultaneously due to cross talk. 

Instead, we adopt a scheduled firing method [9] where sensors are activated in 
sequence of {s1, s12, s2, s11 …}. The arrangement of the ultrasonic sensors in upper 
layer and the sensors are marked as dots in the figure. The distances ej ( j = 1, 2,…12) 
from the origin of the robot frame {R} to obstacles detected by the sensor sj, can be 
defined as ej= δj + Rr . Here, Rr is the radius of the robot and the δj, is the range value 
measured by the sensor sj . 

A local map is introduced to record the sensory information provided by the 16 
sonar sensors with respect to the mobile robot frame {R}. Sector map defined locally 
at the current mobile robot frame is introduced. Then, the obstacle position vector se’j 
with respect to the frame {R}' can be calculated by 
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where sej denotes the obstacle position vector defined at the frame { R } . Hence, when 
the mobile robot is located at a point 0'. the distance value se’j = || se’j || from the 
origin of the frame {R}' to the obstacle and angle sφ’ can be calculated by Eq.(1) . 
Here, ||.|| denotes Euclidean norm. 

The local map defined at the frame {R}' is newly constructed by using the previous 
local map defined at the frame (R} as follows: 
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Where  and INT denote the updating operation and integer operation, 
respectively. Here, sen, denotes the distance value of n th sector and N represents the 
number of the sector. If the range values obtained by sensors when the mobile robot is 
located at a point o' are ej = ( j = 1,2 ,... 12 ) , the new local map is partially updated as 
follows : 

sej  ej, j = 1,2 .... 12. The maximum range of the sonar sensor is set to be δmax = 
δmax - Rr. Any return range which is larger than is ignored. 

 

Fig. 2. The coordinate transformation for updating the local map 

2.2 Design of Goal-Seeking Behavior and Avoidance Behavior  

The primitive behaviors may be divided as follows: goal-seeking behavior, ball-
following behavior, keep-away behavior, free space explorer and emergency stop, etc. 
The output of a primitive behavior is defined by the vector 

TT Tmstwtvttvtu )),(),(())(),(()( =Δ= θ                     (3) 

where t and Tms denote the time step and the sampling time, respectively. Here, T 
denotes the transpose and ω(t) denotes the angular velocity of the robot.  

We will divide the primitive behaviors into two basic: avoidance behavior and 
goal-seeking behavior. 

The avoidance behavior is used to avoid the obstacles irrespective of the goal 
position, while the goal-seeking behavior is used to seek the goal position irrespective 
of obstacle location. Design of each behavior proceeds in following sequences; 

(A) fuzzification of the input/output variables, (B) rule base construction through 
reinforcement learning, (C) reasoning process, (D) defuzzification of output variables. 

In order for the mobile robot to arrive at the goal position without colliding with 
obstacles, we must control the mobile robot motion in consideration of the obstacle 
position Xoi, = (xoi, yoi ) , the mobile robot position X = ( x , y ) and its heading angle θ 
with respect to the world coordinate frame {W} shown in Fig. 3. 
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Fig. 3. The coordinate frames and control variables 

In order to avoid the increase in the dimension of input space, the distance values 
di , ( i = 1.2,3,4 ) are defined by 
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As shown in Fig 3. )( πφπφ ≤≤− mm

 denotes the orientation of a sector with the 

shortest range. We choose the input variables for avoidance behavior as 
mφ  and 

)4,3,2,1(,0 =−= iXXd ii
 for goal-seeking behavior as heading angle difference ψ 

and distance to goal XXz g −= . The input linguistic variables di, ψ, 
mφ and z are 

expressed by linguistic values (VN, NR, FR), (NB, NM, ZZ, PS, PM, PB), (LT, CT, 
RT) and (VN, NR, FR, VF), respectively Their membership functions are expressed. 

2.3 Fuzzy Decision Maker  

New method of selecting an appropriate behavior has been proposed among many 
primitive behaviors by using a fuzzy decision maker. Let ),...,,( 321 nuuuuu = be a 

set of motion commands resulting from the primitive behaviors and 

)
~

,...
~

,
~

,
~

(
~

321 mGGGGG = a set of fuzzy goals by which the suitability of a behavior is 

judged. The j-th fuzzy goal jG
~

 is characterized by their membership 

functions )(uGμ . In what follows, the tilde sign(~) representing the fuzzy sets will be 

dropped for notational simplicity. However, there are some cases where some goals 
are of greater importance than others. In such cases, fuzzy decision function D might 
be expressed as the intersection of the goals with the weighting coefficients reflecting 
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the relative importance of the constituent terms. The problem is then to determine one 
of alternatives ),...3,2,1( niui = with the highest degree of suitability with respect to 

all relevant goals ),...3,2,1( mjG j = . To this end, the fuzzy set decision D in discrete 

space is defined by 

{ }{ }
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).(min, μ                             (5) 

where 
=

=
m

j
iw

1

0.1 . Here, the coefficient  denotes the importance of goal jG . The 

optimal motion command is defined as the output with the highest degree of 
membership in D.  

When the mobile robot is located at O, as shown in Fig. 4, the repulsive and 
attractive potentials at the point can be calculated, respectively. Suppose that the 
mobile robot moves from a point O to a point O’ along the path shown in the figure 
by the output vector of each behavior. The two potentials at a point O’ then can be 
calculated, respectively. Using the above potentials, the differences between potential 
values at O and O’ are calculated. Thus, when the output of each behavior is applied 
to the mobile robot, the changes of the repulsive and attractive potentials can be 
calculated by 

)()( irepirep uEuc Δ=  and )()( iattiatt uEuc Δ=  , respectively. 

The robot motion is controlled by its linear velocity v and rotational velocity w. In 
order to control the mobile robot, the reference posture T

rrrr yxtP ),,()( θ=  and the 

current posture T
CCCC yxtP ),,()( θ= shown in Fig. 4 are used. The reference posture 

is calculated by the reference velocity ),( rr wv  which is determined by the output of a 

behavior selected by fuzzy decision maker. If the output of the selected behavior 
is ),( θΔ= vu , the velocity ),( rr wv is defined as ),( θΔv . In order for mobile robot to 

have the reference velocity at the reference position, the velocities of two wheels must 
be controlled. 

The purpose of this tracking controller is to make the error posture converge to 0. 
To achieve this, target velocities are calculated by using the error posture and 
reference velocities. 

3 Experiments and Result 

All the parameters used in the navigation experiments are given in Table 1. The 
mobile robot has the maximum travel speed of 0.52 m/s and the maximum steering 
rate of 1.854 rad/sec. Experiments are performed in an indoor with the first 
experiment for voice recognition without objects and second experiment for both of 
them: voice recognition and obstacles avoidance. The first experimental space is 
approximately 9.4m by 1.475m wide, and the second experimental space is 
approximately 14.2m by 2.5m wide. Fig. 4 shows a sketch of the top view of the room 
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with the object drew in the box shape. Since this environment is too simple to test the 
performance of the overall system, several polygon obstacles were randomly placed 
in the path of the mobile robot navigation. The mobile robot was initially located at 
the origin of the world coordinate frame {W} and the goal of the first experiment was 
that robot goes straight until someone speaks “turn left”. Then, the second experiment 
was active, respectively. 

Table 1. The parameter values used for experiments 

Dr = Dl = 0.15m Encoder = 512x4 

Rr = 0.4m Kp=0.8, Ki=0.23, Kd=0.04 

vmax=0.55m/s amax=0.2m/sec2

05.11=ϕ  
c1=-0.01N.m 

c2=-0.03N.m E1=0.9N.m 

Tms=60msec Rmax = 6.5m 

 

(a) Indoor environment 

Fig. 4. The indoor environment for voice recognition and navigation experiments 
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(b) Voice recognition interface 
 

 

(c) Obstacle detection using ultrasonic sensors 

Fig. 4. (continued) 

Through a series of the navigation experiments, it was observed that the heading 
angle error is a serious problem to mobile robot navigation relying on dead reckoning 
The large heading angle error almost resulted from the wheels’ slippage when the 
mobile robot changes its direction Even if the wheel slippage occurs, the true position 
and heading angle of the mobile robot could be updated by two beacon pairs and 
consequently the mobile robot could arrive at the given goal position while avoiding 
the obstacles. 

4 Conclusions 

We have proposed the integration of robust voice recognition and navigation system 
capable of performing autonomous navigation in unknown environments. In order to 
evaluate the performance of the overall system, a number of experiments have been 
undertaken in various environments. The experimental results show that the mobile 
robot with the complete voice recognition and navigation system can arrive at the goal 
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position according to the desire of speaker even if the wheel slip occurs. From the 
developed of voice recognition and navigation system, it was observed that the mobile 
robot can successfully arrive at the desired position through the unknown 
environments without colliding with obstacles. 
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Abstract. In this paper proposes a visual manipulation method that incorporates 
computation of 3D object position from characteristic disparity of stereo image. 
First, we proceed to an image revision work using the calibration. To obtain the 
characteristic disparity, a set of characteristic points, essential to obtain 
characteristics like center points or corner points are determined from the 
CAMShift center of left and right images. By iterative computation and 
tracking in real time, the algorithm is able to robustly provide accurate 3D 
position of target objects. 

Keywords: Calibration, CAMShift Algorithm, Stereo Camera, People Tracking. 

1 Introduction 

Technology of detecting and tracking people has been applied in many application 
systems, such as a mobile robot system, automatic monitoring system, traffic 
monitoring system and the interaction between humans and robots. In particular, the 
field of mobile robots as well as on behalf of one human being can do in the future 
operation without the need for a separate well aware of the circumstances surrounding 
themselves can perform a variety of roles. And that is being studied harder [1]. 

In this paper, a method for obtaining three-dimensional information for people 
tracking is introduced. In robot manipulation, it is very important for vision-based 
operation to obtain accurate three-dimensional data from the two-dimensional image. 
For robotic manipulation, three-dimensional object recognition is required; the object 
recognition is to identify the target information, including the three-dimensional 
position and orientation. In general, the three-dimensional position is calculated by 
applying the Disparity of Stereo Camera, and accuracy of Disparity is a very 
important factor in determining the three-dimensional positional accuracy [2]. 

In this study, three-dimensional object tracking is performed. For this purpose, first 
of all, process to recognize objects. In this paper, shift algorithm was used [3]. First, 
proceed to an image revision work using the calibration. After the object recognition, 
continually verifying the center point of the object to track similar colors is based on 
color-based Color-Histogram of the object using CAMShift [4]. Applying this all the 
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way on the left and right images of the stereo camera, the center point is well-defined. 
And because of using the average value of a certain area, you will be less of an impact 
of noise and illumination changes. Eventually, using the result of the CAMShift 
which is obtained by left and right center point, stable Disparity and the three-
dimensional position can be obtained. Using these methods, study was operated with 
obtaining three-dimensional information for people tracking [5]. 

In Chapter 2, first, explain the Calibration for an image revision work. And study 
the CAMShift based algorithm for tracking a person, and then, explain the 3-
dimension object tracking using the Stereo Camera. 

2 Tracking Algorithm 

2.1 Calibration 

Camera calibration is one of the most basic, important step in the field of robot vision 
or computer vision. Specially, if a precise numerical measurement through the video 
analysis is needed, accurate calibration and calibration of distortion is necessary. The 
camera calibration means the process which seeks parameter where it explains  
the conversion relationship between 3D world coordinate and 2D image coordinate or 
the conversion relationship of this conversion. The conversion relationship is modeled 
as follows. 
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Here, (X, Y, Z) is the 3D point coordinates of world coordinate system, and [R | t] is 
the conversion (rotation/movement) matrix which converts world coordinate system 
with camera coordinate system, and A is the camera matrix. 

Camera parameter can be divided into intrinsic parameter and extrinsic parameter 
on a large scale. From equation (1), A is the intrinsic parameter, and [R | t] is the 
extrinsic parameter. 

Camera intrinsic parameter means the intrinsic parameter of the camera itself, and 
includes the focal length, principal point, distortion coefficient and non-symmetrical 
coefficient, etc of the camera. Camera extrinsic parameter is the parameter where it 
related to the geometric relationship with external space of the camera, and includes 
the installation height, the direction (fan and slope), etc of the camera [6]. 
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Fig. 1. Quantitative Measurements and Calibration  

 

Fig. 2. Calibration Result using GML C++ Calibration Toolbox  

   
 

Fig. 3. Calibration from left camera           Fig. 4. Calibration from right camera 
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2.2 CAMShift Algorithm 

The CAMShift stands for(meaning) Continuously Adaptive Mean Shift Algorithm 
was used for the first time for face detection. The CAMShift algorithm enhanced the 
success rate of the object tracking by continuously applying Mean Shift Algorithm to 
every frame and adaptively re-calculating the tracking object or the background. By 
default, when tracking by camera, object becomes bigger when the object comes 
closer and object becomes smaller when the object away. CAMShift using Mean Shift 
Algorithm can calculate the size and angle of the target using Mean Shift Algorithm 
and is suitable for this research because the algorithm is able to track the change in 
the size [7]. 

1
2 2

1 1

1

2 2
( )

n

i in n
i

i ind d
i i

i
i

g x
c c

f x g x g m
nh nh

g

=
+ +

= =

=

 ⋅     ∇ = − =       
  


 


 

 

(3) 

1

n

i
i

g
=
  : Another kernel density estimation 

1

1

n

i i
i

n

i
i

g x
x

g

=

=

⋅
=



 : Weighted average of given data points 

m x x= −  : Mean shift 
 

1

( )
n

i
i

f x
m C

g
=

∇=


 

At location x, the mean shift vector is proportional to the normalized density gradient 
estimate. The mean shift vector thus always points toward the direction of maximum 
increase in the density. Intuitively, the local mean is shifted toward the region in 
which the majority of the points reside. 

CAMShift Algorithm 

Step 1. Choose a search window size. 
Step 2. Choose the initial location of the search window. 
Step 3. Compute the mean location (centroid of the data) in the search window. 
Step 4. Center the search window at the mean location computed in Step 3. 
Step 5. Repeat Steps 3 and 4 until convergence. 
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Original       Smoothing ( , ) (5,32)s rh h =  Segmentation 

   
( , ) (11,64)s rh h =  

Fig. 5. Smoothing and Segmentation  

   

Fig. 6. Camshift from left camera              Fig. 7. Camshift from right camera 

 
Fig. 8. Histogram  
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2.3 Stereo Camera 

To create a stereo image, recall two images and process right and left images. After 
processing the images, the binarization process for the Gray images is required. 
Because image binarization processing is required at stereo camera. And, make the 
Disparity map variables obtained through the two video and image variable 
processing Disparity video. And then, output the disparity video. 

Stereo Imaging 
 

  

Fig. 9. Image from left camera          Fig. 10. Image from right camera 

Stereo Vision 

There are 2 big advantages in having 2 eyes, rather than 1: Redundancy (it’s nice to 
have a backup), Stereopsis 
When 2 eyes (or cameras) are placed side by side, they receive slightly different 
views of a 3D scene 

 

Fig. 11. Binocular Stereo 
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Fig. 12. Binocular Stereo top view 

Stereo Algorithm 

Step 1. Acquire stereo image pair 
Step 2. Normalize images 
Step 3. Detect features (e.g., edges) in both images 
Step 4. Search for corresponding feature pairs 
Step 5. Output the image coordinates of the detected stereo pairs 
Step 6. Possibly map those 2D coordinates to 3D locations 
 

 

Fig. 13. Stereo camera condition 
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Fig. 14. Stereo camera result 

3 Conclusion 

In this paper, After separating object that want to track conducting the background 
removal and object extraction algorithm from the video information, The plan to do a 
mobile robot track the object via tracking algorithm. Use a stereo camera to obtain 
three-dimensional location information for tracking people. First, using the 
Calibration, we proceed to an image revision work, and propose the method of getting 
the Disparity applying the CAMShift to left and right image of the stereo camera. 
Applied CAMShift on the left and right images of the stereo camera, suggests ways to 
get the Disparity. It will be applied to track people utilizing the three-dimensional 
position information, using the actual robot hardware, and is thought to conduct more 
research in the future. 
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Abstract. Upright standing posture is maintained through a continous sensing 
and muslce activation by the brain. Any relevant disability may result in an 
instable posture and thus increased body sway. To decrease body sway haptic 
feedback sensing can be used. This paper presents an experimental study about 
comparison of reduction in body sways using different haptic feedbacks. 
Anteroposterior (AP) and Mediolateral (ML) body sway were measured 
through a smartphone, and active feedback was provided using Phantom Omni 
device. Tests were performed in various postures and the body sway was 
analyzed with continuous haptic feedbacks. The study shows that active 
guidance to user produces more stability compared with sensory feedback. 

Keywords: Haptics, Standing stability analysis, Smart phone, Body Sway. 

1 Introduction 

Body sway plays an important role to gain authority of safe and confident locomotion 
in humans. Human body has multiple sensing inputs including vestibular sensation, 
vision through eyes, proprioception through leg muscle movements and tactile 
sensations through soles of the feet for the detection of body sway. The body sway 
information acts as a feedback to the brain, and based upon the sensed feedback the 
brain decides in which direction body needs to be tilted to maintain its upright 
standing posture. Absence or weakening of sensor feedbacks results in higher body 
sway. Similarly for elder people there is a lack of self-confidence in feeling stable due 
to the insufficient muscle activation. Therefore, with the increased feedback the brain 
can make more proper decision about the body tilts and thus reduce body sway.  

Human body sway occurs in both sagittal plane i.e. front back movement and 
frontal plane i.e. sideways left or right movement. In the sagittal plane, center of mass 
of the body naturally lies in front of the ankle, so the tendency is for anteroposterior 
(AP) sway [1]. In the frontal plane, the bridge-like frame formed by the legs and 
pelvis with CoM in the middle appears more stable, however, the slightest sideways 
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displacement in either direction results in sway in that direction. Body sway has been 
assessed for static balance and dynamic balance conditions, depending on whether the 
base is stationary or moving (such as standing or walking) [2]. 

In order to measure Body sway, various techniques and instruments are being used.  
Force measurement platforms are widely used as a system to analyze body sway. 
Taylor et al. [3] Analyzed the usability of pressure sensitive floor sensors along with a 
processing algorithm for capturing clinical information related to standing stability. 
Other than the pressure based systems vision based systems are also used. Webcams 
are relatively much cheaper solution than Vicon motion capture system. Wang et al. 
[4] Developed a measurement system using low cost web cameras and validated the 
results with good agreement for body sway during standing using a marker-based 
Vicon motion capture system. Once the body sway is detected through any system, 
intelligent algorithms are applied for various analysis of stability. Maatar et al. [5] 
Presented an analysis of stabilogram using the Principal Component Analysis (PCA) 
decomposition and also analyzed the effects of different aspects on the human 
postural stability. The system used to obtain human posture and sway related data is 
based on an electromagnetic platform; the subject stands on the electromagnetic 
platform with an electromagnetic sensor mounted on waist to measure changes in 
position of body posture. All these techniques have their own limitations and mainly 
use some expensive special equipment. An alternate technique which could be 
cheaper and based upon easily available equipment would be beneficial.  

Now-a-days smartphone is very common in public and using the smartphone for 
measuring body sway can reduce the cost of many rehabilitation and medical aid 
systems. Smartphone devices have onboard inertial and magneto sensors which make 
them a handful for use. He et al. [6] Presented an implementation of a real-time 
classification of human movement based on smartphone mounted on the waist. Body 
motions were detected as different patterns i.e. vertical activity, lying, sitting or static 
standing, horizontal activity and fall. 

Light touch refers to a fingertip contact with a stable physical object to provide 
assistance in reducing body sway. Holden et al. [7] Studied how sensory-motor 
information about body displacement provided by contact of the index finger with a 
stationary bar can be used to stabilize balance in the absence of vision. Stabilization 
equivalent to the contribution conferred by vision was achieved at contact force levels 
less than 1 N. This value of force is much less than that is necessary to provide 
significant physical stabilization of the body hence proving the concept of light touch 
as assistance for human brain to produce better upright balance. Kouzaki et al. [8] 
made a better observation of this concept. They investigated the light touch effect on 
postural stability during quiet standing with and without somatosensory input from 
the fingertip and observed that sway reduction with light touch disappeared when the 
hand was anaesthetized using a compression block on the upper arm.   

Haptic devices are widely used to provide limited feeling of mechanical properties 
like force, vibration and friction while working in a virtual graphics environment. So 
they can be used for the light touch feeling to reduce body sway. However Wing et al. 
[1] used Phantom Premium1.5 device to show that ‘light tight touch’ contact by the index 
finger held in the thimble of a haptic device results in increased anteroposterior (AP) 
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sway with entraining by either simple or complex AP sinusoidal oscillations of the 
haptic device. Moreover, sway is also increased when the haptic device plays back the 
prerecorded AP sway path of another person. So there is a difference in human 
behavior with the difference in haptic feedbacks to the body. A study is required to 
understand the complex relation between various postures and various types of haptic 
feedbacks. 

This research presents an experimental study on body sway changing with varying 
haptic feedbacks in different postural conditions. Details of the designed platform for 
analysis and data collection are discussed in Section2, while experimental protocol 
and details of the participants are presented in Section 3. Results from the analysis are 
documented in Section 4, Section 5 is about the observations and discussion and 
Section 6 is conclusion derived from this study.   

2 Platform Design 

In our presented study we measured body sway, i.e. tilt in ML and AP. An smart 
phone was attached at waist height to the subjects, such that the sagittal plane of the 
subject’s body gets aligned with the XZ plane of the phone for measuring AP tilt 
angles, while the frontal plane of the subject’s body aligns with the XY plane of the 
phone for measuring ML tilt angles. 

An Android application runs on the smartphone which keeps on measuring ML and 
AP tilt angles from the subject, using its internal orientation sensors. While a socket 
program based application running on a computer is connected to LAN through 
Ethernet. The android phone continuously sends data packets through sockets, over 
wireless network, and the server application continuously listens to the packets 
received through Ethernet. The transmitted data packet has encoded information about 
the ML and AP values. That computer program reads the data packet and decodes it 
to get the ML and AP values.  

 

 

Fig. 1. Hardware setup for experimentation 
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When the experiment has to initiate, the application has to load the initial ML and 
AP values, and store the values for the next 30s (single experiment time) in a file. 
Such operations relevant to the application are controlled by the operator using 
keyboard keys. The application then makes a decision for the haptic feedback device, 
based upon the test type, posture and ML and AP values. 

The phantom Omni device is used to produce directional force in x and z axis 
controlled by the application. But its movement is constrained in y axis; a spring force 
is produced as a reaction to any force trying to move haptic interface point (HIP) in y 
axis. Phantom Omni stylus handle is grabbed by the subjects to feel light touch 
through its movement in a specific direction. 

The body sway input to the application is mapped linearly over the output haptic 
device movements. The body sway is supposed to be within the range of positive and 
negative 15 degrees with respect to the initial position. If it is more tilt than that, the 
person is considered as out of control and has thus crossed boundary state, thus no 
need to provide haptic feedback relevant to it. So at this point the haptic device 
movement is constrained at the last position. The 30 degrees range of ML and AP are 
mapped to 120 mm range of HIP movement for each respective direction. The output 
force from the phantom Omni haptic device was always limited to be less than 1N and 
therefore the HIP could deviate from its position if any subject exerted a force larger 
than 1N on the device handle. Exact mapping varies with varying postures and tests. 

3 Experiment  

Various tests were performed on the subjects regarding their stability analysis. These 
tests were earlier approved by local ethics review committee. 

3.1 Testing Protocol  

Subjects were instructed to stand barefoot relaxed and still, without speaking to 
anyone. The experiment needed reduced feedback through other sensors as much as 
possible, so an eyes mask was used for confirming no feedback through vision during 
all tests. High density foam with dimensions of 600x600x150 millimeters was used to 
produce soft ground conditions, for certain tests, causing more unstable surface for 
upright standing.  

The tests were of four types, based upon the subject’s body postures and ground 
conditions.  

P1:  Standing using one foot on ground and head facing forward. 
P2: Standing heel to toe (tandem Romberg stance) on ground and head facing 

forward 
P3: Standing on one foot on foam and head facing forward 
P4: Standing heel to toe (tandem Romberg stance) on foam and head facing forward 

Each of these posture tests were taken with three different feedback categories of 
haptic response as described below.  
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F1: No feedback: The subject did not have any contact with HIP, i.e. both arms 
were free and near subject’s body. 

F2: Directional sensing feedback: The subject’s contact to HIP moves in a linear 
way in the direction of tilt, providing information to the subject’s hand about 
body tilt 

F3: Active guidance feedback: The subject’s contact to HIP is providing an active 
guidance feedback force to subject’s hand for stability. 

 
The three categories of haptic feedbacks (one including no feedback) were 

provided to the subjects in all the four posture tests. So a total of 12 tests per subject 
were taken.  

 

  
(a) (b) (c) (d) 

Fig. 2. (a) Posture P1. (b) Posture P2. (c) Posture P3. (d) Posture P4. 

3.2 Participants 

The physical appearances and other details of the subjects are mentioned in the table. 

Table 1. Details about the subjects involved in this research study 

Total number of subjects 10 

Male / Female 7/3 

Range of Age 21-32 years 

Range of weights 55-99 kg 

Range of heights 158-185cm 

4 Results  

The ML and AP values are transmitted from smartphone to the application. The speed 
of data samples received by the application from the smartphone over the network 
depends upon various factors e.g. smart phone sensing speed, the Wi-Fi transmission 
speed, the application running speed etc. All these factors vary with time, so a precise 
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decision about number of samples received over 30 seconds is not easy. Therefore 
limited number of samples i.e. 300 samples are sampled which is an approximation of 
the number of samples received. These 300 samples are stored, plotted and analyzed 
using MATLAB®. 
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Fig. 3. Graph of ML and AP sway in Posture P1 for all three feedbacks 

The graphs (in Fig. 3) show the ML (x-axis) and AP (y-axis) values plotted w.r.t. 
each other, in various postures and feedbacks. The dots show the tilt angle of the body 
and lines show the path followed while moving from one position to another. In each 
graph, initial position is marked as 0 deg ML and 0 deg AP, and with a set of 300 
samples the graph is plotted with the followed path.  

Other than the graphical analysis, the data was also analyzed numerically to sum 
up the total body sway (TBS) in each test. Total body sway is calculated by adding 
the change in tilts after each sample as compared to previous sample. i.e. 

  
TBS = ∑ |pst – cst|, for all 300 samples 

 
Where  pst = previous sample tilt angle 

cst = current sample tilt angle 
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The graphs (in Fig 4, 5, 6, 7) show the TBS of all the feedback types, for each 
subject, for Posture 1,2,3 and 4 respectively.   
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Fig. 4. (a) Posture P1  
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Fig. 5. (a) Posture P2  
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Fig. 6. (a) Posture P3 
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Fig. 7. (a) Posture P4  

 
All these graphs show that the F3 has best results in all scenarios i.e. Total body 

sway of F3 is least as compared to F1 and F2, in each test. 
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5 Observations and Discussion 

All the experiements lead to the following three observations. 

Observation1:  No Feedback (F1) has maximum TBS amongst all  
Observation2:  Directional sensing feedback (F2) has more TBS than Active 

   guidancefeedback (F3) 
Observation3:  Active guidance feedback (F3) has least TBS amongst all 

 
Each of the three observations, for both ML and AP,so total six observations needs 

to be verified for all four postures. Therefore a total of 24 observations should be 
verified. As each experiment was performed on 10 subjects, so each observation was 
verified based upon the results of all 10 subjects. A net summary about the number of 
subjects verifying each observation is shown (Fig. 8.).   

In the figure 8, Each value represents the percentage of total number of subjects 
whose results verify the observation. For example left most bar value 80% represents, 
body sway measurements in 8 out of 10 subjects in posture P1 have maximum ML 
body sway with No feedback. Hence, the higher value means more confirmation 
about the observation.  
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Fig. 8. Percentage verifications of each conclusion per test for all the postures 
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6 Conclusion 

This research presents an experimental study on body sway changing with varying 
haptic feedbacks in different postural conditions. Results give the comparison 
between three types of feedbacks. Person with no feedback will have maximum body 
sway. Person’s body sway can be reduced with the help of directional sensing 
feedback (F2). However, using active guidance feedback (F3) the body sway of that 
person can be further reduced. These conclusions were based upon percentage 
verification of the observations(Fig. 9.) 
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Fig. 9. Net percentage verifications of conclusions 
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Abstract. Automatic speed adaptation in treadmill training plays an important 
role in gait rehabilitation. To implement automatic speed adaptation of a 
treadmill belt, we have developed a novel impedance control scheme that 
accommodates natural movements without mechanical attachments to the user, 
and can estimate user-treadmill interactive forces to directly detect user 
intention, while simultaneously maintaining the user’s position on the treadmill 
platform. The experimental results showed that our impedance control scheme 
can provide a non-intrusive, intuitive method for implementing user-selected 
speed on a small treadmill. The proposed technique is cost-effective, and could 
potentially be applied to any type of locomotion interface or gait rehabilitation 
system, without the use of expensive, sophisticated sensors or special 
treadmills. 

Keywords: Impedance control, treadmill, automatic speed adaptation, gait 
rehabilitation. 

1 Introduction 

A treadmill is commonly used in athletic training and clinical assessments such as gait 
rehabilitation. A treadmill system that automatically adapts its speed to user intention 
can be very beneficial, since it allows users to interactively participate in training or 
simulations that involve walking. For rehabilitation purposes, treadmill training with a 
body weight support system has shown significant success in treating chronic non-
ambulatory patients [1]. Recently, there has been increasing demand for self-selected 
speed adaptation with higher patient intention to enhance the effectiveness of gait 
training [2].   

Most existing schemes for automatic speed adaptation of a treadmill can be 
categorized as user-position-based controls, user-force-based controls, or gait-
parameter-based controls. One traditional method for speed adaptation of a 
locomotion interface [3] or gait rehabilitation system [4,5] is to update the treadmill 
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speed via measurement of the physical interaction force between a user and a 
mechanical system. Since a user feels an inertial force proportional to his/her body 
weight during acceleration on the overground, a control command for obtaining 
velocity updates can be derived from force measurements through a mechanical tether 
[3,4], or can be estimated by measuring the joint torques of a Lokomat [5]. This 
approach allows user intention to be directly acquired for speed updates, and can be 
effective for safe navigation of a locomotion interface and safe gait rehabilitation 
training. However, it can also restrict the user’s natural motions during walking, and 
may not provide realistic proprioceptive feedback from mechanical characteristics for 
normal users and highly ambulatory patients [6]. It has recently been reported that 
measuring ground reaction forces on a separate treadmill can provide a self-selected 
speed scheme [7] for a stroke patient with asymmetric gait, without severely 
restricting user motions. However, the technique requires an expensive instrumented 
treadmill and a complicated environment for user position measurements, which 
presents an obstacle to its widespread use.   

Another traditional approach is to employ user position to provide proportional–
integral–derivative (PID) control [8–10] of pelvis displacements to obtain treadmill 
speed updates. Even though this approach is simple and easy to implement, it makes it 
difficult to detect natural user intention for speed updates, and is hampered by 
stability problems during human–robot interactions. An advanced control algorithm 
with a variable reference position [11,12] has been suggested to achieve smooth speed 
trajectories on a large specialized treadmill (6 meters long), so that the user feels less 
inertial force during speed changes. However, this scheme may make it difficult to 
maintain a user’s position on a small treadmill, since the reference position changes to 
reduce user acceleration.   

The third approach for obtaining treadmill speed updates utilizes gait parameters 
such as stance time [13] or the maximum foot-swing velocity [14] to estimate a user’s 
velocity while walking on a treadmill.  Even though this type of scheme allows fast 
velocity estimation (at a half-step of gait), and its feed-forward estimation concept 
promotes stability, it also requires a motion-capture system to measure gait 
parameters in real time, and must interpolate the individual gait parameters to obtain 
the desired velocity estimates. Existing research [3–14] on the automatic control of 
treadmill adaptation has failed to provide a non-intrusive method for natural human–
robot interaction, or else has required the use of complex and expensive integrated 
systems, or interpolation procedures to acquire the gait patterns of an individual user. 
Therefore, it is necessary to develop a new approach that provides natural and reliable 
speed updates in a nonintrusive way, as well as economical and simple installation 
solutions for widespread use.  

In this paper, we propose a novel automatic speed-adaptation scheme with 
impedance control for a small commercial treadmill, utilizing a virtual spring–damper 
concept and inexpensive sonar sensors. As simple impedance controller [15] exactly 
mimics the behavior of a virtual spring and damper, the robot behaves exactly as it 
would with a real spring and damper connecting it to a constant pose, which 
guarantees stable interaction with all passive environments. The impedance controller 
with a virtual spring–damper components makes it possible to avoid restricting user 
motions while measuring interaction forces, and to obtain treadmill speed updates 
from estimated forces. Thus, the proposed scheme can control both the desired force 
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and the position of a user for speed adaptation on a small treadmill (e.g., with a belt 
length of 1.2 m and a width of 0.5 m). Moreover, the system can conveniently 
measure user motions with inexpensive sonar sensors and Kalman filter algorithms 
[16–19]. Therefore, it is nonintrusive, compact and economical, performs 
satisfactorily, and shows significant potential for application to gait rehabilitation and 
virtual environment navigation.   

2 Speed Adaptation Treadmill System 

The treadmill used in this experiment was a conventional exercise treadmill (Healma, 
South Korea). It was equipped with an alternating current (AC) motor (Eul Ji 
Electrical Machinery Co., Ltd., Korea), capable of delivering a maximum belt speed 
of 1.8 m/s. The AC motor was powered by an iG5A inverter drive (LS Industrial 
Systems Co., Ltd., Korea), with an analog input range of 0–10 volts to provide the 
desired motor speed. 

 

 

Fig. 1. Treadmill system for walking speed adaptation 

The original speed controller from the manufacturer was dismantled and replaced 
with a CompactRIO real-time controller (National Instruments, USA). A quadrature 
rotary encoder (Mecapion Co., Ltd., Korea) was attached to the rotating axis of the 
belt (Fig. 1) to measure the belt speed of the treadmill. The specifications for the 
control hardware used in this research are summarized in Table 1. 

Table 1. Control hardware specifications  

Item Specifications 

AC Motor 1.5 kW, 3φ, 220 V, 6.6 A, 60 Hz, 1680 RPM 
Inverter Driver 4.5 kVA, 3φ, 200–230 V, 12 A 
Encoder 2500 CPR 
Controller NI cRIO 9004, Modules: NI 9401 and 9403, 

Digital Input/Output, NI 9263 Analog Output  
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3 Actuator Control of a Treadmill 

3.1 Actuator Control  

Figure 2 shows the overview of the control systems 
 

 

Fig. 2. Overview of the control systems 

The purpose of the low-level control is to enable the treadmill motor to track a 
predefined reference speed with a high degree of precision. The AC servomotor of the 
treadmill is subject to external disturbances, such as the frictional force between the 
belt and the motor, which varies according to the body weight of the user. For these 
reasons, we selected the proportional–integral sliding-mode control (PISMC) from 
among the available robust control techniques. Sliding-mode control (SMC) is a high-
speed switching control that switches between two values in accordance with certain 
rules. It does not require an exact dynamic model, and hence is easy and practical to 
implement. The proportional–integral (PI) provides the SMC with an extra tuning 
parameter, and offers greater flexibility in obtaining the desired performance [4]. The 
PISMC controller was programmed in the NI CompactRIO controller, with a 
sampling rate of 500 Hz.  

3.2 Kalman Filter 

A rotary encoder is used to measure the rotational angles of the belt. In this research, 
we employ a Kalman filter, which can reliably estimate speed and acceleration values 
from noisy signals. It has good dynamic behavior and disturbance resistance [16]. 

A kinematic model describing the relationship between the position, velocity, and 
acceleration of the treadmill belt can be written as follows [17]:  

 0 1 00 0 10 0 0 + 001  

1 0 0 +  

(1) 

 

(2) 
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States x1, x2, and x3 are the position, velocity, and acceleration, respectively, of the 
treadmill belt. The variables w and v are process and measurement noises, with 
covariances of q and r, respectively. In order to estimate the velocity and acceleration 
of the treadmill belt, a scalar Kalman filter can be implemented for the kinematic 
model of Equations (1) and (2). A diagram of the overall low-level control is shown 
in Fig. 3 

 

Fig. 3. Sliding-mode control with a Kalman filter for state estimation 

4 Impedance Control of a Treadmill 

4.1 Measurement of User Motions  

4.1.1   Measurement of User Displacement via Sonar Sensor System 
In this research, we used a sonar sensor (Devantech SRF05 Ultrasonic Ranger, 
Devantech, Ltd., England) for distance measurement, since it is inexpensive and 
offers relatively acceptable performance. As Fig. 1 shows, the sonar sensor was 
placed at the rear of the treadmill to measure the subject position (x), with a sampling 
rate of 40 Hz. Figure 4 shows the calibration results for the sonar sensor used in our 
system, indicating the relationship between the value of the counter (microseconds) 
and the corresponding distance (cm). 

 
Fig. 4. Calibration results for the sonar sensor SRF05 
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To reduce the noise levels in the distance measurements, two sonar sensors were 
combined, using a multiple Kalman filter as a smoother. The sonar sensors were  
fired sequentially to avoid crosstalk between them. Letting  and  denote the 
outputs from the local Kalman filters, and P  and P  their respective error 
covariances, a multiple Kalman filter was implemented. We used the equation 
proposed by Drolet et al. [18] to smoothly combine the measurement results of the 
two sonar sensors:  / + /1/ + 1/  

(3) 

In this equation, sensors with smaller error covariances will contribute more to the 
result. When the subject was walking on the treadmill, the position measurements 
varied within a range of less than 5 cm, which is the usual trajectory of a pelvis in 
normal gait [21].  

4.2 Speed-Adaptation Control Algorithm 

Self-selected speed adaptation on a treadmill can be achieved by allowing the user to 
interact with a fixed virtual object via the treadmill. Albu-Scaffer et al. [22] utilized a 
virtual spring–damper concept to allow interaction between a robot and a human in an 
unknown environment. The virtual spring–damper concept itself has been used in 
many research areas involving human–robot interaction, such as haptic interfaces 
[23], grasping [22], and tele-operations [23]. In this study, virtual spring and damper 
components are applied to an automatic speed-adaptation control for a treadmill with 
impedance control. The relationship between the user and the treadmill belt can be 
described by the simple dynamic model shown in Fig. 5. 

 

Fig. 5. Interaction between the user and the treadmill belt 

In Fig. 5, a treadmill user with mass  is modeled as a wheeled chart [24] that can 
move freely on the treadmill belt. This is reasonable assumption since the simplest 
legged locomotion can be modeled based on spoked wheels [25]. The user moves 
forward by applying force Fu, while the treadmill applies the opposite force Ft to the 
user by moving its belt. As a result, the user moves at the same velocity as the 
treadmill belt.    
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tv−
ta−

uv

 

Fig. 6. A user connected to a fixed virtual component by a spring–damper system  

   Let  and are the user and treadmill velocities w.r.t. ground respectively. The 
relationship between  and can be expressed as  

 
, (4) 

 
where, Fu is the user force, Ft is the treadmill force, m is the user mass, and 

 is the user velocity with respect to the treadmill. To derive this, we assume 
that the mass of the treadmill belt is negligible compared to the user mass. In 
Equation (4), the interaction force error between the user and the treadmill can be 
defined as  . When the user is walking at a constant velocity,  
and 0. If the interaction force error  vanishes while the speed is varying, the 
treadmill will allow the user to walk naturally according to his/her intention, while 
keeping the user displacement inside the treadmill. On the other hand, if  does not 
vanish, then the user may experience an unexpected inertial force from the treadmill 
or may fall off the treadmill belt. Since the treadmill belt is carrying a user with mass 
m, the treadmill-generated force  can be expressed as an acceleration term: 

 
, (5) 
 

Where,  is the treadmill belt velocity with respect to the ground, which has a 
negative value in unidirectional movement. In order to determine Fu, we assume that 
the treadmill user is connected to a virtual spring–damper system, illustrated in Fig. 6. 
When the user starts to move with respect to a reference position, he/she will exert a 
force Fu on the spring–damper system. The force Fu exerted by the user can then be 
expressed as 

 ( ), (6) 
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Where  and  denote the stiffness and damping coefficient of the virtual fixed 
object,  and  denote the user position and velocity with respect to the ground, 
and x0 is the reference position on the treadmill. 

5 Experimental Results 

In order to study the effects of the parameters of the proposed system on the treadmill 
belt speed, a square function (shown in Fig. 7) was used as the input , instead of 
detecting user motions from the sonar sensors. 

 

 

Fig. 7. The square input used to study the control parameters 

This step function simulated the way a user increases his/her walking velocity by 
moving 10 cm ahead of the reference position for five seconds. The user then walked 
at a constant speed. After that, the user reduced his/her walking speed by moving 
backward to the reference position, and finally stopped walking. 

Figure 8 shows the effects of the proposed controller on the treadmill speed with 
respect to user displacement. Figure 8(a) shows the speed response of the treadmill 
belt for different values of the virtual stiffness . Figure 8(b) shows how user mass M 
affects treadmill performance. Based on these experimental results, we can 
summarize the effect of each parameter on the performance of the system as follows: 
1) The virtual spring stiffness determines the sensitivity of the system response with 
respect to user displacement.  2) The virtual damper affects the response time. 3) 
Increasing the user mass reduces the sensitivity of the system with respect to user 
displacement. 

The appropriate value for the virtual stiffness ( ) was found to be 140 to 200 N/m 
by relating Newton’s second law and Hooke’s law, taking into account the user mass, 
the maximum available acceleration of 1 m/s2, and possible user displacements of 0.5 
m due to the treadmill platform size. The value of the virtual damping was determined 
heuristically as 10 to 20 Ns/m. Consequently, it should be noted that since the mass m 
is given, the virtual spring stiffness K mainly affects the steady-state response of the 
treadmill speed, while the force controller parameters affect the transient response of 
the treadmill speed. 
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(a) Virtual spring K (B=10 Ns/m M=60kg) 

 
 

  (b) User mass M (K=100 N/m and B=10 Ns/m) 

Fig. 8. Effects of the parameters on treadmill speed during speed adaptation 

We asked a user to walk on the treadmill and gradually vary his walking speed. 
Figure 9 shows the resulting belt velocities, accelerations, applied forces, and 
automatic user displacements during speed adaptation. As Fig. 9 (top) indicates, when 
the user tried to increase his walking velocity,  became negative since he was 
pulling against the virtual wall. Also, when the user tried to decrease his walking 
velocity,  became positive since he was pushing against the virtual components. 
This is similar to normal overground walking, where a user also feels inertial forces 
due to his/her own acceleration. During the experiment, the interaction force error  
remained close to zero at different velocities, as Fig. 9 (lower middle) shows. The 
proposed control system also maintained a user displacement close to the reference 
position, which was set at 0.6 m from the rear of the treadmill (see Fig. 9 (bottom)). 
When the user tried to stop walking, his displacement lagged behind the reference 
position. When the user finally stopped, the treadmill brought him back to the home 
position at a constant slow speed of 0.3 m/s. Since the treadmill could only move bi-
directionally during the home positioning period, the treadmill belt moved in a 
forward direction with a negative value 

The interaction force error increased under starting and stopping conditions; this 
was mainly due to the limitations of the control hardware system.  Also, according to 
Fig. 9 (upper middle), there was a delay of about one second during startup, because 
at walking velocities lower than 0.3 m/s, the AC motor used to drive the treadmill 
could not provide enough torque to move the belt due to belt friction. 
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Fig. 9. Belt velocity and acceleration (top), applied forces (upper middle), interaction force 
error (lower middle), and displacement (bottom) during automatic speed adaptation 

These errors could be minimized by using a treadmill actuation system with higher 
power, no backlash, and no friction, and by increasing the acceleration limits of the 
treadmill.  

6 Conclusions 

We introduced a novel speed-adaptation algorithm based on impedance control, and 
applied it to a small conventional treadmill, commonly used in homes and health 
centers for exercise purposes, and in hospitals for therapy. The proposed impedance 
control allows the user to naturally and safely update the speed of a small treadmill, 
while maintaining a limited user motion range by implementing hybrid position and 
force control via interaction with a fixed virtual object. The favorable characteristics 
of the proposed control algorithm indicate its potential use gait rehabilitation with 
effective training modes. In future work, the interaction forces generated by the 
treadmill during speed adaptation will be compared via gait analysis to the inertial 
forces generated during overground walking, and a control system for whole-body 
haptic interaction during locomotion will be developed by moving the reference 
position and simulating a virtual wall, based on the proposed control scheme. 
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Abstract. In this paper, a new electromagnetic actuation system is presented for 
magnetic nano-particles based targeted drug delivery. The system is composed 
of three sets of coils; each set contains two parallel coils, generate the oriented 
3D magnetic gradient field. Differential Current Coil approach is used to 
calculate the applied current to each coil to ensure that the gradient field, 
generated in region of interest, is permanently higher than the value needed for 
saturation of magnetic particles. To investigate the performance of the actuation 
system, a simulation model, relating to magnetic field distribution and the 
trajectories of the magnetic particles, has been studied using finite element 
approach. The proposed actuation system is more compact and cheaper 
compare to previous systems and simulation results accept that this actuation 
system can be used effectively for Nano-particles based drug delivery systems.  

Keywords: Magnetic Nano-particles, Targeted Drug Delivery, Magnetic 
Actuation System, Simulation. 

1 Introduction 

Targeted drug delivery is a method of delivering medication to a patient in a manner 
that increases the concentration of the medication in disease affected parts of the body 
relative to others. Magnetic Nano-particles (MNP) can offer several advantages over 
more traditional drug delivery methods, including Nano size dimensions, 
biocompatibility, controlled magnetic responsiveness, prolonged circulation lifetime, 
surface stabilization, and surface recognition. During the last 30 years, magnetic 
Nano-particles based therapeutics have been investigated and developed for 
biomedical application for the treatment of cancer and many other diseases [1-3]. 
Magnetic nano-particles based drug delivery researches are divided into couple of 
major parts. First part is related to synthesis and characterization of magnetic nano-
particles for drug delivery purpose; several groups have been studying and developing 
magnetic micro/nanoparticles for this purpose  [4]. 
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Other part is related to designing the systems to control the locomotion of magnetic 
nano-particles from injection point to a desired diseased area in the vasculature. To 
achieve this aim, several different techniques have been proposed in the literature. 
Initially, magnetic particles were captured by a static magnetic fields produced by 
permanent magnets  [5] or superconducting magnets  [6]. However, the application of 
static magnetic field was not found effective for targeting the magnetic particles deep 
inside the body.  

To reach deep region inside the body, electromagnets are used widely as the 
actuators [7-10]. Martel et al. have proposed a system to generate the force needed  
for the propulsion of magnetic particles inside the MRI by using the electromagnets 
[11-12]. Recently, based on MRI concepts, two sets of coils have been used for each 
actuating direction in most of the actuation systems which are designed for DDS [13-
15]. In such actuation systems, one set of two Helmholtz coils have been used to 
produce the uniform constant magnetic field in desire direction for saturation of 
magnetic particles and another set of two Maxwell coils have been applied to generate 
the gradient magnetic field for producing necessary magnetophoretic force for the 
propulsion of magnetic particles. To move the particles in 3D by using this design, 
four coils are necessary for each direction and therefore 12 different coils should be 
fabricated and supplied by power supplies, which make whole system very heavy and 
expensive. Due to these problems, some designs were presented in which the 
magnetophoretic force was just generated in 2D and for third direction mechanical 
force was added to system [15]. Although it is useful, the system becomes more 
complex. Moreover, almost all of these researches were applied on the particles with 
diameter of above 10μm and 3D actuation system for Nano-particles is not introduced 
yet.  

In this paper we propose a design with a new approach for actuating the nano-
particles in 3D using the electromagnets. The goal of this design is to minimize the 
size and cost of the system while it is controllable for moving the nano-particle in 
specified direction. Configuration and specification of the design are presented and its 
performance is examined using simulation.  

2 Theoretical Concepts 

2.1 Magnetophoresis 

Magnetizable particles are the basis of magnetic nanoparticle drug delivery system 
(DDS). These particles experience a force in a non-uniform magnetic field which is 
called magnetophoresis (MAP) and is generated due to difference in permeability of 
nanoparticles and the medium surrounded them [16].  

Considering, the nano-particle as a homogeneous sphere with radius R and net 
magnetic polarization M that is suspended in a magnetically linear fluid of 
permeability  and subjected to a magnetic intensity H. The effective magnetic 
moment of the sphere is calculated by following equation: 
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4 +                         (1) 

where 4 . 10 H/m is the permeability of free space. For a magnetically linear 
particle of permeability  we have, 

                                      (2) 

where ⁄ 1 is the susceptibility of the particle. In this special case, the 
effective moment is simplified to: 4                             (3) 

Magnetophoretic force (FMAP) depends on the gradient of the magnetic intensity 
( )  and the effective magnetic dipole moment (Meff) of the particles and is 
expressed as follow: 

MAP .                                    (4) 

Combining this expression with that for the effective moment, the magnetophoretic 
force for a linear Magnetizable spherical particle in a non-uniform magnetic field may 
be written as 

MAP 2                               (5) 

Magnetizable materials exhibit strongly nonlinear behavior such as paramagnetism 
and ferromagnetism, which seldom can be ignored in modeling the electromechanics 
of magnetic particles. The materials with nonlinear magnetic properties are divided to 
two groups of hard and soft material. In both types, the magnetization is related to 
magnetic intensity, however, in hard material it also depends on history of 
magnetization which called hysteresis. The principal manifestation of nonlinearity in 
magnetically materials is saturation, which limits the magnitude of the magnetization 
vector to a finite value Msat. The influence of saturation upon the effective moment of 
a particle should be evident. 

Consider a spherical ferromagnetic particle immersed in a linear magnetizable fluid 
of permeability   and assume that the particle magnetization is some nonlinear 
function of the field. Then, Equations (1) and (5) may be used to obtain the MAP 
force. 

MAP 2 + ( ).                  (6) 

If the permeability of the medium surrounded the particles could satisfy the 
relation  then MAP force simplifies to:  

MAP ( ).                             (7) 

If the particle is magnetically soft and the magnetic field is strong, then the particle 
will saturate so that M(H) Msat. 
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2.2 Particle Trajectories 

There are many forces which acting on moving particles in blood vessels such as 
hydrodynamic drag force, inertia, buoyancy, gravitational and particle-particle 
interaction. However, only major forces are taken for consideration. Using Newton’s 
law, the trajectory of a particle in fluid caused by total force F can be described as: 

                                       (8) 

where  and  are the mass and velocity of the particle, respectively. There are 
many forces which acting on moving particles in vessels. The forces which have the 
major impact on total force are hydrodynamic drag force and magnetophoretic force. 
The other forces such as inertia, buoyancy, gravitational and particle-particle 
interaction forces are ignored in model because they are several orders of magnitude 
lower than the magnetic force. Ignoring these low impact forces, total force on 
particle may be expressed as follow: 

MAP +                                   (9) 

The hydrodynamic drag forces ( ) is given by Stoke’s law as 6 ( )                                (10) 

where  is the fluid viscosity, R is the particle radius,  is the particle velocity and 
 is the fluid velocity. Based on equation (7) to (10) we can obtain: ( ). 6 ( )                   (11) 

By solving this equation the trajectory of the particles could be calculated.  

3 Actuation System Design 

3.1 Design Basis 

The magnetic field generated by the coils at any point is inversely proportional to the 
square of the distance of the point from the coils. As a result, the compact coils 
system design will be more sufficient and should be considered in the actuation 
system design process. 

Magnetophoretic force depends on the gradient of the magnetic field and the 
magnetization of the particles. Magnetization is related only to magnetic intensity and 
gradient of magnetic field has no effect on it. The magnetic intensity of about 4 10  A/m is needed to saturate the magnetite (most common material used in 
magnetic nano-particles). Magnetic field gradient, though, have no theoretical limit 
but it have experimental limitations. The gradient field could be increased by 
increasing the currents of the coils. Unfortunately, cross sectional area of the wires 
limit the current of the coils. This means that to increase the current of the coils, the 
wires with bigger cross-section area should be used which makes the coils bigger and 
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heavier. Other solution is to increase the number of the wire turns of the coils which 
similarly increase the size and weight of the coils. However, the power equation (12) 
shows that the current have more effect on power consumption of the coils than the 
number of wire turns.  

                                    (12) 

In equation (12), I is the current of coils wires and R is the coils resistance which is 
proportional to wire length and rise directly by adding the wire turns to coil. Thus, 
improving the magnetic intensity and gradient of the system by increasing the number 
of wire turns is more sufficient than increasing the current.  

3.2 Differential Current Coils Approach 

As it is mentioned before, in most of recent researches, the combination of Helmholtz 
and Maxwell coils have been used for the actuation of the particles. Fig. 1 shows the 
sample model of this system which moving the particles in one direction (here Y-
axis). Magnetic flux density generated by each sets of the Helmholtz coils and 
Maxwell coils as well as the combination of all coils are shown in Fig. 2. To produce 
these fields, the Helmholtz and Maxwell coils were assigned 7000 A Turns and 10000 
A Turns, respectively. However, current in Maxwell coils are in reverse direction. It 
can be seen that Helmholtz coils generates the uniform magnetic field while Maxwell 
coils generate the smooth gradient field. By applying both set of coils, their magnetic 
fields were superimposed.  

 

Fig. 1. Sample model of Helmholtz and Maxwell coils system 
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Fig. 2. Magnetic flux density generated by the Helmholtz coils and Maxwell coils 

In our actuation system design, the Helmholtz coils are avoided and only the 
Maxwell coils are used with differential currents method and therefore we call it 
differential current coils approach (DCC). The principle of DCC approach is based on 
the fact that magnetic particles are always moving toward the points with higher 
magnetic intensity. In our system, by increasing the current density in one coil and 
decreasing the current density in other coil, the gradient field is generated which 
attracts the particles towards the coil with higher current density. Besides, since both 
of coils have current in the same direction, the field intensity could be kept higher 
than the value needed for saturation.  

The magnetic field generated using DCC for sample structure of Fig. 1 is plotted in 
Fig. 2. The Maxwel coils were assigned 20000 A Turns and 1000 A Turns whereas 
the Helmholtz l coils are off. From this figure, it is clear that differential current coils 
system is suitable for generating the desire magnetic field. Though there is some non-
linearity in magnetic field, its effect on Nano-particle delivery system is slight.  

3.3 3D Setup Idea 

Our proposed 3D actuation system consists of three sets of coils and is shown in 3. 
Each set is composed of two circular coils, placed perpendicular to one axis and 
generated the magnetic field in one direction using DCC approach. Therefore, three 
sets of coils can generate the magnetic field in all the three directions of the Cartesian 
coordinate system.  
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Fig. 3. Proposed 3D actuation system 

For moving the particles in desire direction, the current magnitude of all the coils 
should be properly calculated at each moment. For better investigation, we named the 
current in each coil as Ijk, where j represents the perpendicular axis to coil which 
could be x, y or z and k represents the directional position of the coil in relation to the 
center of the setup. Assuming the coordinate system origin at the center of the coils 
setup, k would be p if the coil positioned on the positive side of its normal axis and n 
if the coil placed on the negative side. For instance, Ixp refers to current of the coil 
placed on the positive side of the x-axis and Izn states the current of the z-axis, 
negative side coil.  

4 Simulation 

4.1 Modeling 

To investigate the proposed setup, particle tracking simulation using numerical 
method was performed. The COMSOL Multiphysics Software package was used for 
the modeling of the setup as well as for the solution of the differential equation. The 
meshed model which was used for simulation is shown in Fig. 4. All the coils were 
modeled symmetrically by hollow cylinders with the same size. The inner diameter, 
width and height of the coils are 7 cm, 4 cm and 4 cm respectively and each pair of 
the coils are separated by a distance of 16 cm. Considering the wire with diameter of 
1 mm, 1600 turns of wire could be fitted in modeled coils. Accounting fabrication 
tolerance and errors, the wire turns was kept equal for all coils as 1500 turns. 
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Fig. 4. Meshed model of actuation system used for simulation 

The magnetic field generated by the coils was calculated using AC/DC module of 
COMSOL in steady state. The surrounding environment was assumed as air; 
however, a 30 mm diameter sphere was modeled at the center of the setup as a water 
container. The container was supposed to be full of water and therefore the water was 
considered stable.  

The particles were released at the origin and their moving path due to calculated 
magnetic field and drag force in water was tracked using Particle-Tracking module of 
COMSOL. The particles are supposed as spherical magnetite particle with diameter of 
900 nm and the saturation magnetization of 1.69 10  A/m. For realistic results, B-
H curve for particle’s material is applied to model.  

4.2 Results 

Sample 3D and surface plots for magnetic field simulation of the setup is shown  
in Fig. 5 whereas, Ixp, Iyn and Izp are assigned 15 A and Ixn, Iyp and Izn are given  
2 A. These plots show that the model can calculate the magnetic field accurately.  

Fig. 6 shows the particle trajectory in the calculated magnetic field for 60 second. 
As it is clear, the particle was moved toward the positive direction of x-axis and  
z-axis and negative direction of the y-axis, the same direction which was designed  
by the applied current. It could be mentioned that the maximum velocity of 4500  
nm/s was achieved. 
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Fig. 5. Simulation result for Magnetic field and flux density, (a) 3D, (b) x-y surface, (c) y-z 
surface, (d) x-z surface 

 

Fig. 6. Particle trajectory in calculated magnetic field in different views. The colors shows the 
particle velocity. 
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5 Conclusion  

In this paper, a new actuation system was presented which could be used as a low cost 
and compact experimental setup for researches in the field of magnetic Nano-particles 
drug delivery systems. Configuration and dimensions of this system was chosen in 
such a way that could cover the size of the mouse brain, as an initial target of 
experiments. Moreover, to achieve realistic results, the currents and number of the 
electromagnet coils turns are considered realistic. In our proposed system, the 
numbers of the electromagnets and consequently number of the required power 
suppliers and fabrication cost was decreased. The simulation results were approved 
that this system could generate the desire magnetic field for Nano-particle propulsion. 
Moreover, it was accepted that there is a possibility to perform suitable control on 
particle trajectory. 
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Abstract. In this paper, we have proposed a novel robotic knee device with a 
five-bar linkage to allow low impedance voluntary knee motions within a 
specified rotation range during swing phase and to assist knee extension 
motions during stance phase after reaching the boundary of the rotation range. 
The proposed device can provide free knee motions through the five-bar linkage 
with 2-DOF (degree of freedom) actuations by a patient’s shank and a linear 
actuator, and can assist knee extension at any controlled knee angle during 
weight bearing by a geared five-bar linkage with 1-DOF actuation of the linear 
actuator. The kinematic transition between two modes can be implemented by 
contact mechanism of a circular structure (knee joint) and a linear link (patella), 
and the resultant knee rotation range can be determined by the linear actuator. A 
weight optimization scheme with a simple genetic algorithm (SGA) is 
performed to increase portability of the proposed device and minimize the side-
effects of increased link numbers as compared to existing four-bar mechanisms. 
The cost function is composed of sums of normalized total link lengths and 
normalized motor powers. The optimization results show that the total link 
length and motor power were reduced to 47% and 43% respectively, as 
compared to initial design. The proposed robotic knee device can provide a new 
rehabilitation mode for a stroke patient to allow safe and self-motivated 
overground walking with minimum concern of falling down.  

Keywords: kinematics, genetic algorithm, rehabilitation, bio-mechanics. 

1 Introduction 

A stroke or cerebrovascular accident (CVA), is the rapid loss of brain function(s) due 
to disturbance in the blood supply to the brain [1]. As a consequence, stroke patients 
may lose lots of body functions because of injury in brain, including the walking 
ability especially. Subsequently, if spontaneous recovery is not possible, the patent 
needs to take a rehabilitation phase of the treatment to recover their physical ability 
[2-3]. Thus, to support gait rehabilitation for patients, suffering from the paralysis as a 
consequence of stroke or other neurological diseases, active type orthosis or 
exoskeletons have been actively proposed in these days [4]. In a traditional way to 
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support a stroke patient, reciprocating gait orthosis (RGO) are commonly used [5]. 
The RGO can support patient’s weight during stance phase through buckling of knee 
joint so that it can help patients with paretic limb walk by themselves. However, such 
devices can cause asymmetry during gait as result of the irregular and sudden 
impulsive compulsion supports. Kobetic et al. [6] suggested an active knee orthosis 
system to allow exoskeletal bracing and multichannel functional electrical 
stimulation. The knee mechanism consisted of electro-mechanical joint locks to 
provide upright stability during only stance phase. However, simple locking 
mechanism by electronic switching can’t provide active assistance to the knee joint. 

Jin et al. [7] designed a knee prosthetic device based on optimization of six-bar 
linkages to generate closer trajectories to normal gait. “Roboknee” [8] is a robotic 
exoskeleton based on a four-bar linkage consisted of slide-crank to enhance human 
strength, endurance, and speed using a series elastic actuator. Colombo et al. [9] 
developed a rehabilitation system based on treadmill, whose mechanism on knee joint 
is consisted of simple four-bar linkages system. Mefoued et al. [10] suggested a 1-
DOF knee actuation system with chain drive controlled by high order sliding mode 
controller. Nikitczuk et al.[11] developed a knee brace consisting of planetary gear 
mechanism and variable damper component  and Belforte et al. [12] used a direct 
drive based on a chain mechanism with a pneumatic cylinder for knee joint support.   

Even though it is possible to augment knee power through existing 1-DOF robotic 
knee systems [7-12], it is hard to apply the existing systems directly to patients with 
neurologic diseases. As main reasons, the existing 1 DOF systems simultaneously do 
not satisfy requirements of sufficient knee torque to support a patient’s weight during 
stance phase as well as do not provide back-drivability and small weight of actuators 
for wearable conditions.  

To overcome these problems, Veneman et al. [13] designed a new actuation system 
for knee joint. It consists of a servomotor, a flexible Bowden cable transmission, and 
a force feedback loop based on a series elastic element to support just torque to knee 
joint. The actuation system aims for an impedance controlled gait rehabilitation robot 
for treadmill-training. Similarly, Ackermann and Cozman [14] and Sulzer et al. [15] 
developed a powered knee orthosis which can provide knee flexion torque in swing 
phase to compensate gait disability known as stiff-knee gait (SKG). Even though both 
knee actuation systems could allow high torque with small impedance, which are 
limited to only treadmill training applications since the actuators should be located on 
the fixed base.  

Recent clinical studies [16] for gait rehabilitation showed that the treadmill gait 
training is not very efficient than traditional gait training on over-ground. Also, less 
assistance may increase more efficiency of the training with larger variation of 
motions [17]. Therefore, it is important to develop a new gait rehabilitation system 
that can provide high impedance for safe supports as well as low impedance for free 
voluntary motions, while allowing overground training. 

Even though a recent new type of stance-control knee-ankle-foot orthosis [18] 
(SCKAFOs) can allow wearers to flex their knee when swinging the leg forward, 
while preventing knee flexion during weight-bearing, existing SCKAFOs cannot 
provide powered knee extension assist at any desired knee angle, which is important 
for adapting different walking conditions such as slope and stairs, or handling 
unexpected conditions like stumbling. 
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Fig. 1. A robotic knee device with a five-bar linkage for stance control 

In this paper, we suggest a novel robotic knee device as shown by Fig. 1. This can 
provide free knee rotations during swing phase and assist knee extension during 
stance phase at any desired knee angle. Voluntary motions with minimum impedance 
can be achieved by a 2-DOF five-bar linkage of a patient’s shank and a linear 
actuator. In addition, a novel 1-DOF geared five-bar linkage with the linear actuator 
can provide necessary impedance for the patient’s weight support. These functions 
can be implemented by kinematic transition through contact condition between the 2-
DOF five-bar linkage and the 1-DOF geared five-bar linkage.  

However, the proposed active knee device must use additional linkages than a 
simple four-bar mechanism. To maximize the benefit of the proposed device, it is 
necessary to minimize total weight of the device, while keeping necessary actuator 
performances for required torques and angular velocities during gait. For this purpose, 
we use a SGA (Simple Genetic Algorithm) to minimize sum of total link lengths and 
motor power by reducing the weight of the novel knee device. The proposed weight 
optimization scheme can reduce total weight of the suggested system and enhance its 
portability compared to an existing four-bar mechanism. 

2 Design Concept for Portable Stance Control 

In biomechanics of knee, the moment to support the weight of human body is mainly 
generated by the compressive force of quadriceps. When the contraction of 
quadriceps occurs at knee joint, a reaction force is produced by the patella ligament, 
which finally generates resultant moments at the knee [19-20]. So the conceptual 
design of an active knee othosis can be realized by taking into account human bio-
mechanics of knee joint as shown in Fig. 2. Since the mechanical functioning of 
quadriceps muscles resembles to linear movements by actuation, the proposed 5-bar 
knee device is designed so that the angle between the femur and the tibia links can be 
determined with the displacement of the linear quadriceps actuator (see Fig. 2 for 
each link). The proposed design mainly aims to support patient’s lower limb 
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movements during stance phase, especially when the quadriceps muscle of a patient 
can’t provide necessary knee moments due to his/her body weight. When a patient 
can walk by him/herself, the actuator will operate in free mode with minimum 
impedance by frictions of revolute joints. For these purposes, the maximum allowable 
motion ranges of a knee joint can be determined depending on patient’s conditions 
and the corresponding displacement of the quadriceps actuator can be calculated to 
satisfy the specified motion range based on kinematics of the proposed device, which 
will be explained in Section 3. 

 

Fig. 2. A robotic knee device with a five-bar linkage for stance control 

 

Fig. 3. Transition from the 2-DOF five-bar linkage to the 1-DOF geared five-bar linkage by 
mechanical contact 

Within the specified motion ranges, a wearer can move the knee joint freely with a 
2-DOF 5-bar mechanism as non-contact condition before the patella link contacts 
with the circular structure as shown in Fig. 3. In this case, a shank of human body and 
 



192 S. Pyo, M. Oh, and J. Yoon 

 

the quadriceps actuator can be considered as active actuators. When a patient loses 
gait stability and the resultant knee angle exceeds an allowable knee motion range 
during stance phase, the 5-bar linkage will be changed to a 1-DOF geared 5-bar 
linkage by mechanical contact between the patella link and the circular structure (see 
the Section 3.) for detail description of the geared five-bar linkage). After this contact 
situation, the knee joint angle and the shank of lower limb are only controlled by the 
quadriceps linear actuator, which can provide mechanical assistance by active 
actuation. 

Hence, the active knee device with contact and non-contact modes can provide 
additional supportive motions as well as providing voluntary unrestricted motions for 
better gait therapy.  

Even though the contact mechanism is mechanically generated by motions of 
wearers, the contact condition can also be electrically detected by measuring currents 
of the quadriceps actuator with a linear DC motor. So this contact condition can be 
used for evaluating whether patient can successfully walk within adequate knee 
motion ranges and the quadriceps actuator can provide adequate control assistance 
through the actuated geared five-bar linkage. On the other hand, if the contact 
condition from the quadriceps actuator is not detected, the device does not provide 
any assistance to knee motions, which means a patient-driven walking for better gait 
therapy. 

3 Kinematic Analysis of the Knee Device 

Fig. 4 shows the kinematic model of the knee device during the non-contact 
condition. The l_bar represents the link length to connect the quadriceps actuator with 
the femur link vertically, l_q is the length from the tibia link to the connecting part 
with the patella link, λ is the assembling angle with the l_barlinkage, s is the 
displacement of the quadriceps actuator, θ is the wear’s knee joint angle with respect 
to a vertical line to ground. When the quadriceps actuator is in the non-contact 
condition, the mechanism will keep the five-bar linkage as shown in Fig 4. 

The degree of freedom (DOF) of the proposed knee mechanism can be determined 
by mechanical contact between the patella link and the circular structure as explained 
in section 2. To analyse kinematic features of the knee device, Grübler-Kutzbach 
criterion is utilized as Eq. 1. 

1 23( 1) 2m n j j= − − −  (1) 

where m is the DOF of  the mechanism, n is the number of links, j_1 is the number of 
1DOF(full) joints and j_2 is the number of the 2 DOF (half) joints.   

For non-contact conditions, since the mechanism is composed of 5 links and 4 
revolute joints and 1 prismatic joint, the degree of freedom ( ) becomes finally 
two.( 5, 0, 5, 2)  
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For this condition, a wearer can move his/her knee joint freely and independently 
because the quadriceps actuator does not directly affect the knee joint driven by 
wearer.  

When the quadriceps actuation is under the mechanical contact condition, the 
mechanism will be changed to the geared five-bar linkage as shown in Fig. 5. In this 
contact condition, the patella link is connected and constrained with the circular 
structure. The contact condition between the patella link and the circular structure can 
be considered as a half joint with 2-DOF joints of rolling and sliding. Thus, the 
contact condition can transfer unidirectional motions for knee extension. Since the 
tibia link and the circular structure are also rigidly connected, the knee joint can be 
finally controlled by the quadriceps actuator. Thus, the novel knee device mechanism 
is composed of four revolute and one prismatic joints (one active and one passive), 
and one half joint (sliding-rolling joint). From equation (1), then, the degree of 
freedom ( ) becomes finally one.( 5, 1, 5, 2) 

 

Fig. 4. Geared 5-bar mechanism with the contact condition 

 

Fig. 5. Five-bar linkage of active knee orthosis under non-contact condition 
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In Fig. 5, the dynamics factors as ,  and T represent the velocity, force, and 
resultant torque of the quadriceps actuator respectively. The  represents the angle of 
the tibia link by the linear actuator under the contact condition. The geared five-bar 
kinematics of the proposed knee device can be represented by  and s as: 

( )   (0 50 )
0 ( )

c c

initial

f s
f s

θ θ= ≤ ≤
=

 


 (2) 

where s is the displacement of the quadriceps actuator and  is the controlled tibia 
angle. To solve (2), the position vectors of each revolute joint described by α   can 
be expressed by (3) as: 
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The angles (φ , φ ) shown in Fig. 5 can be represented by (4) and (5) as: 
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Meanwhile, φ is related as follows; 

2 1
3

2
ϕ π ϕ ϕ= − +  (6) 

The position vector of α  can be solved by (7) as: 

( ) ( )2 cos cos sin sinbar legl s q i l s q jα λ ϕ λ ϕ= + + + + +
  

 (7) 

The kinematic relationship of both α  and α  can be defined as distance 
constraint by physical length of linkage ( l ). Using this constraint, the relation 
between the displacement of the quadriceps actuator and the angle of tibia link (θ ) 
can be defined as follows; 
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By using Eq. (8), the relationship between the displacement of the quadriceps 
actuator and the tibia link angle (θ ) can be calculated by initial values from the 
conceptual design parameters as shown by Table 1 and the relation between θ  and s 
is presented in Fig. 6. The thick line in Fig. 6 represents the knee angle of the 1-DOF 
geared five-bar linkage, while the lower part of the line covers motions of the 2-DOF 
five-bar linkage and the upper part of the line is the “unfeasible” region of the 
proposed kinematic mechanism. The displacement of the quadriceps actuator can 
determine how much the knee joint angle can move freely. Therefore, the main 
concept of the suggested mechanism is to automatically lock the knee angle by the 
adjusted displacement of the quadriceps actuator and prevent the knee falling down 
due to patient’s weak muscle strengths. 

 

Fig. 6. The relation between quadriceps actuator and knee angle 

Table 1. The value of conceptual design parameters 

 Parameter Initial Value Parameter Initial Value 

Linkages 

 248mm  217mm 
 65mm  175.87mm 
 110mm  419mm 

 196mm  332mm 
Actuator  320mm/s  218.8N 

4 Optimal Design 

The proposed novel knee orthosis needs to have more linkages as compared to 
existing four-bar linkage [8], besides it also needs the special parts like the circular 
structure to generate contact situation. Therefore, it is desirable to reduce the total 
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length of linkages for the knee device, which will be directly proportional to total 
weight of the device. At the same time, a proper actuator should be selected with the 
power that can provide the necessary torque and angular velocity enough to support 
normal gait during stance phase. In this section, a weight optimization scheme will be 
explained.  

4.1 Genetic Algorithm 

Since the proposed knee device composed of many linkages and their relations for 
performance are highly non-linear and complex, it is not easy to find optimal 
kinematic parameters of the device. Thus, Holland’s simple genetic algorithm (SGA) 
[21] has been used to find the optimal kinematic design of the proposed knee device. 
The SGA algorithm has been successfully applied to optimum design [22] of a 6 DOF 
haptic device and assembly algorithms [23-24] with path planning for active haptic 
guidance. 

The individuals in the proposed mechanism are composed of the linkage lengths 
 ( , , , , , , , ) and the actuator specification ( , ). Table 2 shows 

the parameters used for the genetic algorithm. 

Table 2. Parameters used for genetic algorithm 

 Genetic Algorithm Parameters 
The number of 

population 
The maximum number 

of one generation 
The crossover 
chance( ) 

The mutation 
chance( ) 

Value 100 50 0.85 0.05 

4.2 Cost Function 

The cost function ( ) for weight optimization can be represented by (9) as: 

min
gen gen gen

initial initial initial

L F v
f SP GP

L F v

 
= + ⋅ + +  
 


 ,

 (9) 

where L is the length of links of initial design, L  means the union set 
containiNng the linkages set created by GA, and F , F , v , v  mean the 
chromosome related to the power of the quadriceps actuator. In addition, the 
specification condition (SP) and geometrical constraint condition (GP) can be defined 
by (10) as: 
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In case of SP as in (11), the angular velocity should be under 1.35rad/s and the 
generating torque should be under 35Nm in the range of knee angle (0°~ 40°) to fit the 
specification of the knee device. The desired specifications are selected for stance 
phase support of a wearer with body weight of 73kg and height of 174cm and for 
1.12m/s gait velocity supports [25]. 
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Eq. 12 represents the penalty considered for the geometry constraint of the knee 
device to avoid unfeasible designs. Its geometrical configurations can be shown in 
Fig. 7(a). The constraints in (12) make α  as position vector be located in the 
triangular area so that the contact condition should exist. The constraint in (13) 
guarantees feasible solutions for possible mechanism generation and its desirable 
configuration is shown in Fig. 7(b) 

 

 (a) contact condition     (b) boundary condition 

Fig. 7. The geometrical constraints for feasible geometric solutions 
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( ) ( )(11) *tanq bar leg k q bg l l l l l qλ= + + − + +  (13) 

The suggested multi-objective function will then satisfy the desired constraint 
conditions for feasible solutions and will minimize the weight of the device through 
the optimization process as shown in Fig. 8. 

 

Fig. 8. Flowchart of the weight optimization process 

4.3 Optimization Result 

Table 3 shows the optimization results by using the SGA, the results satisfies all 
constraints of (11)-(13). The relative size of kinematic models of the initial design and 
optimal design are compared to each model in Fig. 9. The kinematic parameters from 
the optimization result can also satisfy required actuation performances as shown in 
Fig. 10. 

In the initial design, the summation of total linkages including the initial 
displacement of the actuator and radius of circular structure is 1768.87mm while the 
summation from the result of optimal design is only 930.45mm and it reduced to 
47.4% of the initial design. The actuator power has been also reduced to 40W and is  
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only 43% of the initial motor power of 70W. It should be noted that the resultant 
maximum power 40W from the optimization is much smaller than 160W of the 
Robonee [8].  

In addition, the offset value of the linear actuator in Fig.10 (a) has reduced to 
100mm, which provides more feasible solution for real implementation. The velocity 
and torque of the optimized design can also satisfy the requirements in the wider 
range of the knee angle and more consistent values as compared to initial design as 
shown in Fig. 10(b)-(c). Finally, Fig. 1 shows that the real fabricated device based on 
the optimization result can be successfully equipped to a normal person. 

Table 3. The value of conceptual design parameters 

 Parameter Optimal Value Parameter Optimal Value 

Linkages 

 257.5mm  145.99mm 
 21.61mm  169.3mm 
 38.83mm  145.09mm 

 196mm  332mm 
Actuator  106.36mm/s  374.7N 

 

 

Fig. 9. The relative size between initial and optimized systems 
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Fig. 10. The performance comparisons between initial and optimized systems 
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5 Discussion 

The necessity of robotic wearable assistive devices or exoskeletons is greatly 
increasing to provide adequate movement therapy for patients with lower limb 
incapability. But, the main difficulties that current wearable exoskeleton robots face 
are to detect a patient’s movement intention and to enhance a patient’s motivation for 
overground gait with higher safety during training. The proposed device utilizes 
mechanical contacts and its operation modes can be changed based on patients 
motions. Thus, the proposed device can be intermediate solutions between robotic 
exoskeletons and passive orthoses. Similar to existing SCKAFOs[18],  the proposed 
device utilizes a locking mechanism to provide necessary gait supports during weight 
bearing and to reduce  the weight of the device with smaller actuator power, which 
can overcome the limitations of exoskeleton approaches. In addition, since the 
proposed device utilizes active actuations, it can provide more functions compared to 
existing SCKAFOs. 

The achievable design features for the proposed device can be summarized as 
follows;  

 Locking the knee flexion at any desired knee angle rather than just at full knee 
extension (to ascent or descend stairs, to stand with a flex knee, and to stabilize 
after stumbling).   

 Unlocking the knee at any knee desired angle regardless of the braced limb 
loading.  

 Assisting knee-extension at any desired knee angle during stance 
 Reducing the device weight and necessary motor power compared to powered 

exoskeleton.  
 Switching stance-swing mode without requiring knee extension moment to 

unload the joint. 

In results, the proposed device may allow efficient gait training modes in portable 
environments by providing low impedance for voluntary motions and high impedance 
during weight-bearing periods as well as assisting knee extensions at any desired knee 
angles.  

6 Conclusion 

In this paper, the suggested kinematic model will allow a robotic knee device to use 
compact and light actuators with full support during walking. However, the proposed 
device must use additional linkages than a simple four-bar mechanism. In this paper, 
we use the SGA to minimize sum of total link lengths and motor power by reducing 
the weight of the novel knee device. To find feasible parameters, kinematic 
constraints have been applied to the algorithm. The proposed optimization scheme 
reduces total link lengths and a necessary motor power to about half of the initial 
values. The proposed optimization scheme can be applied to reduce total weight of 
general multi-linkages while keeping necessary actuator specifications. In addition, it 
is expected that the proposed robotic knee device can provide a new rehabilitation 
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mode for a stroke patient to allow safe and self-motivated overground walking with 
minimum concern of falling down by providing adequate control supports of the 
device. For future development, a controller for the proposed concepts will be 
implemented and clinical trials will be performed to determine the clinical effects of 
the proposed rehabilitation modes. 
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Abstract. This research presents multipath planning scheme for drug loaded 
nano carriers (virtual robots) based targeted drug delivery. Initially, magnetic 
field based local path planner algorithm is investigated for its viability within 
CNS (Central Nervous System) brain capillaries. Furthermore, Optimized 
Swarm based technologies in hybrid with the local path planner is applied to 
deal with the complexity of the neuronal blood capillaries system. Globally 
optimized swarm trajectories for the nano carriers to target multiple neuro-
invasive diseases are obtained as a result from the proposed approach. For 
demonstration purpose the presented scheme is simulated in a 3d virtual 
environment, results showed that the optimized swarming was successfully 
performed in closer to real-time (online). Moreover, the drug delivery 
performance of the carrier robots was more targeted (directional path) and 
shorter in length and in uniform velocity keeping the overall drug release time 
controlled than the conventional (oral \ intravenous) drug delivery procedures. 

Keywords: targeted drug delivery, nano technology, nano robots, swarm. 

1 Introduction 

Conventional (oral\intravenous) drug delivery systems are based upon simple drug 
injection and they rely upon natural blood flow to target the diseased area. These 
delivery systems have their limitations due to their target locations and type of drugs. 
One of the major limitations for the traditional technique is also high precision and 
accuracy of the methods. Frist et al. [1] suggests that the research and development of 
nanorobots with embedded nano-biosensors and actuators is considered to provide a 
new possibility to provide health specialists with new high-precision tools.  These 
tools and equipments aim towards efficient methods for patient treatment [2]. For 
example, among other medical instrumentation, catheterization has been used 
successfully as an important methodology for intracranial surgery [3].   

In early 80’s, the development of micro-technology led to new medical 
instruments, but with the advancement in nanotechnology and embedded electronics 
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another big step has been taken. The miniaturization instrument along with the nano 
technology has been very useful in this field. Andrew et al. [4] tells how the advent of 
bio-molecular science and new manufacturing techniques is helping to advance the 
miniaturization of devices from microelectronics to nano-electronics. The 
manufacturing of nano-electronics [5-6], has permitted further advances in nano 
technologies in these fields. Therefore, the researches lead to continuous 
advancements in the nano technologies aspect. 

Nanotechnologies comprises of nano sized sensors, actuators and eventually nano 
robots. Nano sensors and actuators have been used together for fabrication of 
hardware architectures [7]. In recent years some researchers have been reported to 
have ability to integrate nano robots with biosensors [8-9]. These nano robots are 
being used in medical field. Many researchers have focused on targeting of 
nanocarrier based robots for drug delivery system and health monitoring. Adriano et 
al. [7] successfully developed an IC based nano robot for brain aneurysm and 
simulated results in the virtual 3d environment. Furlani and Furlani [10] developed a 
mathematical model for studying magnetic targeting of therapeutic carrier particles in 
the microvasculature and concluded that magnetic targeting can be achieved using 
sub-micron carrier particles when the tumor is within a few centimeters of the surface 
of the body. Vartholomeos et al. [11] studied the use of the innovative concept of 
MRI targeted drug delivery platform for robotic targeting of magnetized aerosol in the 
lungs. The problems related to usage of magnetization are the control and precision of 
the desired magnetic field. Cherry et al. [12] developed a physics-based model of a 
general magnetic drug targeting (MDT) system with the goal of realizing the practical 
limitations of MDT when electromagnets are the source of the magnetic field. David 
et al, [13] studied a combined theoretical and in vitro modeling approach for 
predicting the magnetic capture and retention of MNPs in vivo and concluded that this 
combination can potentially assist with parametric evaluations of magnetic targeting, 
and enable rapid enhancement and optimization of magnetic targeting methodologies. 
The magnetic particles also get affected with the fluids already present in the body. 
Therefore a proper analysis of fluid dynamics is desired. Yue et al. [14] developed a 
stochastic ODE model for the motion of a super-paramagnetic cluster suspended in a 
Hagen-Poiseuille flow and guided by an external magnet to travel to a target with the 
application of magnetic drug targeting, with clusters in the range of 10-200 nm radii. 
Heidsieck et al. [15] presented a model for vascular targeting with a full three-
dimensional analysis of the magnetic and fluidic forces and subsequently evaluated 
the resulting trajectories of the complexes.  

Tabatabaei et al. [17] demonstrated the possibility of automatically navigating 
untethered microdevices to conduct target endovascular interventions with the 
computer-controlled displacement of a magnetic sphere along a pre-planned path 
inside the carotid artery of a living swine using a clinical MRI system. Fu and Yan 
[18] proposed DNA nanobot for targeted drug delivery. The nanobot opens in the 
presence of the correct combination of antigen keys and the molecular payload is then 
released to bind to target cells and activate signaling pathways. Thamma wongsa et al. 
[19] proposed a new technique of microsurgery using a nanorobot controlled by light. 
A nanorobot is trapped and transported (moved) by the rotational optical tweezers 
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within the microtubule. In operation, nanorobots are stably trapped by the dynamic 
potential wells and transported to the required surgical targets for treatment.  

From the above literature, it is clear that the development and application of 
nanorobots has provided remarkable advances in biomedical applications through 
medical target identification, to improve diagnosis and provide new therapeutic 
procedures. A large number of nanorobots can be controlled through various 
techniques and could be efficiently utilized for treatment of disease such as Cancer, 
Alzheimer etc.  

1.1 Epilepsy Disease (ED) 

Epilepsy is a common neurological disorder characterized by a number of recurrent 
and spontaneous seizures [20]. It’s already known that 60-70% of patients respond to 
conventional antiepileptic drugs but 30-40 % of patients need combined therapeutic 
approach [21]. The majority of patients suffering from epilepsy generally suffer from 
focal seizures, which start in one part of the brain and then spread. Epilepsy starting 
with seizures is due to excessive hiphersynchronius discharges from a group of 
neurons in the brain and spread to the surrounding neurons and affects one or both 
hemisphere of the brain [22]. 

1.2 Alzheimer Disease (AD) 

Alzheimer’s disease (AD) is the most common form of senile dementia, characterized 
by progressive memory loss. AD was first described by Alois Alzheimer, a German 
physician, in 1906 [23]. AD leads to a decreased quality of life and an increased 
burden on caregivers and it is the most common brain disease of adulthood. Samanta 
et al. have shown that, it is 1.5 times more common than stroke or epilepsy and is as 
common as congestive heart failure [24]. Amatniek et al. and Mendez et al. showed 
how “The risk of seizures is high in patients with Alzheimer's disease (AD), with up 
to 87- fold increase compared with an age-matched reference population” [25-26]. 
The primary pathological hallmarks of AD are the presence of amyloid plaques 
containing the β-amyloid peptide and neurofibrillary tangles composed of 
hyperphosphorylated tau protein, shown by Galimberti et al. [27]. 

2 Motivation 

In this research drug loaded nano carriers (NC’s) were used for delivery purpose.  
NCs are very small objects, less that 1/1,000 the width of an average human hair, 
which can interact with individual human cells, proteins and even single molecules. 
The drug loaded NC’s were prepared using biopolymer method in spherical shape 
method [28]. The current approach to drug therapy of seizures and degeneration of 
cells because of Alzheimer disease (AD) involves producing high levels of Anti 
Epileptic drugs (AEDs) and Anti Alzheimer drugs (AADs) in the blood, through the 
use of conventional methods like, orally taken pills or intravenous (IV) injections. In 
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3.1 Virtual Nano Robots 

In this research nano robots are considered as active agents that travel with the 
uniformity of blood flow. The nano robots swarm their trajectory towards the induced 
target already identified as shown above the presence of disease in hippocampus area 
of brain. The virtual nanorobot carriers modeled for this research were between 
ranges of 100 to 150 nano meters. The carriers were of enough diameters to carry 
drug loaded particles (molecules) in container. The robots were developed to swarm 
towards the disease area and sense for specific binder (disease affected area). Once 
the binder is identified the robots bind with the disease affected cell proteins. 

3.2 Artificial Potential Field Path Planner 

Artificial potential field (APF) [29] is a path planning technique based on obstacles as 
repelling force sources, and goals as attracting force sources. Potential field approach 
has been successfully applied to various problems to find an obstacle free path [30]. 
An object is driven by the accumulation of the two forces; the artificial attractive and 
repulsive forces. This method is commonly known as local path planning which 
handles a single object travelling between initial and final position. A force field is 
generated between the initial and final target where the object moves towards the 
target because of the attractive field. Whereas, a negative force field is applied in a 
given radius to repel the object from colliding with obstacles. Hence, accumulating 
both the attractive and repulsive forces the particle will travel towards the attractive 
object, hence resulting in a trajectory which is obstacle free and directed towards the 
target. 

The positions of a particle and its bounding box in a frame of origin O can be 
represented as the transformed points of particles vertex using a 3d homogenous 
transformation matrix (1).  

q11 = cosθicosϕi  , q12 =cosθisinϕisinψi –sinθicosψi 
q13 = cosθisinϕicosψi +sinθisinψi  , q21=sinθicosϕi 
q22 = sinθisinϕisinψi +cosθicosψi  , q23=sinθisinϕicosψi −cosθisinψi 
q31 = −sinϕi, q32 =cosϕisinψi  , q33=cosϕicosψi 

 q = 0 0 0 1                          (1) 

The configuration of the robots is represented by q = [dxi dyi dzi θi] , and dxi, dyi, dzi 
is translation along the x-axis, y-axis and z-axis of the workspace coordinate. The 
summation of the attractive and repulsive forces gives the direction for movement as a 
normalized vector as follows: 

q = [ qx , qy, qz  θ]                                    (2)   ∆     S                                  (3) 
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Where q define the coordinates of the force applied to move the object, S is step 
size between path points.  

The 3d path planning process based on 3d potential field method is further assisted 
by the PSO for optimization process in finding optimal path. In potential field scheme 
only valid path is planned and it is not considered as optimal as in an environment 
there can be many paths from initial to final position. Therefore, in order to deal with 
this scenario as suggested by Wahid et al. [31] swarm optimization is opted to 
perform optimization among all available valid paths resultant by applying potential 
field concepts. 

3.3 Particle Swarm Optimization PSO 

Many artificial intelligence techniques have been utilized as an optimization tool in 
various applications, ranging from biological and medical applications to computer 
graphics. Particle swarm optimization (PSO) technique, introduced by Kennedy and 
Eberhart [16] is an artificial intelligence (AI) technique that can be used to find 
approximate solutions to extremely difficult or impossible numeric maximization and 
minimization problems. The traditional PSO algorithm is based on behavior of the 
swarms of particles. The best strategy for particle to reach the destination is to follow 
the particle, which is very close to the destination. The optimization solution of the 
problem is regarded as the progressive paths of the particles towards the destination.  

The fitness of each particle is computed by the fitness function. Each particle 
proceeds with a velocity, which determines its direction and distance. 

3.4 Multi Targeted Swarm Planner 

In case of path planning for targeted drug delivery, optimization process is defined as 
process of finding the best feasible path to achieve targeted drug delivery for specific 
disease site. Since path planning is multimodal optimization problem which means 
there can be multiple routes to find solution for one problem. Therefore, our proposed 
approach is a hybrid approach of APF and traditional PSO. In this algorithm, the 
premature convergence of the traditional PSO scheme is undermined and the 
convergence rate is accelerated by utilizing the APF planner.  

As a result, the performance to accomplish the global optimization is observed to 
be improved with subject to the optimization method. First, the principal drug 
delivery process constraints are specified to the algorithm, targets are identified for 
individual robots in swarm and the optimization model of virtual blood vessels is 
investigated. The PSO algorithm forms a swarm of multiple robots which includes the 
robots with multiple drug loaded to target multi disease. For each particle, the APF 
path planner initially investigates the disease target (In this scenario the Hippocampus 
area) and plans the path based on an attractive artificial magnetic field and 
hydrodynamic drag force. The velocities of swarm particles are based on the 
investigated forces. Followed by the PSO, planner performs the optimization for all 
the possible paths outlined by APF planner to find one best optimal path reported as 
gbest.  
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The proposed algorithm performs path planning in virtual environment initially by 
loading the 3D CAD models of bio nanorobots swarm with their initial and final 
position identified, where all the robots are placed in a swarm group on the starting 
point at random. In the beginning considering that the robots velocity is equal to the 
blood flow velocity, (Vi

k) is initialized for every particle. In the swarm (population) 
every individual robot results in a path from initial to final position. When the robot 
reaches the final position its pbest and swarm gbest is calculated and a list of path 
value is maintained for each robot. Traditional rules are followed to keep the list of 
previous best robot position pbest. Finally, the gbest robot is considered as the global 
solution. 

The process starts by simulating the robots injection in to the virtual blood vessel. 
The movement of the robots is affected by accumulation of three types of forces, the 
attractive forces Fatt and the repulsive forces Frep and the drag forces Fdrag. The 
hydrodynamic drag forces (Fdrag) are given by Stoke’s law as: 

Fdrag = −6πηRp (Vp−Vf)             (4) 

Where η is the fluid viscosity, Rp is the radius of nanorobot carrier, Vp is the robot 
velocity and Vf is the fluid velocity. 

Vapf = ∆q  
                      (5) 

 

Fig. 2. Nano robot carriers binding with the receptors and passing through the BBB 

Disease (target) Identification 
In a given model, the biosensors detect the energy level of the cells. Since both the 
Alzheimer disease (AD) and Epilepsy (EP) cause degeneration of the neuronal cells, 
the overall energy level of the affected area is lower as compared to other regions. 
Experimental analysis has shown that in case of AD and EP, the neuronal cell death is 
common whereas, EP disease further produce seizures (high level of voltage bursts in 
neuronal cells). The drug target is identified by the planner algorithm by measuring 
the voltage level in neuronal cells. In case of higher levels the EP disease is detected 
anti EP drug loaded nanorobots perform the drug delivery. For AD, anti AD loaded 
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nano particles are unloaded by the robot and specific binders collect the drug 
molecules to carry them passing through the BBB as shown in figure 2. 

Anti-Agglomeration Rule 
The purpose of this rule was to ensure that the robots carry a delicate repulsion charge 
to avoid agglomeration. If the robot approaches within the charge field of other robot 
in a swarm, this rule maintains a repelling distance between robots. Anti-
agglomeration is the urge to steer away robots from an imminent repelling impact. 
If | Pi –Pj | < 10µm 

Alogg = ∑  − (Pi −Pj)                    (6) 

Where, 10µm was taken as zeta potential radius, Pi and Pj are the position of ith and jth 
particle respectively and i≠j. 

Velocity Saturation Rule 
This rule ensures that the flow between the robot remain invariant with respect to the 
blood flow. Therefore, the velocities were averaged to keep the robots intact in a 
swarm and flow with an average velocity inside the blood vessel. 

Vavg i = ( ∑  / N) −Veli   Where, Vel i is velocity of i th particle; i≠j (7) 

Proposed Algorithm 

The proposed algorithm is derived from above equations and can be written as: 

Vi
 k+1 = wVi

k +Vapf+Vavgi+c1 (pbesti −Si
k) + c2 (gbest−Si

k)          (8) 

w = WMax−[(WMax− Wmin) Iter] / MaxIter                     (9) 

If Vi
 k+1 > Vmax, then limit (Vi

 k+1) 

Si
k= Si

k +Alogg                                     (10) 

Si
k+1= Si

k +Vi
k+1                                                         (11) 

 F(S) = ∑ 200 ((Si+1 – S i
 2) 2 + (1 − Si)

 2          (12) 

For global minimum: F(S) = 0; and  S(i) = 1, i = 1:k 

Where, i is number of total robots and F(S) is the fitness function which takes real 
numbers and Vmax is maximum velocity a constant value to limit the flow of robots. 
The attractive magnetic force pulls the robots towards its final position. If the pbest of 
the path is greater than the previous pbest, the new pbest value is ignored. The loop 
mechanism in traditional PSO for updating gbest and pbest were used. When the 
swarm reaches the final position the gbest which indicates the path of one of the robot 
among the swarm is reported as optimal solution. The gbest is considered as the robot 
at best position within the swarm. 
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4 Experiments and Results 

The proposed approach produces a path between the initial injected position to the 
final binding position, assisted by the swarm handler to produce and optimized path 
for the whole swarm to travel within the dynamic central nervous system CNS 
environment travelling inside the brain blood capillaries. Initially, an attractive 
gradient field (pull forces) is produced which attracts the swarm of nano robots 
towards the targeted delivery area. The resultant forces are accumulation of attractive 
forces, repulsion force, hydrodynamic drag forces and attractive force which are 
produced by the flow of blood within blood vessel. For more realistic approach APF 
was applied which is based on artificial magnetic field attraction force producing 
virtual gradient field of magneto static coils in virtual environment. Whereas, 
hydrodynamic drag forces were considered which are present in the blood vessel due 
to blood flow. The combination of hydrodynamic and attractive gradient field resulted 
in nano robots trajectory planning and swarm behavior study. 

A single computer with a Pentium (2.14 GHz-D’Core) CPU and 3 GB ram is used 
to run the simulations of nano robots swarm and a computed workspace 
(4.0x4.0x4.0)cm. The constant parametric values for the simulation were considered 
as: viscosity η = 0.001Nm/s2, diameter of carrier’s drobot = 200nm~aprox. The value of 
c1 c2 and w for PSO was taken to be 0.3, 0.4 and 0.2 respectively. The velocities were 
measured in millimeters/second and distance was measured in millimeter. The anti-
agglomeration distance of nanorobots was taken 10µm (physically zeta potential 
value) in the range of -18 to -27mV [28].  

The experiment was carried out in normal blood flow rate of about 0.19mm/s, the 
swarm was divided in group of 500, 1000, 5000 and 10,000 robots injected into the 
virtual brain capillary. The simulation view of the movement of nano robots swarm 
from initial to final position is shown in Figure 3. 

 

 

Fig. 3. Shows the Swarm loaded with AEDs drug binds with green channel and the remaining 
swarm travels to the yellow channel carrying AADs 

The results obtained from the virtual simulation demonstrated that the swarm was 
successful in reaching the target towards hippocampus BBB area. The proposed path 
planner converged faster, in average it took 50 generations to synchronize 
optimization process and resulting in optimal or near optimal solution. The 
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approach is to keep the particles within a swarm and allow them to share the 
information for every individual carrier status. Applying the intelligent particle swarm 
optimization technology allows the carriers to follow the optimized path to reduce the 
path cost and keeping the drug in sustained manner. 
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Abstract. In this paper a novel bidirectional control scheme for multigrasp 
prosthetic hands with forward EMG control and backward sensory feedback is 
proposed. Based on the knowledge of grasp taxonomy and the principle of finite 
state machine (FSM), users can control multi-DOF prosthetic hands with the 
EMG control strategy to accomplish 7 most frequently used hand gestures, 
which occupy 85% of hand usage in activities of daily life. Besides, to restore 
the comprehensive sense of control, the transcuataneous electrical nerve 
stimulation (TENS) is adopted to apperceive the gripping force. Experiments 
were conducted on a 5-DOF prosthetic hand to evaluate both the grasp success 
rate and the average grasp time, according to each grasp task. The results show 
that the proposed method can effectively recognize the contraction patterns with 
the grasp success rate of nearly 95%, and the control state can be rapidly 
switched with the average operation time less than 20 seconds, which in all 
ensures fluent hand grasps. 

Keywords: Prosthetic Hand, EMG Control, Electrical Stimulation. 

1 Introduction 

In those days, numerous sophisticated robot hands have been developed for 
improving the rehabilitation therapy for the upper limb amputees [1]. However, 
finding a proper myoelectric control method for these dexterous hands still seems to 
be a challenge for those amputees with limited electromyography (EMG) activities.  

At present, approaches established on EMG pattern recognition turn out to be an 
effective method in controlling the multi-DOF prosthetic hands. However, the user 
generally needs a number of active muscles and has to concentrate his mind on the 
muscle contractions, which is very difficult for high-level amputees. Besides, the 
performance of the controller would be easily affected by the variations of electrode-
skin interface and muscle fatigue [2-4]. 

To overcome these shortcomings, a method based on the mechanism of finite state 
machine (FSM) comes to light, which divides the controlling process into a series of 
interconnected states that uniquely defined by the controller [5-7].  
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On the other hand, sensory feedback about the variety of the command signal and 
operation status of the prosthetic hand can help the users compensate for their 
inherent deficiencies of the control system [8]. Experiments based on brain functional 
magnetic resonance imaging indicate that mutual adaption between the human body 
and the prosthetic can be achieved with the help of sensory feedback [9]. Compared to 
other forms of sensory feedback, such as mechanical vibration or acoustic clue, 
electrical stimulation has the advantages of small size and low power consumption 
[10] that make it be easily integrated in portable prostheses. 

This paper presents the design and preliminary experimental validation of a 
myoelectric control methodology for multi-DOF hand prostheses with sensory 
feedback. The FSM method is utilized in the control strategy, while the electrical 
stimulation is applied to the human body in order to provide sensory information. The 
control system divides the control states based on statistical data of grasp taxonomy, 
and encodes the EMG signals with their endurance and magnitude. 

The result of preliminary experimental validation shows that, with 2 EMG 
electrodes placed on a pair of agonist/antagonist muscles, this approach can 
accomplish a combined position and force control of the prosthetic hand imitating 
85% human hand gestures in activities of daily life (ADLs). The average operation 
time for 6 typical objects and one hand gesture is less than 20 seconds with the 
success rate as high as 95%. The sensory feedback channel endows the subject with 
feeling about their “hands”, thus a more precise and stable grasp can be ensured. 

2 Materials and Methods 

2.1 The HIT-IV Hand 

Fig. 1 shows the proposed HIT-IV prosthetic hand and its control system. The HIT-IV 
hand is a kind of 5-DOF anthropomorphic prosthetic hand with humanoid finger 
layout and palm shape. Each finger of the HIT-IV hand is actuated by a DC motor, 
respectively, via a coupling rod mechanism [11]. The control system is composed of 
two subsystems: the robot motion control subsystem and the sensory subsystem.  

The motion control system is mainly integrated in a low-level controller inside the 
HIT-IV hand, in charge of processing the data of torque sensors and position sensors 
and driving the motors under the instruction of the sensory subsystem. The core of 
this system is a digital signal processor (DSP, TMS320F2810, Texas Instruments). It 
communicates to the sensory subsystem via the eCAN bus. 

The sensory subsystem consists of a high-level controller and an electrical 
stimulator. The high-level controller is in charge of processing the data from EMG 
electrodes, generating motion instructions for the motion control system, as well as 
sending out stimulus information to the electrical stimulator (via the SPI bus). Similar 
to traditional pattern recognition-based myoelectric controller, the high-level 
controller works in two phases: Phase 1 for acquiring samples and training the 
classifier; and Phase 2 for classifying the incoming EMG signals and generating 
motion codes. However, the working style of the high-level controller in Phase 2 is 
slightly different (that will be discussed in next section).  

The core of the electrical stimulator is a DDS chip (AD9959, Analog Devices) that 
can generate 4 channel synchronized modulation waveforms. After power amplifying, 
the waveforms are applied to the human body in the form of current source.  



218 Q. Huang et al. 

 

HIT-IV 
HAND

eCAN 
Bus

High-level
Controller

SPI
Bus

Power
Supply

Electrical
Stimulator

Stimulus
Electrodes

EMG
Electrodes

User

TMS320F2812

1MB 
SRAM

TMS320F2810
Driver

1

eCAN bus

PC

Position
Sensor
Torque
Sensors

Sensory 
Subsystem

Robot
Motion
Control

Subsystem

2 Channel EMG signals

RS232

Electrical
Stimulator

High-level
controller

Low-level 
controller

SPI

2

3

4

5

PWM 

RC
Filter

4 Channel torque data

MAX
3221

RC
Filter

stimulus

SCI

1

Motors

5 Channel position data

 

Fig. 1. HIT-IV prosthetic hand and its control system 

2.2 Control Structure of the High-Level Controller 

Theoretically, a multigrasp prosthetic hand should enable amputees to perform all ADLs. 
However, since some operation types play much more important roles than the others, a 
practical method is to give a high priority to the operation types which are used more 
frequently. According to [12-17], studies have been conducted to categorize human hand 
postures and analyze the usage frequency of different gesture types in ADLs. Although 
these researchers have different starting points (for example, Sollerman et al. [14] assorted 
the hand operations based on the relative movements of the thumb and the other fingers, 
while Napier et al. [13] assorted them based on their demands of precision and power) and 
the statistics about the usage frequency are also different, they indeed share some common 
points that we can outline as a clear map about the usage frequency of different operation 
types. Table 1 lists 7 most commonly used hand gestures and their usage frequency.  

Table 1. Seven most commonly used hand gestures [12,15,17] 

Hand Gesture 
Usage Frequency 
(Gesture Name) 

Hand Gesture 
Usage Frequency 
(Gesture Name) 

 

28.7% 
(Cylindrical) 

13.6% 
(Spherical) 

 

13.8% 
(Palmar) 

 

10.5% 
(Lateral) 

 

7.3% 
(Pointing) 

 

7.3% 
(Tipping) 

 

4.7% 
(Hooking) 

Total 85% 
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Two commercial surface EMG electrodes (Otto Bock, 13E200=50) are adopted to 
sample the EMG signals. This type of electrode outputs an envelope signal of the raw 
EMG signal (after amplification, filtering and rectification), with the signal energy 
concentrated in a lower frequency band (0~50Hz) [18]. Therefore, the sample rate is 
fixed at 100 Hz and the normalized output signals (digital, 0~5V) of the A/D 
converter are directly used for classification. 

According to the contraction states of the forearm muscles, the EMG signals can be 
categorized into 3 classes: flexion, rest and extension. It has been proved that, with an 
appropriate feature representation, the classification task is essentially a linear 
problem [3]. To simplify the algorithm and improve computing speed, the linear 
discriminant analysis (LDA) method is chosen to classify EMG signals with common 
one-against-one strategy.  

We define the period, starting at the time when the acquired data first classified to 
flexion (or extension) to the time when the acquired data classified to non-flexion (or 
non-extension), as the persistence time of flexion (or extension). Ignoring the 
classifying error, the persistence time of flexion and extension can be regarded as the 
contraction time of muscles. According to the persistence time, the EMG signals are 
divided into short extension (noted as " e "), short flexion (noted as " f "), long 
extension (noted as " E "), and long flexion (noted as " F ") as shown in Fig. 2. In the 
figure, " Lf ",   " Le ", " LF " and " LE " denote the persistence time of short flexion, 
short extension, long flexion and long extension respectively. Parameters d1, d2, d3 are 
used to determine the length of persistence time. 

 

Fig. 2. Encoding of EMG signals. The continual blue line represents the extensor activity, 
while the dotted red line represents the flexor activity. 

Parameter d1 is the shortest persistence time of valid short contractions; while, d2 
and d3 are the shortest persistence time of valid long contractions. From the 
relationships demonstrated in Fig. 1, it can be seen that, as d1 reduces, chance of noise 
and artifacts classifying into muscle contractions rises; while, as d2 and d3 reduce, the 
length difference between short contractions and long contractions becomes 
diminutive. On the other hand, if d1, d2 and d3 are overlarge, it will lower the encoding 
success rate as well as the efficiency, as users have to keep the contraction leading to 
fatigue. Therefore, the time parameters d1, d2 and d3 should be suited to user practice. 

We map each hand posture to a series of EMG signals, as shown in Table 2. 
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Table 2. EMG signal sequence of each gesture 

Gesture Name EMG Signal Sequence Gesture Name EMG Signal Sequence 

Cylindrical Default   

Spherical f Palmar e 

Lateral f→f Pointing e→e 

Tipping f→e Hooking e→f 

To achieve the administration of both hand gesture and gripping force, the 
controller is constituted of two separate states: 1) the coding state for gesture 
selection; and 2) the control state for proportional control. Fig. 2 shows the 
topography of the controller. The working flow of the EMG control procedure can be 
summarized as 4 main steps: 

Step 1. When the system is in the gesture coding state, users wave their hands to 
emerge a series of short EMG signals (Signal e or f ) to generate the gesture code 
listed in Table 1 (users can clear the gesture code by producing a signal E);   

Step 2. After a gesture code is achieved, the users produce a Signal F, and then the 
system gets into the proportional control state;  

Step 3. When the system is in the proportional control state, users contract the flexor 
(or extensor) to make the prosthetic hand move forward (or backward) along a 
predetermined trajectory from the full open state to a successful grasp gesture with an 
adjustable force; 

Step 4. After the grasp is done, users contract the extensor to make the prosthetic hand 
move back to the fully open state, and hold on to produce a Signal E making the 
system get back to the gesture coding state. 

 

Fig. 3. States and transitions of the FSM 

Here we take a palmar pinch for example. At the beginning, the system is in the 
gesture coding state. The user rapidly contracts the extensor to generate a Signal e 
which corresponds to the palmar gesture (see Table 1), and then contracts the flexor 
for a while to produce a Signal F making the system get into the proportional control 
state. After the system getting into the proportional control state, torque sensors 
installed in the based joint of each finger judge whether the prosthetic hand has 
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touched the object. If not, the controller moves each finger of the prosthetic hand 
forward or backward a few degrees along the trajectory predetermined in the gesture 
coding state. Position sensors installed in each finger help to achieve precise position 
control. If touched, the control message integrating the information from LDA 
classifier, torque sensors and position sensors is sent to each motor of the fingers to 
achieve a reliable and flexible grasping. Finally, when the gripping is over, the user 
continuously contracts the extensor to drive the prosthetic hand back to its origin state 
and then, to make the controller back to the gesture coding state waiting for the next 
motion. 

2.3 Sensory Feedback Based on Electrical Stimulus 

The HIT-IV hand is equipped with 5 position sensors for each finger and 4 torque 
sensors for the thumb, index, middle and ring fingers which bear the main gripping 
force. As the user can easily figure out the position of each finger by their eyes, the 
sensory feedback system is designed with expectation of feeding back the information 
of the total torque sensors. The four channels feedback, one for each torque sensor, is 
not fully deployed because too many feedback channels may confuse the controlling 
intension of the user. Noticing the difference between the movement of thumb and 
other fingers, two channels of stimulus waveforms are applied to the human body, 
denoting the forces of thumb, as well as the other three fingers, respectively. The 
force data is acquired and graded by the robot motion control subsystem, and then 
transmitted to the high-level controller via eCAN bus.  

The core of the electrical stimulator is a DDS chip (AD9959, Analog Devices 
Instruments), which can carry out the frequency, phase, and amplitude modulation on 
a sine wave independently for each channel. The electrical stimulation method 
employed in this paper is the transcuataneous electrical nerve stimulation (TENS). It 
utilizes the intermediate frequency signal as a carrier carrying the low-frequency 
modulation wave and has advantages of strong penetration, adjustable parameters, 
and little charge accumulation [19]. Specific to outer electrical stimulator, the 4000Hz 
sinusoidal signal is selected as the carrier, where the 0-100Hz square wave signal is 
used as the modulated wave. Fig. 4 (a) shows the stimulus waveform. Adjustable 
parameters are the amplitude A, the occupation time t1 and the modulation cycle T.  

According to former experiments [20], due to the huge differences in the tolerance 
of electrical stimulation of individuals, the intensity and the occupation period are not 
practical to be widely applied. On the contrary, the individuals share the same sense 
about the frequency at appropriate stimulus intensity. Therefore, in this paper the 
modulated waveform frequency is employed to transmit the force information, as 
shown in Fig. 4(b) . 

When the high level controller gets into the proportional control state, the stimulus 
waveform of each channel starts at the frequency of 0.5 Hz. After the fingers touching 
the object and moving forward, outputs of the torque sensors increase. We define the 
stall torque of the motor as 1F. The frequency of the stimulus increases one grade 
with the outputs of torque sensors increase 15% of the range. When the high level 
controller gets back to the gesture coding state, the stimulus stops to avoid 
interrupting the coding process. 
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a) The stimulus waveform 
b) The relationship between the stimulus 
frequency and gripping force 

Fig. 4. Parameters of the stimulation 

3 Experiments Setup 

In order to evaluate the efficiency and success rate of the control method with 
electrical stimulation, a series of experiments were carried out. Ten healthy subjects 
were invited in the experiments. The subjects were 6 men and 4 women, right-handed, 
age 30-35 years, weight 50-80kg, height 160-190 cm. All subjects signed the 
informed consent before the experiments and all experimental was approved by the 
university’s ethics board. The experiments were conducted under a general living 
environment with normal temperature, humidity, and electromagnetic interference. 
The subjects were instructed to sit beside a desk with their arms suitably lying on the 
desk. One arm of the subject was used to produce EMG signals, while the other arm 
was applied the electrical stimulus (Fig. 5). Two commercial EMG electrodes (Otto 
Bock, 13E200=50) were slightly clamped on the flexor and extensor respectively by 
an elastic bandage. The sample rate was set at 100 Hz. Four disposable Ag/AgCl 
electrodes were employed as two stimulus electrodes and two reference electrodes for 
all two channels (one stimus electrode and one reference channel for each). 

 

Fig. 5. Layout of the EMG electrodes and stimulus electrodes 

The experiments were conducted in 2 steps. 

Step 1. The subjects should firstly get familiar with the experimental process. The two 
electrodes were attached on the forearms of the subjects. The experimenter instructed 
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the subject to perform some grasp rehearsals in which the time parameters (d1, d2 and 
d3) and the stimulus parameters (amplitude A and occupation time t1) were adjusted to 
make the subjects feel most comfortable. 

Step 2. Each subject conducted a total of 70 hand motions with each kind of hand motion 
10 times. The 70 motions were randomly arranged and the subjects had no idea about 
what to do next before the instruction from the experimenter. The experimenter recorded 
the time from the beginning of the order to the point the prosthetic hand accomplishing 
the motions (listed in Table 3). If the grasp was failed, the experimenter recorded the 
failed motion and the subject was asked to recode the controller until the prosthetic hand 
completing the motion, while the timer kept on timing. 

Table 3. Stable state of each operation 

4 Results and Discussions 

In order to evaluate the efficiency and reliability of the control method, we define success 
rate SR and operation time ti as the measure of the experimental results. Since each type 
of operation was conducted 10 times, the SR for each operation is defined as following: 

 

Opeartion Succeed Times
SR =

10  (1) 

The operation time of operation i, noted as ti is defined as the period from the time 
the experimenter giving out the order to the time the subject accomplishing the 
operation. If the subject failed at the first time, he or she should recode the controller 
immediately while the timer continuously counted. 

Fig. 6 shows the SR statistics for each subject. It can be seen that there is little 
difference among the operation success rates of different subjects. The success rate of 
certain operation is highly related to the complexity of the EMG signal sequence 
(EMG code). The default gesture, cylindrical grasping, which needs no short 
contraction, had the highest success rate of 95% ± 5.27% ( Mean ± Standard 
Deviation). While, the operations of lateral grasping, pointing, tipping and hooking, 
which need two short contractions, shared a lower success rate. The worst performing 
operation, hooking, has the success rate greater than 88%, attributing to the proper 
selection of the time parameters. 

Fig. 7 shows the operation time of different operation types. On each statistic box, 
the central line is the median and the edges are the 25th and 75th percentiles 
respectively (draw with Matlab). One can see a clear trend that, which is similar to 
Fig. 6, the simpler the EMG code is, the better the performance is. Operations with 

Cylindrical Spherical Palmar Lateral Pointing Tipping Hooking 
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simple EMG code (short contraction is no more than one) can be accomplished within 
10 seconds while the others need longer. This is not only because the coding itself 
needs more executing time, but also it has a low success rate. 

 

 
 

Fig. 6. Success rate of each subject with each 
operation 

Fig. 7. Operation time of different 
gestures 

In order to work out a unified operation time, we define T1 as the average operation 
time: 

 

7

1
1

i
i

i

p
T t

p=

=
 (2) 

where ti is the operation time of different operations, pi is the usage frequency of the 
operation i listed in Table 1 (p =0.85). Finally, the average operation time of 10 
subjects is 12.3 ± 2.4 (Mean ± Standard Deviation) seconds. According to 
Sollerman’s hand function test [14], the operation completed within 20 seconds can 
be seen as "fluent operation". Therefore, the control method proposed can help the 
high-level amputees achieve "fluent operation" with sensory feedback.  

Fig. 8 presents the stimulation waveform applied on the subject when gripping 
force changing. In the experiment, the subjects can clearly perceive the intensity of 
the electrical stimulation (thus they can relate these sensing to the grasp force of the 
fingers) and have no other discomfort feelings.  

It seemed that the visual attention in the experiment is highly reduced when the 
subject holding the object. It is obviously that the stimulation feedback provides the user 
alternative sensory channel about the operation, which in large probability can promise a 
visual-free prosthesis operation in the future. We also found that, since the stimulation 
feedback only occurred when force sensor is activated, it cannot provide the current 
motion information about the prosthetic hand. Feedback carrying more information or 
interacting with the EMG control method will be investigated in the future. 
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a) Waveform of Channel 1 b) Waveform of Channel 2 

Fig. 8. The actual waveform applied on the subject when gripping force changing (measured by 
54622D Mixed Signal Oscilloscope, Agilent Technologies) 

5 Conclusions 

The paper proposed a novel EMG control method for the multi-DOF prosthetic hand 
utilizing 2 channel of EMG signals, which adopts the length character (short or long) 
of the EMG activities for decoding the motions. Through properly correlating the time 
series and the grasp gestures, nearly 85% of the hand operations in activities of daily 
life can be actualized. The multi-subject experiment validated that most operation can 
be accomplished within 20 seconds by deploying the proposed forward EMG control 
and backward feedback method. It needs only a pair of flexor/extensor muscles on the 
forearm which can be found on the stump of most upper-limb amputees. Different to 
traditional FSM methods, new method can realize a multi-finger operation, which will 
advantage the grasp rapidness and stability. In addition, according to the description 
of the subjects, the electrical stimulation has moderate stimulus intensity without 
discomfort. The subjects can perceive the gripping force according to the frequency 
modulation of stimulus waveform, which contributes to the adjustment of the finger 
movement direction and the hand proprioception. 

Further, we will experiment on amputees to verify the actual efficiency and 
reliability of the control method. Moreover, we will continue to research on the 
kinematics of human hands in grasping operation to improve the mapping 
relationships between the EMG codes and hand gestures. 
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Abstract. Previous research applied SMCSPO (sliding mode control with 
sliding perturbation observer) algorithm as robust controller to control the 
instrument and found that the value of SPO (sliding perturbation observer) 
followed force disturbance, reaction force loaded on the tip very similarly. 
However, in fact, some factors like friction which are not easy to find model 
parameters beforehand can make an effect on reaction force estimation because 
the factors are included in any perturbation. This paper addresses the SPO based 
reaction force estimation method to extract a reaction force on the surgical 
robot instrument in case of including Coulomb friction due to operation of 
cable-pulley structure. The Coulomb friction can be estimated by experiment 
and compensated from the estimated perturbation. To prove the suggested 
estimation method, experimental evaluation is performed. The results show that 
it is possible to substitute SPO for sensors to measure the reaction force. This 
estimated reaction force will be used to realize haptic function by sending the 
reaction force to a master device for a surgeon. The results will contribute to 
create surgical benefit such as shortening the practice time of a surgeon and 
giving haptic information to surgeon by using it as haptic signal to protect an 
organ by making force boundary.  

Keywords: Surgical robot, Instrument, Sliding perturbation observer, Reaction 
force estimation. 

1 Introduction 

Surgical robot instrument is the device to perform operation in human bodies instead 
of surgeon’s hands. Therefore, the system requires the high degree of freedom to 
describe human hand motions. However, it should be manufactured by the small size 
to put it into small-sized trocar holes of less than 10mm according to reduction of 
dangerousness of infection, safety, and needs of minimally invasive surgery (MIS) 
and there is the problem of consumables that should be discarded after it is 
restrictively used. Cable driven system is now adopted in surgical robot instrument 
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because of this problem[1][2]. However cable driven mechanism and the structure 
which are manufactured by the small are impossible to attach any electric or magnetic 
sensor for measuring force. Thus, surgeons cannot feel the touch of organ and so has 
to depend only on the information by visual feedback, which occur some problems 
[3]. 

The previous research applied SMCSPO (sliding mode control with sliding 
perturbation observer) algorithm as robust controller to control the instrument and 
showed the improved control result[4]. In the previous research, SPO(Sliding 
Perturbation Observer) was supposed to estimate all undesired terms, such as 
nonlinearities, an error of model, a friction in cable system, and a disturbance of outer 
force like reaction force[5][6]. However, in fact, some factors like friction which are 
not easy to find model parameters beforehand can make an effect on reaction force 
estimation because the factors are included in any perturbation. Especially, in cable-
pulley structures, in case of pretension that is applied to solve a slack phenomenon, it 
not only increases the Coulomb friction on rotation axis, but also can have an effect 
on the reaction force estimation[7].  

This paper addresses the SPO based reaction force estimation method to extract a 
reaction force on the surgical robot instrument in case of including Coulomb friction 
due to operation of cable-pulley structure. To suggest a possibility of reaction force, 
applying a suggested method in a real surgical robot instrument, experimental 
evaluation will be implemented. Also, applying the suggested method in not only tips 
of instrument but rolling and pitching motion, the possibility of the reaction force 
estimation will be shown in all degrees of freedom of the instrument. 

This estimated reaction force will be used to realize haptic function by sending the 
reaction force to a master device for a surgeon. The results will contribute to create 
surgical benefit such as shortening the practice time of a surgeon and giving haptic 
information to surgeon by using it as haptic signal to protect an organ by making 
force boundary. 

This paper is organized as follows: In Chapter 2, dynamic model of cable driven 
system of surgical robot instrument is derived. In Chapter 3, SPO based reaction force 
estimation method is introduced. In Chapter 4, A possibility of estimation of reaction 
force is evaluated through experiment. This paper concludes in Chapter 5. 

2 Dynamics of Surgical Robot Instrument 

2.1 Tendon Driven System in Surgical Robot Instrument 

To estimate the reaction force in surgical robot instrument, it is required to understand 
the dynamics. Fig. 1 shows the representative commercial surgical robot instrument 
manufactured by Intuitive Surgical, Inc[8]. The end effect of surgical robot instrument 
conducts an operation in the body instead of the surgeon’s hand. There are various 
shape and size of end-effect which are specialized for operation use. General surgical 
robot instrument has 3+1 DOF to simulate the motion of surgeon’s two fingers, thumb 
and index finger. These are two fingers(tips) and additional 2 DOF for the fingers,  
pitching and rolling. Cause interference to grasping and pitching, but driving mechanism 
for each motion is basically the same. It is cable pulley power transmission mechanism.  
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Fig. 1. Surgical robot instrument  

 

Fig. 2. The basic structure of surgical robot instrument 

Fig. 2 describes inner structure of instrument. In cable-pulley structure, driving force of 
driving pulley is transmitted to the pulley of an end effect by the difference between two 
tensions. Basically, there are tree pulleys in commercial instrument. Driving pulley 
attached to motor shaft supplies a driving force into cable with tension. The pulley in 
end-effect works at the joint of the tip which plays a role in finger. Another pulley 
changes the direction of cable without loss of tension. Generally, the slip and slag 
phenomenon are occurred in a device of cable-pulley structure. A problem of slip 
phenomenon is solved by using pull-pull structure. Also, the slack phenomenon which is 
caused by the elasticity of cable is being supplemented by pretension. So pretension is an 
important factor in the design of a surgical instrument. However, the pretension related to 
friction when the normal force at the driving shaft pulley is inputted[7]. It would be able 
to consider Coulomb friction force. 
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2.2 Govering Dynamic Equation 

In this paper, plant dynamics is derived based on Fig. 3. In Fig. 3 and following Eq. 
(1), (2) and (3), Jm, J1, J2 and Bm, B1, B2 represent inertia and damping value of the 
pulley parts respectively. Rm, R1, R2 are the radius of pulleys. Km1, K12 are constant 
spring coefficient. It is assumed that the cable tension shows a tendency of linear 
spring. _f mτ , _1fτ , _ 2fτ

 
represent friction torque which are caused by Coulomb 

friction due to a pretension. 
If the weight of cable is assumed to be ignorable, the driving part connected with 

motor is expressed as following equation. 

1 1 1 _( ) sgn( )m m m m m m m m f m m mJ B R K R R uθ θ θ θ τ θ+ + − + =                (1) 

where, um is input torque from motor.  
At pulley 1, the dynamic equation has to consider movement of pulley M and end-

effect pulley 2 and is expressed as following : 

1 1 1 1 1 12 1 1 2 2 _1 1 1 1 1 1( ) sgn( ) ( )f m m mJ B R K R R R K R Rθ θ θ θ τ θ θ θ+ + − + = −            (2) 

At pulley 2, the working force on the end-effect F is included into dynamic 
equation. 

2 2 2 2 _ 2 2 2 12 1 1 2 2sgn( ) ( )fJ B LF R K R Rθ θ τ θ θ θ+ + + = −                       (3) 

The purpose of this research is to show that reaction force F loaded on the end 
effector of instrument in Eq. (3) can be estimated by using SPO. However, it is 
difficult to apply Eq. (1), (2) and (3) to SPO. The angle sensor can be attached to the 
only driving pulley. So, it is difficult to measure the angle of other pulleys except the 
driving pulley. Also, cable tension has spring characteristic, spring coefficients in Eq. 
(1), (2) and (3) are not certain and it is not easy to identify the system characteristic 
clearly. Thus, to simplify the model equation it is assumed that the cable length 
elongation of the instrument driven by the cable pulley mechanism is very small and 
negligible. This means that each joint angle is same, 1 2mθ θ θ≈ ≈ . Therefore the 

simplified dynamic equation is obtained from Eq. (1), (2) and (3) as  

sgn( )m m f m mJ B LF uθ θ τ θ+ + + =  
                           (4) 

where, J = Jm + J1 + J2, B = Bm + B1 + B2 and fτ
= _f mτ

 + _1fτ
 + _ 2fτ

 

3 Reaction Force Estimation Based on SPO 

In this chapter, addresses the SPO based reaction force estimation method. The 
perturbation is related to the reaction force of instrument. The reaction force can be 
calculated to estimate the value of the perturbation using SPO. 
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3.1 Sliding Perturbation Observer(SPO) 

From Eq. (4), considering the errors of the model parameters the equation of surgical 
robot instrument is expressed as following : 

1 1 1 1
sgn( )m f m

B B
u LF

J J J J J J
θ θ τ θ   = − + Δ + + Δ − −   

   
                  (5) 

Perturbation is defined as the combination of the model parameter error, Coulomb 
friction, and the reaction force. 

1 1 1Ψ sgn( )m m f m
B

u LF
J J J J

θ τ θ= −Δ + Δ − − 
                    (6) 

The now control variable which is used in order to decouple the control of Eq. (5) 
is defined as 

3
1ˆB

x u u
J J

α− + =
                                   (7) 

where x̂  is the estimated state vector, 3α  is an arbitrary positive number and u  is 

the new control variable[9]. Throughout the text, “~”, refers to estimation errors 
whereas “^” symbolizes the estimated quantity.  

Transformation of Eq. (3) simply allows us to write the system dynamics. The state 
representation of the simplified dynamics is given by 

1 2x x=                                            (8.1) 

2 3x uα= + Ψ                                      (8.2) 

1y x=                                            (8.3) 

Let 3x  be a new state variable defined as 

3 3 2 3/x xα α= − Ψ                                    (9) 

It is desirable to observe the variable 3x  and consequently calculate Ψ  using Eq. 
(9) instead of estimating the directly. The structure of the sliding perturbation 
observer consists of the perturbation observer and sliding one. This structure can be 
achieved by writing the observer equation as  

1 2 1 1 1 1ˆ ˆ ( )x x k sat x xα= − −                               (10.1) 

2 3 2 1 2 1
ˆˆ ( )x u k sat x xα α= − − + Ψ                       (10.2) 
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2
3 3 3 3 2ˆ ˆ ˆ( )x x x uα α= − + +                          (10.3) 

where Ψ̂  is derived as 

3 3 3 2
ˆ ˆ ˆ( )x xα αΨ = − +                                 (11) 

1k , 2k , 1α , 2α are positive numbers, 1 1 1ˆx x x= − is the estimation error of the 

measurable state, and 1( )sat x  is the saturation function for the existence of sliding 

mode[10]. 

3.2 Reaction Force Estimation 

The estimated perturbation includes not only outer force but also the model parameter 
error and Coulomb friction. Especially, in cable-pulley structures, in case of 
pretension that is applied to solve a slack phenomenon, it not only increases the 
Coulomb friction on rotation axis, but also can have effect on the reaction force 
estimation. Therefore, it should be removed from the influence of the Coulomb 
friction due to pretension. The reaction forces can be calculated using Eq. (12) 

{ }ˆ ˆ sgn( )reac
reaction f

reac

g J
F

s g L
τ θ= Ψ +

+
                         (12) 

However, in order to calculate the reaction force, the Coulomb friction due to 
pretention should be measured. The friction effects due to pretension can be measured 
in advance by using the estimated perturbation of the SPO. Where, greac is cut-off 
frequency of a low-pass filter. 

 

 

Fig. 4. Experimental system for the reaction force estimation 
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Fig. 5. Experiment for the reaction force estimation of each motions(gripping, pitching, rolling) 

4 Experiment 

4.1 Experimental System 

The experimental system to verify the reaction force estimation of surgical robot 
instrument is illustrated Fig. 4. Endo Wrist Instrument (Large Needle driver) used in 
currently commercialized surgical robot Da Vinci was used in this.  

To evaluate the possibility of reaction force which occurs according to the motion 
of a fingers(tips), a roll, and a pitch of the instrument, the force/torque measured by a 
load cell/ torque sensor and the method that was described in chapter 3 could be 
compared. Also, we implemented comparative evaluation with perturbation value 
which was merely estimated by only SPO. With the estimation of reaction occurring 
when end-effect of the instrument contacts with a load cell by the motion of the finger 
and the pitch, we compared estimated reaction force and a measured value by the load 
cell. Left and center side of Fig. 5 show the experiment of the reaction force 
estimation according to the motions of the finger and the pitch, respectively. Also, the 
estimated reaction force that occurs by a roll motion was structured to compare with 
the measured values by a torque sensor, shown in the right side of Fig. 5. 

4.2 Experimental Results 

Fig. 6, Fig.7 and Fig.8 are the experiment results of estimation reaction force 
according to the motions of the finger, the pitch, and the roll, respectively. The upper 
graph of each figure represents trajectory for the movement of each joint, and the 
graph below represents a comparative outcome of estimation for reaction. The force 
measured by a sensor changes according to the input trajectory, the estimated reaction 
can also be confirmed in similar forms. But, the perturbation estimation result only 
observed by the SPO shows some errors occurring influenced by undesired factor 
such as the Coulomb friction due to pretension when the result is compared with the 
measured value by sensor . However, in case of estimating reaction force in the 
explained method of chapter 3, undesired factors were compensated and the errors 
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were reduced, so we can confirm the accuracy of the reaction force estimation was 
increased. The experimental results show that reaction force loaded on the surgical 
robot instrument can be estimated only using perturbation observer without using any 
sensors; we anticipate that this is utilized in making some haptic function of surgical 
robots in the future. 

 

Fig. 6. Experiment result of the reaction force estimation of gasping motion 

 

Fig. 7. Experiment result of the reaction force estimation of pitchig motion 
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Fig. 8. Experiment result of the reaction force estimation of rolling motion 

5 Conclusions 

In this paper, an estimation method of reaction force based on SPO was dealt. To verify 
the possibility of the estimated reaction force, experimental evaluation which was applied 
by a suggested method for 3DOF of surgical robot instrument was performed. From the 
result of the experiment, compared with the estimated perturbation by only SPO, it 
confirms that the accuracy of estimated reaction force was increased because the 
undesired terms such as the Coulomb friction due to pretension were compensated. 
Therefore, as shown in this research, to estimate reaction force of surgical robot 
instrument only with perturbation observer will ensure the safety of surgery by enabling 
the implementation of haptic function of a surgical robot. And, due to sensorless force 
measurement, increased effectiveness can be expected. In the future, studies of applying 
estimated reaction to the surgical robot haptic system will be conducted. 
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Abstract. Recently, the number of single port laparoscopic surgery (SILS) that 
can easily conceal postoperative scars is increasing, and robotic SILS platforms 
are being developed to overcome inconvenient maneuverability of manual 
SILS. However, the drive mechanism of most robotic SILS platforms existing 
uses the wire, therefore it cannot afford to deliver sufficient force, and the wire 
is mechanically deformed, thus causing negative effects on movement accuracy. 
Due to this limitation, a precious operation cannot be conducted by using 
conventional robotic SILS platforms. This paper presents the design of a novel 
single incision surgery robot that is actuated by using plate spring driven 
mechanisms with relatively high force transmission and larger workspace. 
Evaluations of PLAS were performed and its feasibility as a novel effective 
robotic SILS platform was proved.  

Keywords: Single incision laparoscopic surgery, Plate spring mechanism, 
Robotic surgery. 

1 Introduction 

In accordance with emerging many applications in medical field, medical industry is 
in the spotlight for blue chip. Laparoscopic surgery has been proven as one of the 
most successful and considerable advance in the medical field. By operating 
laparoscopic surgery with tiny incisions on the abdominal surface, operations result in 
less blood loss, reduced postoperative scaring, fewer complications, and faster 
recovery periods when compared with standard open surgery [1]. In light of this 
pursuit, natural orifice transluminal endoscopic surgery (NOTES) and single incision 
laparoscopic surgery (SILS) have been proposed. Although both methods are same in 
terms of minimal invasiveness, NOTES uses a natural orifice entry and makes 
incisions inside the body, whereas SILS uses a single incision on the abdominal 
surface, preferably the umbilicus. However, several problems unsolved and 
difficulties have been reported in clinical NOTES trials [2, 3, 4]. In consequence, 
SILS operations are increasing in both popularity and feasibility. Currently many 
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clinical operations can be carried out by SILS procedure, such as cholecystectomy, 
appendectomy, hysterectomy, tubal ligation, ovarian cystectomy, nephrectomy, 
partial nephrectomy [5], ureterolithotomy [6], and prostatectomy. 

In spite of the fact that SILS can be used in many medical fields, surgeons have 
difficulties to conduct SILS operations as technical challenges remain. One of these 
challenges is the counter-intuitive usage, where forceps are needed to be crossed to 
increase operation workspace. To solving the counter-intuitive usage, SILS robots 
have developed, where they offer a natural sense of laparoscopic operations from a 
single port [7]. However, due to the incision diameter limitation and mechanical 
constraints in transmissions, other problems have emerged, such as limitation of 
workspace, the overall sizes of robot and insufficient force. In addition, as most of 
robotic systems for laparoscopic surgery adopt the wire driven mechanisms, they have 
failed to reach the tissue handling force requirement. Considering the problems 
behind the previous studies, this paper proposes a novel robotic SILS platform design 
that has relatively higher force transmission values during tissue handling by utilizing 
plate springs in its structure. Its system has 12 degrees of freedom in both arms and 
the structure of the design that permits more stable and precise operations in an 
expanded workspace.  

2 Method 

2.1 Plate Spring Mechanism  

As both wire driven mechanism and tool with large volume requirements cannot 
satisfy required tissue handling force with reduced size, this studies utilizes plate 
spring driven mechanisms to find an optimum place in its novel single incision 
laparoscopic surgery robot design. Plate spring driven mechanisms can afford to 
deliver tension such as wires, additionally also deliver compressional forces without a 
large increase in system size provided that they have placed in a guide (Fig. 1). 
Additionally, since it does not need a structure for rewinding like wires, where simple 
structure is provided and more force can be delivered as their cross sectional areas are 
larger than wires that conventional SILS platforms are using. However, in delivering 
compressional forces, compressive force is absorbed to elasticity energy due to 
buckling, and thus it is not able to deliver the force to the end of the opposite side. In 
this situation, if a guide preventing buckling in both sides of spring is installed such as 
(Fig. 1A), compressive force does not become absorbed to elastic energy and 
therefore plate spring comes to deliver the compressive force. Consequently, plate 
spring driven mechanism can deliver not only tension but compressive force at the 
same time (Fig. 1B). To confirm the feasibility of plate spring driven mechanisms, the 
tissue handling force of the tool tips are measured by using force gage.  
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Fig. 1. (A) An example of buckling and preventing buckling and (B) Comparison of wire & 
plate spring driven mechanism 

2.2 Workspace and Degrees of Freedom Considerations  

Commonly, SILS robots of type Y are incompetent to treat for relatively large organs 
such as livers and intestines because their starting point where they are opening to 
expand the workspace are fixed. SILS robots of type of Y have much smaller 
workspace than SILS robots of type of X owing to this constraint. To solve this 
constraint, two individual prismatic joints are added for each arm. Also, this 
additional degree of freedom provides a larger efficient workspace with increased 
posture possibilities of the forceps (Fig. 2). The remaining movement of the robot 
manipulator is decided by maintaining the four degrees of freedom from classical 
configuration of Type Y SILS robots. Adding two individual prismatic joint, totals a 
12 degrees of freedom is reached in the design.  

 

Fig. 2. Comparison of workspace configurations and possible postures: X type, Y type and 
modified Y type SILS robot with additional prismatic joints 
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2.3 Kinematic of SILS Robot  

The SILS robot in this paper is designed for closed loop linkages to drive the second 
and the third joints of each arm, throughout this section, it will be considered as two 
distinct six-degrees-of-freedom serial manipulators and only one arm will be 
analyzed. In addition, the fifth and the sixth joints are regarded as the linear and the 
rotational motion of the forceps that will be inserted into the system, such as Fig. 
3(A). 

A kinematic representation of the left arm of the system is shown in Fig. 3(B) and 
its axes are labeled with respect to the distal denavit Hartenberg convention. The 
corresponding Denavit Hartenberg parameters are also contributed in Table 1. 

 
 

Fig. 3. (A) A structure of degrees of freedom, L=left and (B) Kinematic representation of 6-
DoF serial manipulator 

Table 1. D-H Parameters of the serial manipulator 

Joint i i ai di θi

1 π/2 0 d1 = variable 0 
2 0 a2 0 θ2= variable
3 3π/2 a3 0 θ3 = variable
4 π/2 0 0 θ4= variable
5 0 0 d5= variable 0 
6 0 0 d6 θ6 = variable

 

2.4 The SILS Robot Prototype  

After the decision of the construction parameters, the prototype of the SILS robot is 
modeled by 3D modeling software. The construction parameters are tabulated in 
Table 2. The proposed robot was named “PLAS” which stands for Plate spring 
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mechanism based LAparoscopic Surgery robot. This PLAS consist of two parts: one is 
a surgery part, conducting operations, with to be inserted to the body of patients and 
the diameter of surgery part of PLAS is 33mm. The other is an actuation part, 
delivering forces to the surgery part such as Fig. 4 and includes the actuators that will 
implement the 12 degrees of freedom to the PLAS. The actuation part of the PLAS 
will always remain outside of the body. Each arm of surgery part of PLAS has six-
degrees-of-freedom that includes two prismatic and four revolute joints as already 
mentioned before. The grasping motion of the end effector is excluded from degrees 
of freedom calculation and the plate spring mechanism is only used in third joint. The 
second joint and the forth joint are actuated by link and wire mechanism. After the 
completion of the 3D part modeling, a final prototype of the PLAS is manufactured 
and assembled in Fig. 5.  

 
 

Fig. 4. The structure of Plate spring mechanism based LAparoscopic Surgery robot (PLAS) 

Table 2. The construction parameter of PLAS  

Parameters d1(mm) a2(mm) a3(mm) d5(mm) d6(mm) 
 

Value 0 215 
 

70 
 

13 
 

60 0  

 

Parameters 2 (degrees) 3 (degrees) 4 (degrees) 6 (degrees) 
 

Value 0 80 0   0  
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Fig. 5. Final prototype of SILS robot, PLAS 

3 Experiment and Results 

To evaluate force transmission capabilities of the joints, the laboratory test was 
conducted by using force gage that was fixed firmly on to the vibration free table by 
the help of magnetic bases. In each joint, the test that measures the force was 
performed by repeating 5 trials. The experimental setup containing force gage tip 
distance measured from the rotation axis of the related joints and posture of the PLAS 
arm during the experiments can be shown in Table 3. In addition, the results are 
shown in Fig. 6. 

Table 3. Force transmission experimental setup details  

Joint i PLAS Arm Posture Force Gage Tip Distance (mm)
1 Straight - 
2 Angled 60 
3 Angled 15 
4 Angled 15 
5 Straight - 
6 Angled 20 

Grasping Straight 15 
 

  

Fig. 6. Force transmission measured at each joint with a force gage 
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Fig. 6. (continued) 
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Fig. 6. (continued) 

4 Discussion and Conclusion 

The force transmission capabilities can be obtained through force transmission 
experimental that measure the force of each joint by force gage. Force readings from 
the force gage experiments reveal that PLAS has sufficient force to achieve 10N goal 
at the end effector even though single contributions from each joint instead of whole 
motion. In comparison with third joint that use the plate spring and forth joint that use 
wire, we can confirm that third joint deliver higher forces than forth joint. It should be 
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refined by using another spring drive or other kinds of mechanism in forth joint in 
future prototypes.  

In light of these results, these studies have introduced a new type of single port 
surgery robot to overcome the problems, such as insufficient force, by using plate 
spring driven mechanisms. Also it is confirmed in the experiments that plate spring 
driven mechanisms have considerable potential in force transmission.  

However, the plate spring mechanism has disadvantage, which may be plastic 
deformation at the small radius of curvature and it should be prevented by modifying 
structure of SILS robot on future prototype because the plastic deformation can affect 
the movement of SILS robot. To make the prototyping easier and cheaper, we had to 
use aluminum, instead of pre-planned stainless steel. According to the selected 
material, we had to increase the diameter of the surgery part of PLAS, to meet the 
stiffness requirement. If we change material to stainless steel, future prototypes is 
below the 25mm goal. 

In conclusion, these studies have proposed a new type of single port surgery robot 
to develop the conventional SILS robot that use wire in terms of the force and 
workspace. The result of experiments has shown promising possibility that will be 
further enhanced in future prototypes. 
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Abstract. Vertical Collaborative Fuzzy C-Means (VC-FCM) is a clustering 
method that performs clustering on a data set of having some set of patterns 
with the collaboration of some knowledge which is obtained from other data set 
having the same number of features but different set of patterns. Uncertain 
relationship lies in data between the data sets as well as within a dataset. 
Practically data of the same group of objects are usually stored in different 
datasets; in each data set, the data dimensions are not necessarily the same and 
unreal data may exist. Fuzzy clustering of a single data set would bring about 
less reliable results. And these data sets cannot be integrated for some reasons. 

An interesting application of vertical clustering occurs when dealing with 
huge data sets. Instead of clustering them in a single pass, we split them into 
individual data sets, cluster each of them separately, and reconcile the results 
through the collaborative exchange of prototypes. Vertical collaborative fuzzy 
C-Means is a useful tool for dealing collaborative clustering problems where a 
feature space is described in different pattern-sets. 

In this paper we use collaborative fuzzy clustering, first we cluster each data 
set individually and then optimize in accordance with the dependency of these 
datasets is adopted so as to improve the quality of fuzzy clustering of a single 
data set with the help of other data sets, taking personal privacy and security of 
data into consideration.  

Keywords: Fuzzy Clustering, Fuzzy C-means, Collaborative Fuzzy Clustering, 
Feature Space, Pattern set, Prototype. 

1 Introduction 

Clustering especially fuzzy clustering is an efficient tool for data analysis for 
understanding and visualizing data structures. The well-known Fuzzy C-means 
(FCM) [1, 2] algorithm is a typical one instance of Fuzzy clustering methods, which 
is very effective for a single dataset clustering and analysis. Fuzzy C-means is an 
extension of classical k-means which supports that every object must belong 
exclusively to a single cluster. On the other hand, FCM assumes that every object 
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belongs with some degree to every cluster. There are numerous modifications and 
several appealing clustering methods have been proposed in recent years. 

The main quest is to assure that fuzzy clustering operates not only on data but takes 
full advantage of various sources of knowledge available when dealing with the 
problem at hand. A group of patterns in different fields has diverse information. To 
get a comprehensive study of these patterns, knowledge based clustering is 
recommended and collaborative clustering [3] between dataset is introduced by 
Pedrycz. The main objective of this study is to introduce and explore various 
scenarios where knowledge could be seamlessly included in the algorithmic 
architecture of fuzzy clustering. 

 Because of data confidentiality and some security problem we cannot access 
information of data directly from the dataset. To deal with this kind of problem 
Pedrycz introduced collaborative clustering [4, 5]. In this clustering algorithm several 
subsets of patterns can be processed together with an objective of finding a structure 
that is common to all of them. 

The rest of the paper is organized as follows: Section 2 gives a simple introduction 
of Collaborative clustering along with horizontal collaborative clustering and vertical 
collaborative clustering and also explains the mathematical equation by expanding on 
optimization function and pseudo code of collaborative clustering. Section 3 shows 
the experimental results on sleep stage data and compares it changes in prototypes and 
partition matrices before and after collaboration. Section 4 brings a small discussion 
of effect of collaboration. Section 5 shows the effect of collaboration on cluster when 
we apply validation method and finally the conclusions are covered in Section 6. 

2 Collaborative Clustering 

In this section we presented a brief overview of Collaborative Fuzzy C-means and 
deal with the some mathematical equation which is the root of this technique. 
Collaborative clustering has two typical forms called horizontal collaborative 
clustering and vertical collaborative clustering. Horizontal collaborative clustering has 
been used in most of the papers with some experiments on it. But there is no such 
experiment result based on vertical collaborative clustering. 

In this paper we focused more on vertical collaborative clustering instead of 
horizontal collaborative clustering and performed some experiment with sleep stage 
data. Section 3 and section 4, presents how the prototypes and partition matrix values 
are changing with the effect of vertical collaborative clustering. 

To accommodate the collaboration technique in the optimization process, the 
objective function is explained in the form 

 

2 2 2 2

1 1 1 1 1

[ ] [ ] [ ] [ , ] { [ ] [ ]} [ ]
N c c N n

ik ik ik ik ik
k i m k i

m l

Q l u l d l l m u l u m d lα
= = = = =

≠

= + −      (1) 
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Fig. 1. Collaborative clustering scheme 

2.1 Horizontal Collaborative Clustering 

In horizontal collaborative clustering we deal with the same patterns but different 
feature spaces, probably disjoint subsets of feature space. The communication 
platform is based on the partition matrix. 
 

 
Fig. 2. A General scheme of Horizontal Clustering 

2.2 Vertical Collaborative Clustering 

In vertical collaborative clustering we are concerned with different patterns usually 
disjoint subsets of patterns but the same feature space. Hence the communication 
platform is based on the level of the prototypes. 

The proposed objective function governing a search for structure in the lth data set 
is 

[ ] [ ]
2 2 2 2

1 1 1 1 1

[ ] [ ] [ ] [ , ] [ ]|| [ ] [ ]||
N l N lc P c

ik ik ik i i
k i m i k

m l

Q ii u l d l l m u l v l v mβ
= = = = =

≠

= + −            (2) 
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Fig. 3. A General scheme of Vertical Clustering 

Where β [l, m] is a collaboration coefficient supporting an impact of the mth data set 
and affecting the structure to be determined in the lth data set. The first term is the 
objective function used to search for the structure of the lth data set as same as FCM does, 
and the second term articulates the differences between the prototypes. Number of 
clusters denoted by C. P is the total no. Of datasets involve in the collaborative process. 

The optimization of Q[l] involves the determination of the partition matrix U[l] and 
the prototypes Vi[l]. First we solve the problem for each data set separately and allow the 
results to interact, forming thereby collaboration between the sets. The minimization of 
the objective function with respect to the partition matrix requires the use of Lagrange 
multipliers because of the existence of the standard constraints imposed on the partition 
matrix. We form an augmented objective function V incorporates the Lagrange multiplier 
λ and deal with each individual pattern (t=1, 2,…., N[l]): 

2 2 2 2

1 1 1 1

[ ] [ ] [ , ] [ ] || [ ] [ ] || 1
pc c c

it it it i i it
i m i i

m l

V u l d l l m u l v l v m uβ λ
= = = =

≠

 = + × − − − 
 

         (3) 

Taking the derivative of V with respect to ust[l] and making it 0, we have 
 

2 2

1

2 [ ] [ ] 2 [ , ] [ ] || [ ] [ ] || 0
p

st stit s s
st m

m l

V
v l d l l m u l v l v m

u
β λ

=
≠

∂ = + − − =
∂         (4) 

For notational convenience, let us introduce the shorthand expression 
 

2
, | | [ ] [ ] | |l m s sD v l v m= −                         (5) 

 
From the above equation, we derive 

2
, ,

1

[ ]

2 [ ] [ , ]

s t

p

s t l m s
m
m l

u l

d l l m D

λ

β
=
≠

=
 
 +  
 



                    

(6) 
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Given the standard normalization condition 
 

1

[ ] 1
c

jt
j

u l
=

= , One has 

21
, ,

1

1
12

[ ] [ , ]

c

p
j

j t l m j
m
m l

d l l m D

λ

β=

=
≠

=

+




                       

(7)

 

 
With the consideration of following abbreviated notation 

, ,[ ] [ , ]
p

l m j
m l

l l m Dϕ β
≠

=                     (8) 

 
The partition matrix is 
 

2

2
1

1
[ ]

[ ] [ ]
[ ] [ ]

s t c
s t s

j j t j

u l
d l l

d l l

ϕ
ϕ=

=
+
+

                    

(9)

 

 
For the prototypes, we complete calculations of the gradients of Q with respect to 

the coordinates of the prototype v[l] and solve the following equations: 
 

[ ]
0 ,

[ ]s t

Q l

v l

∂ =
∂

 s=1, 2. . . , c; t = 1, 2. . .,  n 

 
We obtain 
 

2 2

1 1

[ ]
2 [ ]( [ ]) 2 [ , ] [ ]( [ ] [ ]) 0

[ ]

pN N

sk kt st sk st st
k m l kst

Q l
u l x v l l m u l v l v m

v l
β

= ≠ =

∂ = − + × − =
∂          (11) 

 
Next, 
 

[ ] [ ] [ ] [ ]
2 2 2 2

1 1 1 1

[ ] [ , ] [ ] [ ] [ , ] [ ] [ ] [ ]
p pN l N l N l N l

st sk sk sk st sk kt
m l k k m l k k

v l l m u l u l l m u l v m u l xβ β
≠ = = ≠ = =

 
− = − 

 
        (12) 

 
Finally, we get 
 

[ ] [ ]
2 2

1 1
[ ] [ ]

2 2

1 1

[ , ] [ ] [ ] [ ]
[ ]

[ , ] [ ] [ ]

p N l N l

s k s t s k k t
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2.3 The Algorithm of VC-FCM 

The computation details are organized into following fashion: 
 
Given: subsets of patterns X1, X2, X3,…, Xp. 
Select: distance function, number of clusters (c),   

Termination condition, and collaboration matrix  
β[l,m]. 

Compute: initiate randomly all partition matrices 
     U[1],U[2],….U[P] 

Phase I 
For each data 

Repeat 
Compute prototypes {Vi[l], i=1,2,…,C and 
partition matrices U[l] for all subsets of 
patterns} 

Until a termination condition has been satisfied 
Phase II 

Repeat 
For the matrix of collaborative links β[l, m] 
compute prototypes Vi[l] and partition 
matrices U[l]by using(9) and (13) 

Until a termination condition has been satisfied. 
 

The termination criterion relies on the changes to the partition matrices obtained in 
successive iterations of the clustering method, for instance a Tchebyschev distance 
could serve as a sound measure of changes in the partition matrices. Subsequently, 
when this distance is lower than an assumed threshold value (ε>0), the optimization is 
terminated. 

3 Experiment Result 

In our study, we used the FP1 and FP2 EEG channels to identify the sleep stages [6]. 
For each epoch, there are 12 extracted features, because six features were extracted in 
each EEG channel. For each extracted feature, we make brief descriptions as follow 
 

• The features (No. 1~6) were extracted from the FP1 EEG channel. 
• The features (No. 7~12) were extracted from the FP2 EEG channel. 

 
We applied vertical collaborative clustering on two subjects only. As we know 

vertical collaborative clustering is applicable one dataset having the same number of 
feature spaces and different number of patterns. Keeping this property in mind sleep 
stage data is suitable for this technique. We consider one subject as one dataset. The 
total numbers of feature spaces are 12 for both datasets and total numbers of patterns 
are 890 and 690 for dataset1 (S1 in Table 1) and dataset2 (S2 in Table 2) respectively 
and having 5 clusters each. 
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The sleep stages of these two subjects, S1 and S2, were scored by an experienced 
sleep expert through visual scoring with the manual scoring of the American Academy of 
Sleep Medicine (AASM) [7], and each 30-second epoch would assign a state. 

The sleep stages defined are as follows: Wake, REM (rapid eye movement), NREM 
(Non-rapid eye movement) including Stage 1 (N1), Stage 2 (N2), and Stage 3 (N3). 

Table 1. Number of sleep epoch for each sleeps stage 

SC* Wake N1 N2 N3 REM Total 

S1 
286 

32.13% 

132 

14.83% 

263 

29.55% 

117 

13.15% 

92 

10.34% 
890 

S2 
138 

20.00% 

46 

6.67% 

356 

51.59% 

69 

10.00% 

81 

11.74% 
690 

S3 
214 

35.31% 

85 

14.03% 

182 

30.03% 

111 

18.32% 

14 

2.31% 
606 

…. …… …… …… …… ……. …… 

S10 
103 

10.27% 

121 

12.06% 

491 

48.95% 

132 

13.16% 

156 

15.55% 
1003 

Total 
1518 

18.40% 

1084 

13.14% 

3119 

37.80% 

1283 

15.55% 

1247 

15.11% 
8251 

   *SC means the subject code 

3.1 The Prototypes and Partition Matrix of Dataset1 Before Collaboration as 
Follow 

Prototypes: 

1

0.6756,0.9173,0.0579,0.0548,0.0453,0.1130, 
[1]

0.6620,0.9190,0.0527,0.0526,0.0405,0.1178
V

 
=  
 

2

0.8950,0.9849,0.0362,0.0168, 0.0072,0.0259, 
[1]

0.8856,0.9846,0.0361,0.0166,0.0071,0.0270
V

 
=  
 

3

0.6602,0.9216,0.0493,0.0398,0.0393,0.0769,
[1]

0.6499,0.9235,0.0432,0.0362,0.0346,0.0741
V

 
=  
 

4

0.8013,0.9629,0.0500,0.0453,0.0236,0.0799,
[1]

0.7903,0.9623,0.0466,0.0407,0.0205,0.0745
V

 
=  
 

5

0.6004,0.8855,0.0521,0.0435,0.0480,0.0821,
[1]

0.5802,0.8774,0.0465,0.0388,0.0433,0.0735
V

 
=  
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Partition matrix: 

0 .2 5 0 7 0 .0 4 6 5 0 .2 7 4 0 0 .0 9 2 5 0 .3 3 6 1

0 .3 1 4 9 0 .0 4 1 1 0 .2 6 0 6 0 .0 8 6 9 0 .2 9 6 2

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[1]

.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 .2 0 5 4 0 .0 6 2 4 0 .4 1 6

U =

4 0 .1 3 9 0 0 .1 7 6 6

0 .2 1 2 8 0 .1 6 2 6 0 .2 1 1 6 0 .1 8 2 2 0 .2 3 0 6

 
 
 
 
 
 
 
 
 

 

3.2 The Prototypes and Partition Matrix of Dataset1 After Collaboration 

Prototypes: 

'
1

0 .7144,0.9298,0.0665,0.07461,0.0407,0.1665,
[1]

0.6961,0.9309,0.06184,0.0732,0.0374,0.1736
V

 =  
 

'
2

0.7558,0.9429,0.0471,0.0391,0.0320,0.0729,
[1]

0.7410,0.9414,0.0428,0.0356,0.0277,0.0691
V

 
=  
 

'
3

0.8136,0.9708,0.0338,0.0181,0.0133,0.0323,
[1]

0.8051,0.9686,0.0324,0.0173,0.0130,0.0325
V

 
=  
 

'
4

0.7744,0.9501,0.0466,0.0362,0.0232,0.0674,
[1]

0.7645,0.9493,0.0444,0.0347,0.0218,0.0718
V

 
=  
 

'
5

0.6401,0.8976,0.0496,0.0386,0.0505,0.0696,
[1]

0.6250,0.8929,0.0440,0.0340,0.0446,0.0638
V

 
=  
 

 

Partition matrix: 
0 .0 2 4 3 0 .0 0 4 0 0 .0 2 7 3 0 .0 0 8 1 0 .9 3 6 0

0 .0 3 0 9 0 .0 0 3 6 0 .0 2 5 4 0 .0 0 7 6 0 .9 3 2 3

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
'[1]

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 .0 1 9 3 0 .0 0 6 4 0 .7 9

U =

3 7 0 .0 2 1 2 0 .1 5 9 1

0 .0 1 8 7 0 .0 1 4 2 0 .0 1 8 6 0 .0 1 6 0 0 .9 3 2 3

 
 
 
 
 
 
 
 
 

 

3.3 The Prototypes and Partition Matrix of Dataset2 Before Collaboration 

Prototypes: 

1

0.5744,0.8708,0.0329,0.0377,0.0493,0.0753,
[2]

0.5683,0.8612,0.0300,0.0321,0.0547,0.0687
V

 
=  
 

2

0.5329,0.8229,0.0313,0.0394,0.0516,0.0753,
[2]

0.5470,0.8392,0.0307,0.0348,0.0582,0.0715
V

 
=  
 

3

0.6810,0.9296,0.0360,0.0328,0.0387,0.0662,
[2]

0.6727,0.9301,0.0291,0.0263,0.0417,0.0562
V

 =  
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4

0.8936,0.9837,0.0285,0.0156,0.0104,0.0283,
[2]

0.8759,0.9799,0.0285,0.0148,0.0138,0.0259
V

 
=  
 

5

0 .5964,0.8883,0 .0334,0.0351,0 .0464,0.0722,
[2]

0 .5910,0.8825,0 .0297,0.0300,0 .0513,0.0646
V

 =  
 

 

We used collaboration coefficient β(1,2)=2 and β(2,1)=2 for collaboration process 
to see the impact of dataset1 on dataset2 and impact of dataset2 on datset1 and we 
found that how Prototype and partition matrix changes their values due to this 
collaboration process. 

Partition matrix: 

0 .0 5 1 4 0 .2 1 8 7 0 .2 8 7 7 0 .2 3 6 8 0 .2 0 5 2

0 .0 5 9 5 0 .2 8 5 3 0 .2 1 9 9 0 .1 4 2 1 0 .2 9 3 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[ 2 ]

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 . 0 3 1 5 0 .1 8 5 1 0 .3 6 9

U =

1 0 .2 5 2 7 0 .1 6 1 3

0 .0 2 1 4 0 .2 8 9 7 0 .2 9 4 0 0 .1 2 5 1 0 .2 6 9 5

 
 
 
 
 
 
 
 
 

 

3.4 The Prototypes and Partition Matrix of Dataset2 After Collaboration 

Prototypes: 

'
1

0.6785,0.9037,0.0314,0.0305,0.0327,0.0616,
[2]

0.6812,0.9096,0.0308,0.0289,0.0378,0.0534
V

 =  
 

'
2

0.5840,0.8503,0.0361,0.0463,0.0546,0.0862,
[2]

0.5889,0.8551,0.0344,0.0395,0.0608,0.0804
V

 
=  
 

'
3

0.7161,0.9180,0.0339,0.0273,0.0302,0.0536,
[2]

0.7093,0.9212,0.0322,0.0241,0.0341,0.0501
V

 
=  
 

'
4

0.8606,0.9720,0.0265,0.0169,0.0150,0.0291,
[2]

0.8433,0.9654,0.0263,0.0157,0.0192,0.0272
V

 
=  
 

'
5

0.6924,0.9157,0.0323,0.0303,0.0371,0.0596,
[2]

0.6826,0.9098,0.0293,0.0257,0.0392,0.0551
V

 
=  
 

 

Partition matrix: 
0 .0 0 4 5 0 .8 3 4 8 0 .0 2 8 4 0 .0 2 0 8 0 .1 1 1 2

0 .0 0 5 2 0 .8 4 0 1 0 .0 1 9 3 0 .0 1 2 4 0 .1 2 2 7

. .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
'[ 2 ]

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 .0 0 2 8  0 .1 0 3 8 0 .2

U =

3 4 2 0 .2 5 2 1 0 .4 0 6 9

0 .0 0 1 8 0 .7 0 7 6 0 .0 6 8 4 0 .0 2 4 3 0 .1 9 7 6
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4 Quantifying the Collaboration Effect 

The effect of collaboration between datasets can be evaluated at two levels. 

4.1 At the Level of Data 

The collaboration effect can be evaluated by the degree of collaboration influence 
over the numeric representation of prototypes (centroids). The collaboration impact is 
expressed in the changes of prototypes obtaining over the result of the collaboration. 

4.2 At the Level of Information Granules 

The collaboration effect can be evaluated by the degree of collaboration influence 
over the partition matrix. Calculate the average distance between the partition 
matrices '[1] [1]i kU u= and '[ 2 ] [ 2 ]i kU u= , that is 

1 1

1
| [1] [2] |

N c

ik ik
k i

u u
Nc

σ
= =

= −                              (14) 

By Table 2 we can see clearly that the stronger the collaboration (higher value of β), 
the lower the values of σ. 

Table 2. value of σ with different level of β 

β 0.1 0.3 0.5 0.8 1 3 

σ 0.2752 0.2650 0.2574 0.2496 0.2460 0.2345 

5 Cluster Validity 

In the case of fuzzy clustering algorithms, some validity indices such as partition 
coefficient and classification entropy are designed by Bezdek [8] use only information 
of fuzzy membership grades to evaluate the clustering results. 

5.1 Partition Coefficient (PC) 

To measure the amount of “overlaps” between clusters. Partition coefficient defined 
as follows: 

2

1 1

1
( ) ( )

c N

i j
i j

P C c u
N = =

=                           (15) 

Where,  is the membership of data point j in 
cluster i. The value is closer to one, the data are better classified. 
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5.2 Classification Entropy (CE) 

It is a measurement for the fuzziness of a cluster partition only, which is similar to 
partition coefficient. Classification entropy is defined as 

1 1

1
( ) lo g ( )

c N

i j i j
i j

C E c u u
N = =

=                     (16) 

The value near to one indicates membership spread between several classes, while 
value closer to zero indicates the more complete classification into a single class. 

Table 3. shows that how the value of Partition Coefficient and Classification 
Entropy are changing and affecting the clusters through collaboration mechanism. 
After collaboration the data are better classified and complete classification into a 
single class. 

Table 3. PC and CE value comparison before and after Collaboration 

For β=0.2 Dataset1 Dataset2 
PC CE PC CE 

Before 
Collaboration 

0.3522 1.2563 0.3682 1.2410 

After 
Collaboration 

0.7907 0.4039 0.8592 0.2532 

6 Conclusion 

In this paper we discussed about vertical collaborative fuzzy clustering which is 
useful for clustering of multiple databases derived from several datasets. Vertical 
collaborative clustering helps to bring the information about interaction of different 
sources, and reveal the basic internal structures and rules of the datasets with 
incomplete or unreal data. The vertical collaborative fuzzy clustering is adapted for 
vertical collaboration datasets that describe the same feature spaces but different 
patterns. An interesting application of vertical clustering occurs when dealing with 
huge data sets. Instead of clustering them in a single pass, we split them into 
individual data sets, cluster each of them separately, and reconcile the results through 
the collaborative exchange of prototypes. 

During the collaboration process each data set is collaborated with all maps during 
the local phase. So the data confidentiality and safety is preserved. The purpose of 
collaborative clustering is to get clustering results closer to the original, and any 
external information is used to improve the clusters of the given data set which have 
been revealed. The quantification of the collaboration effect can be realized either the 
level of prototypes or the partition matrices. For future work we wanted to use this 
collaborative clustering method to deal with bigger database problems. 
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Abstract. Rehabilitation robot positively improves walking ability of patients 
with gait disorders. Over the last decade, rehabilitation robot devices replaced 
the training of overground and treadmill. In this paper, our discussion focuses 
on exoskeleton robot and end-effector robot. The purpose of this study was to 
compare the training methods, gait Kinematic trajectories and muscle activity 
patterns on subjects when training on exoskeleton robot and end-effector robot. 

Keywords: Rehabilitation robot, exoskeleton robot, end-effector robot. 

1 Introduction 

In traditional locomotor training on overground walking, patients practice gait using 
walking aids such as, crutches, canes, and walkers. Three or more therapists are 
required to guide the patient with leg movement and stabilize the patient’s pelvis 
during the process. Over the last decades, training system that incorporates treadmill 
with a suspension support has been in practice clinically [1]. Studies have shown 
improved results in terms of the patient’s walking ability, walking speed, balance, and 
symmetric walking control comparative to the traditional methods. Patient’s body 
weight is partly supported by the suspension system on the treadmill to prevent the 
risk of falling [2]. During the gait training, two therapists are required to assist the 
patient’s movement. One of the therapists stabilizes the patient’s pelvis, while the 
other therapist must control the treadmill speed. Despite of the effectiveness in 
rehabilitation in traditional locomotor training or the treadmill-suspension system, 
clinical practice of both methods are still limited by the manpower of therapists. Thus, 
the duration of the patient’s exercise is usually limited by the physical availability of 
therapists [3]. 

In the recent years, robotic devices have been widely utilized to replace the 
manpower and physical needs of therapists in the field of neurological rehabilitation. 
It also allows patients with nerve damage to receive a lot of exercising. Robotic 
rehabilitation devices can be divided based on the driven principles: exoskeleton robot 
(e.g. Lokomat, AutoAmbulator, LOPES, ALEX) [4]-[7], and end-effector robot(e.g. 
G-EO-systems, Gait Trainer, Gait Master)Type [8]-[10]. A number of research on 
exoskeleton robot and end-effector robot are studied and will be discussed in this 
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study. The proven evidences from many of the studies show the effectiveness of 
robotic rehabilitation devices in terms of improving gait ability and physiological 
functions. 

Most of the studies are based on the comparison between rehabilitation robots, 
overground walking and treadmill training. Therefore, three main purposes of this 
study are: (1) comparison of the training methods between exoskeleton robots and 
end-effector robots. (2) comparison of the gait activities between exoskeleton robots 
and end-effector robots. (3) comparison of the muscle activity between exoskeleton 
robots and end-effector robots. 

2 Rehabilitation Robot Device 

2.1 Rehabilitation of Exoskeleton Robot  

1) Lokomat: Lokomat (Hocoma SA, Switzerland) is the most widely utilized 
rehabilitation robotic system in the current field of exoskeleton gait training clinically. 
This system is commonly used to improve gait function of patients with lower limb 
disorders that are caused by stoke, spinal cord injury, traumatic brain injury, and 
multiple sclerosis. The structure is composed of driven gait orthosis (DGO), Lokolift, 
and Andago®. The pelvis joint and the knee joint of DGO are made of a combination 
of DC motor and lead screws[4]. Before the use of Lokomat, the therapist must pre-
measure the lengths of the subject’s thighs and lower legs, and the width of the 
subject’s pelvis. This allows the therapist to adjust the exoskeleton robot’s upper legs, 
lower legs and the frame on both sides accordingly to match with the subject. After 
that, subject’s thighs and lower legs are strapped and stabilized on to the 
exoskeleton’s robotic upper legs and lower legs. The dorsiflexion of the subject’s feet 
is controlled by two elastic straps. First, the gait function and the level of damage of 
the patient are evaluated by the therapist to avoid circumstances such as orthopedic 
problems and muscle diseases problems.  Based on the evaluation result, the gait 
speed of the exoskeleton and the strength of the suspension support are adjusted in 
accordance to the patient’s weight by the therapist. In the beginning of the training, 
each subject first walks in the Lokomat for up to 5 minutes in order to acclimate to the 
device and for the therapist to make minor adjustments for tighten leg cuff straps and 
optimize joint alignment. Each subject is exercised passively on the Locomat and the 
kinematic trajectories of the Lokomat are fully programmable. On the same token, 
gait speed, frequency, distance, duration can all be controlled. At the current state, 
several studies have proven that Lokomat improves not only the patient’s gait 
function but also slows down muscle atrophy and reduces the problem of muscle tone 
[11], [12]. 

2) AutoAmbulator: The AutoAmbulator (HealthSouth, Houston, Texas, USA) is a 
rehabilitation robotic device located in Health South, USA. Detail specification 
related to this device has not been released up-to-date. In the previous study by Fisher 
et al, it is stated that 20 hemiplegic stoke patients were randomly selected to receive 
regular physiotherapy and rehabilitation robotic therapy. The result stated that patients 
who received training by the AutoAmbulator showed dramatic improvement on gait 
function and body balance [5]. 
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3) LOPES: In 2007, lower extremity powered exoskeleton (LOPES), a new gait 
rehabilitation device was published by Veneman et al. Evaluation measures show that 
the device allows both “patient-in-charge” mode and “robot-in-charge” mode, in 
which the robot is controlled either to follow or to guide a patient, respectively. This 
device integrates the first study of LOPES, which focused on the clinical trials on 5 
stoke patients. The patients received a 6-week training, with sessions of 3 times a 
week, and at maximum of 45 minutes per session. The post-training result stated that 
4 of the patients were improved on foot clearance, gait speed and endurance [6]. 

4) ALEX: Active leg exoskeleton (ALEX), an unilateral exoskeleton robot for stroke 
patients with side hemiplegic legs was invented at the University of Delaware. The 
overall setup has four main components to aid the unaffected leg. Two stroke patients 
received a 6-week training. During the training the speed of the treadmill was 
increased. The result showed substantial improvement of the patients’ gait pattern 
after the training [7], [13].  

 

Fig. 1. Rehabilitation of exoskeleton robot 

2.2 Rehabilitation of Exoskeleton Robot  

1) GT I: The development of mechanized gait trainer(MGT or GT I), for restoration 
of gait, was based on a doubled crank and rocker gear system. It consists of two 
footplates positioned on bars, cranks and rockers. The crank propulsion is modified 
by a gear to provide a ratio of 60 percent to 40 percent between the gait of stance and 
swing phases. GT I has successfully treated children with cerebral palsy and a large 
number of stroke patients in the past studies. In most cases, the patients’ gait ability 
and body balance were both improved [9]. 
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2) GM 2: Current commercially available gait machines, such as Lokomat, 
AutoAmbulator, LokoHelp and GT I, are limited to repetitive exercises of walking on 
the floor. Hiroaki et al. from University of Tsukuba in Japan released a publication 
regarding an end-effector rehabilitation device, called Gait Master 2 (GM2). The 
structural motion principle is based on the relative positions of the base connecting 
bars, which allows the pedals to move forward and back, up and down. Subject on 
GM2 is able to perform gait training on normal walking, climbing up and down the 
stairs. Due to the lack of body support and the lack of fixation of the feet on GM2, the 
subject can be trained both passively and actively. 3 assessments on 9 healthy subjects 
were performed on GM2 by Hiroaki et al.: (1) actual overground walking; (2) passive 
simulated walking on GM2; (3) active simulated walking on GM2. During the tests, 
the subjects’ Physiological Cost index (PCI) and lower limb electromyography 
(EMG) were being recorded. The result showed no significant differences between 
actual overground walking and walking passively on GM2. PCI result was most 
significantly different when subjects were actively walking on GM2. Due to the fact 
that actual overground walking was more relaxed, and the subjects were driven 
significantly by the pedal board on GM2, the subjects would involuntary lift their legs 
to coordinate with the movement of the pedal boards while the subjects were actively 
trained. In regards to the lower limb EMG, the result was more significant when the 
subjects were actively trained on GM2 [10]. 

3) HapticWalker: HapticWalker is an end-effector based gait rehabilitation robot, 
which was designed in references to the programmable footplate concept [23]. Each 
of the two manipulators comprises a hybrid serial-parallel robot and a footplate for 
permanent foot attachment at its end-effector. The subject’s feet are fixed to the 
footplates via safety release bindings, in addition to the use of safety harness to 
prevent falls and also to enable body weight support. 

4) G-EO Systems: Hesse et al. introduced a newly developed gait robot for training 
gait of stroke patients, called the G-EO Systems. In the report of G-EO Systems, four 
tests were performed on 6 sub-acute stroke patients: (1)actual overground walking, 
(2)simulation of overground walking on G-EO-Systems, (3)actual upward stairs 
climbing, (4)simulation upward stairs climbing on G-EO-Systems. Under the four test 
circumstances, patients were required to continue for 30 seconds or at least 10 steps, 
in order to record the lower limb EMG. The study showed very similar muscle 
activities for stroke patients under actual and simulation walking, as well as actual 
and simulation stairs climbing on G-EO-Systems. The slight differences found were: 
(1) thigh muscles activity was initiated slower on stimulated overground walking 
(compared to actual overground walking), and muscle activity duration was longer, 
(2)in comparison to the actual upward stairs climbing motion, the gastrocnemius 
muscles were being most active, while the activity of the lower legs’ anterior muscles 
showed adjustments overtime for 3 of the patients. Step length, step frequency, step 
height and step speed could be adjusted according to the patients’ gait ability [8]. 
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Fig. 2. Rehabilitation of end-effector robot 

3 Discussion 

3.1 Robot-Assisted Gait Training Methods  

In the current robot-assisted gait trainings, training duration, distance and speed are 
regulated by the therapists in accordance to the patient’s degree of injury. As the 
patient shows improvement, the percentage of body weight support by the suspension 
system can be gradually decreased. Due to the limitation of structural design, all of 
the exoskeleton robots only allow overground walking training. These exoskeleton 
robot gait training lack variations in the gait patterns. End-effector robots of GM2, 
HapticWalker and G-EO-Systems utilize 6 degrees of freedom in the mechanism 
design [8], [10]. Therefore, they allow subjects to perform gait training on overground 
walking, upward and downward stairs climbing, such as Table I. In order to overcome 
the single training method of the exoskeleton robots, Brütsch et al. integrated virtual 
reality (VR) with Lokomat, through the so-called biofeedback values, which allowed 
10 gait nerve-damaged children to have interaction with VR using very little 
spontaneous force[14]. In addition, end-effector robots, GM2 device is capable of 
carrying out 3 training modes: enforced, semi-voluntary and real [10]. Inactive 
training decreases learning and recovery of walking motion in comparison to active 
training [15], [16]. 
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Table 1. Rehabilitation robot  

Device DOF Gait simulation Training modes 

Lokomat 2 Overground walking 
Combined virtual 
 reality [14]. 

AutoAmb-ulator 2 Overground walking --- 

LOPES 4 Overground walking 

1)Patient-in-charge 
mode. 
2)Robot-in-charge 
mode [24]. 

ALEX 2 Overground walking --- 

GT I 1 Overground walking --- 

GM2 6 
Overground walking 
Stair climbing up 
Stair climbing down 

1)Actual overground 
walking. 
2)Passive simulated 
walking. 
3)Active simulated 
walking [10]. 

HapticWal-ker 6 
Overground walking 
Stair climbing up 
Stair climbing down 

--- 

G-EO- 
Systems 

6 Overground walking 
Stair climbing up 
Stair climbing down 

--- 

3.2 Kinematic Trajectories  

Previous study showed that Lokomat changed the hip range of motion by almost 7˚ on 
healthy subjects. This would not cause much harm on patients whose hip range of 
motion are severely impaired [12]. Human hip joint, which is usually modeled as a 
ball-socket joint, is different from other joints since it provides three dimensional 
motions. The sagittal plane motion is most important for walking, in which hip 
flexion prepares the clearance for swinging, while the transition from hip flexion to 
extension facilitates limb advancement during swing phase and it also provides 
propulsion force in stance phase [25]. As the patient is using the robotic legs, the 
speed of the motor drive for the exoskeleton must match with speed of the treadmill, 
in order to ensure the safety of the patient. Further, the knee joints are moving three-
dimensionally as human walks, whereas they are restricted to sagittal plane when 
using the exoskeleton. Patients could be affected by the potential shear forces during 
alignment between hip joints and the exoskeleton joints [26]. Hidler indicated that 
Locomat System often runs with 100% guidance force, with which a particular gait 
pattern would be enforced regardless of the subject’s intentions [12]. Thus, with the 
inability to vary the kinematic patters, the subject could only go from step to step. 
Hidler found that misalignment of the subject’s and Lokomat’s knee and hip joints 
occurred as the subject intentionally alter their gait actively in Lokomat [12]. Any 
resistance and inertia movements are refrained from the hemiplegic subjects by the 
Exoskeleton. 
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In end-effector robots, therapist must pay close attention to the patient’s knee 
motion to prevent knee hyperextension while training on GT I. Knee support is 
particular important to patients with severe spinal cord injury. Patients may wear any 
kind of ankle-foot orthosis (AFO) or knee ankle-foot orthosis (KAFO) to prevent 
knee instability [9], [17]. 

3.3 Muscle Activation Patterns  

Hidler reported the cause of erroneous muscle pattern of healthy subjects as a result of 
reduced shank muscle activity and falsely bearing of proximal weight on muscles in 
the swing phase on Lokomat. Minor changes occurred during the terminal swing 
phase and the loading phase. During terminal swing, the subject’s ankle was less 
dorsiflexed on the gain trainer. That is due to the geometrical constraints of the 
chosen mechanical solution, thus the rear of the footplate was lowered only minimally 
[12], [18]. The antagonistic tibialis anterior muscle was remarkably less active on the 
GT I, possibly due to patient reliance on the mechanical support during the swing 
phase. The activity of the tibialis anterior muscle was reduced when comparing 
exoskeleton robot with end-effector robot [9], [17]. 

Hesse et al. stated that, the activation of the quadriceps muscles was delayed 
throughout the whole stance phase on the G-EO-Systems during the floor walking 
condition. The thigh muscles of hemigplegic subjects were inactive during the swing 
phase on the G-EO-Systems [8]. Subjects’ knees are supported by exoskeleton-based 
system during the stance phase, whereas stabilization of the knees is assisted 
manually or by stimulating the quadriceps using FES in end-effector based machine. 
Although FES may be utilized to facilitate quadriceps muscles, it may cause rapid 
muscle fatigue and often insufficient muscle responses [9], [12]. 

The tibialis anterior muscle activity is reduced accordingly when patients take 
advantage of the plates support on the feet during swing phase. Patient’s feet have 
direct contact to the treadmill on the exoskeleton robot. The impact strength of the 
direct contact is usually unnoticeable to severe or total lower limb disability, thus 
patient would not be unaware of new injury during training [8], [9], [12]. In 
comparison to the previous two methods, better performances of vastus muscle, 
gastrocnemius, and tibialis are observed when subjects were actively walking on 
GM2. The activity of tibialis, which control the subject’s plantar flexion and 
dorsiflexion is the most essential. Gastrocnemius and tibialis could be strengthened 
through gait training, hence improve the problem of foot drop [10]. 
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Abstract. In this paper, in order to analyze the dynamic property of data traffics 
in LTE (Long Term Evolution) mobile communication network, we build a 
dynamic model for LTE network in the packet level and implement the model 
based on NS-2 simulator. Using the implemented dynamic model for LTE 
network, we simulate TCP Reno with packet loss congestion measure and 
FAST TCP with queuing delay congestion measure in various LTE network 
environments and analyze the stability and performance of each TCP. The 
simulation results show that FAST TCP is superior to TCP Reno in 
performance over twice and illustrate that queuing delays contain more 
effective information on the network congestion than packet losses in the LTE 
network. 

Keywords: Fast TCP, LTE, Congestion Control. 

1 Introduction 

LTE is called 3GPP Long Term Evolution, it is a high-speed wireless data packet 
communication standard for the advanced mobile phone from HSDPA (High Speed 
Downlink Packet Access). It is based on the Release 8 that finalized on December 
2008 from 3rd asynchronous mobile communication technology standard organization, 
3GPP(3rd Generation Partnership Project). LTE uses important techniques, 
OFDM(Orthogonal Frequency Division Mutiplexing) and MIMO(multi-input multi-
output) for communicate at a rate of 12 times more than HSDPA [1,2]. 

In Korea, SK Telecom and LG U + launched the LTE service in June 2011 and KT 
start in January 2012 [3]. LTE subscribers in about 7.09 million people of June 
2012(16.1% increase from the previous month), which accounted for 13.4 percent of 
whole the mobile communication subscribers(about 5,299 million people). The 
number of subscribers in the month rapidly increased [4]. The mobile communication 
base station systems of the previous generation made in the foreign companies, but 
from LTE network system, Korea companies as Samsung Electronoics, LG 
Electnoics, ETRI, and etc increased the share of standard patents [5]. 

In the case of an overseas, LTE mobile communication system is commercialized first 
by TeliaSonera in Sweden in December 2009, and it has services in many countries in 
North America and Europe, and Japan. January 8 2013 now, the service providers of 145 
has begun the commercial LTE services in the 66 countries around the world, the service 
providers of 381 are investing in LTE in 114 countries. Until the end of 2013, the 
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providers of 234 in 83 countries expected to build a commercial LTE network [6]. 
Because of the number of LTE service subscribers increases, the market of base station 
systems, parts, and devices related with the LTE service has also increased [5]. 

 

 

Fig. 1. Trends in Korea and World Mobile Traffic 

It is estimated that the global mobile data traffic has increased rapidly and increase 
more and more to the increased use of mobile devices such as the smartphones and 
the tablet PC. Therefore, the data communication services are the main causes of the 
traffic load in the mobile communication network. This situation is illustrated as 
statistical data in Figure 1. The side effects that increased burden of the service 
providers and the user cost, and quality loss of data services and voice calls have 
become a real problem already. 
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Almost the data application programs that use the LTE mobile communication 
network was designed and operated base on TCP(Transmission Control Protocol), has 
designed in a wired link with the steady bandwidth and the network delay. However, 
the wireless network link includes the mobile communication network, that has the 
characteristic as network delay and bandwidth can be vary continuously along the 
flow of time. Applied to a wireless network as a previous existing TCP caused the 
performance of the wireless network dicrease abnormally [7, 8]. 

Therefore, the communication services based on TCP efficiency providing is 
considered as an important factor in determining the success of the LTE mobile 
communication. It is important to optimize stability and performance of TCP in the 
LTE mobile communication network. In this paper, we modeling the LTE mobile 
communication network by using NS-2 network simulator. We simulate Fast TCP and 
TCP Reno in the network model that has been implemented, and analyze the 
performance and reliability of each TCP protocols. 

2 TCP Reno and Fast TCP 

TCP Reno has AIMD(Additive Increase and Multiplicative Decrease) and the slow-
start characteristics. Currently, this protocol is commonly used as TCP protocol in the 
network of the wired and the wireless. The congestion window(CWND) and the 
window threshold information was calculated every times to send the appropriate data 
to the available bandwidth[10,11]. This congestion control scheme works by taking 
into account the congestion packet loss information. Since the variety of transmission 
medium, the transmission rates, and the routing paths, the status of the network is 
changed according to the time. The response of the entire network is slow and 
inefficient in TCP Reno [12]. 

In the case of Fast TCP, without a way to reduce half of the congestion window 
size as well as TCP Reno, by calculating the appropriate congestion window size in 
each situation for each, Fast TCP is to maximize the using of the bandwidth [13]. Fast 
TCP uses the queuing delay information as congestion means to calculate the 
congestion window, represents the status of the entire network directly, and the 
response rate of the network is faster than TCP Reno. 

3 Experiments 

3.1 Simulation Environment 

Implement Fast TCP and TCP Reno in the LTE network model by using NS-2 network 
simulator and measure the CWND respectively. Further, to measure the CWND of TCP 
algorithm by changing the operating conditions of QoS in the same condition. The LTE 
network topology and the simulation parameters used in the performance evaluation are 
shown in Figure 4 and Table 2 [14]. In the topology, UE use the 10, each of UE are 
assumed to use the voice calls, the streaming, the web search, and the download service 
of data. The bandwidth is 10Mbps, the delay time is 2ms between Cell and eNB. The 
bandwidth is 100Mbps, the delay time is 2ms between eNB and aGW. The bandwidth is 
100Mbps, the delay time is 2ms between aGW and Server. 
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Table 1. Types of Traffic in LTE  

Traffics(Class ID) Example 
Conversational(0) Session/RTP 

Session/RTP Agent 
Streaming(1) CBR/UDP Agent 
Interactive(2) HTTP/TCP Agent 

 HTTP/Client 
 HTTP/Cache 
 HTTP/Server 

Background(3)  FTP/TCP Agetn 

Table 2. Simulation Parameters  

Parameters Value 
Simulation Time 30 Sec 
Multicast On 
Buffer Size 100 Pakets 

3.2 Comparison of CWND in LTE Network 

CWND change measurments of Fast TCP and TCP Reno, depending on whether QoS 
behavior in the simulation are shown in Figure 5 and 6. In the figure, by setting to half 
of the threshold value of the window when a packet loss occurs, TCP Reno has a 
lower CWND than Fast TCP. On the other hand, Fast TCP has CWND twice or more 
than TCP Reno and uses network bandwidth efficienlty, using the queing delay as a 
congestion control veriable. 

 

Fig. 2. Comparison of the Mean Value of CWND with QoS Off  
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Fig. 3. Comparison of the Mean Value of CWND with QoS On  

Table 3. Comparison of the Mean Value of CWND  

Types of TCP CWND Mean (Pakets) 
QoS Off QoS On 

TCP Reno 46.07 38.88 
Fast TCP 95.86 97.36 

Table 3 shows the mean value of CWND while an 1 second. TCP Reno has a lower 
value of CWND than QoS Off, and Fast TCP has a higer CWND value than using 
QoS Off. 

4 Results 

In this paper, we design the LTE network model by using NS-2 simulator, and 
compared the performance of Fast TCP and TCP Reno depending on QOS condition. 
The results of the simulation shown that the performance of Fast TCP is the two times 
or more than TCP Reno and the use of QoS has a higher value CWND. In the LTE 
network, the queuing delay included more effective information than the packet loss 
about the network congestion. 
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Abstract. This study aimed to offer suggestions to the design of robotic patient 
lift based on Chinese clinical demands by investigating the Chinese medical 
institutions at different levels, and assessing the current caregivers’ low back 
load during manual patient handling tasks. 

The space, spatial distribution and structure of seven equipped patient beds 
in four Chinese medical institutions at different levels were investigated. 
Kinetic data and rating of perceived exertion were also calculated and recorded 
from nine caregivers performing six patient handling tasks with three “actor” 
patients.  

We recommend that the robotic patient lift designed for Chinese medical 
institutions should be of more compact size with more flexible features. 
Biomechanical loading characteristics during different handling tasks and the 
patient weight should be taken into consideration in the robotic lift design. 

Keywords: Robotic patient lift, patient handling tasks, biomechanical analysis, 
spinal loading. 

1 Introduction 

Occupational low back injury is a growing concern among nursing personnel, which 
were caused by manual patient handling [1-6]. Epidemiological studies show that the 
manual ways of patient handling are popular in most medical institutions of China, 
causing a high prevalence of musculoskeletal complaints. The low back was the most 
commonly reported body site (56%) [7], and over 70% of Chinese nurses suffered 
from low back injuries [8]. 

Biomechanical researches on manual patient handling tasks prove that excessive 
load is imposed on the caregivers’ lumbar spine during these hazardous jobs [9-12]. 
At the same time, frequent trunk bending and twisting cause high low back load in 
different anatomical directions due to different tasks including lifting, turning and 
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repositioning [10]. That means different patient handling tasks have their own risks, 
which are not merely resulted from one injury index (e.g., compression force). 

A wide range of mechanical lifting and transfer solutions have evolved to enable 
safe patient lifting and handling since the ‘No Lift Policy’ is prevalent in many 
countries. The robotic lifting systems (floor lifts, ceiling lifts, standing aids etc.) have 
yet to reach the commercial market in North America and Europe, and considerably 
decreased the low back load of caregivers[11, 13-15]. Bostelman et.al designed an 
advanced home lift, position, and rehabilitation chair to help the patients with 
potential neural and cognitive impairments [16]. Lee et.al designed a patient 
transportation robot’s lifting arms without a sheet and tested the comfort and safety of 
the machine [17]. However, due to the unique clinical settings, few robotic patient 
lifts were developed based on the Chinese clinical demand. Additionally, a specific 
patient lift considering different loading characteristics of Chinese patient during 
different manual handling tasks is quite necessary in Chinese medical institutions. It 
can effectively relieve the low back injury risks of caregivers in a comprehensive 
way.  

In order to provide specific and comprehensive guides to the design of robotic 
patient lift based on Chinese clinical demand, we investigated the space, spatial 
distribution and structure of equipped patient bed in Chinese medical institutions at 
different levels, and evaluated the risk of low back injuries for Chinese caregivers by 
analyzing the peak force and moment on lumbar 5th vertebra to sacral 1st vertebra 
(L5/S1) level and psychophysical stress during manual patient handling tasks. 

2 Method 

2.1 Investigation of the Size of Wards and Inside Beds  

The sizes of five wards and the inside seven clinical beds in four clinical institutions 
(including two hospitals of first level, one hospital of second level, and a community 
health center) in Shanghai were investigated. The measuring parameters included the 
length/width of wards and beds, distance between beds, distance between bed end and 
wall, and detailed size of other parts of bed (including bed height, foot/bar/footboard 
height). 

2.2 Biomechanical and Psychophysical Study of Manual Patient Handling Tasks 

2.2.1   Subjects 
This study protocol was approved by the Bioethics Committee from School of 
Biomedical Engineering, Shanghai Jiaotong University. Caregiver and agent patient 
subject contents were obtained prior to the scheduled test date. 

Nine female nursing assistants were chosen as the caregivers (with 48±6 years old, 
63.09±5.27 kg and 160.67±5.66 cm.) They had over 2 years (10.22±5.95 years) of 
patient handling experience but carried no prior injury history on their lower lumbar.  

Three agent patients in good health with lower body dependence and upper body 
independence (able to bear weight) are chosen: the lightest patient is a male that 
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weighs 53kg; a female with medium weight of 71kg; and the heaviest patient is a 
male of 79kg. 

2.2.2   Experimental Design 
The experiments consisted of six common manual patient handling tasks in Figure 1:  

a) Turning away: turning patient in bed away from caregiver from back to the other 
side; 
b) Moving to bedside: repositioning patient from lying in middle of the bed to 
bedside; 
c) Raising up to sitting: elevating patient from supine position to sitting on edge of the 
bed; 
d) Lying down to bed: moving patient from sitting on the bed to supine position; 
e) Moving to bed head: reposition the supine patient towards the head of the bed; 
f) Transferring: transferring the patient from sitting on the bed to sitting in a chair. 

 

Fig. 1. The manual patient handling tasks: a) Turning away; b) Moving to bedside; c) Raising 
up to sitting; d) Lying down to bed; e) Moving to bed head and f) Transferring 

Caregivers were asked to perform the tasks with each ‘patient’ three times, and 
rested for 1 minute after each trial. Before the data collection, the subjects performed 
practice trials to familiarize them with each task. On account of the limited 
conditions, an examination couch of 63cm height and an ordinary chair without 
armrests 45cm in height are used as the bed and chair in clinics. 
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2.2.3   Data Collection Techniques 
Vicon® T40 3D Motion Capture with 10 cameras were used to capture the body 
posture of the caregivers. Two forceplates (AMTI® OR6-7) were placed side by side 
to register the ground reaction force. The cameras and forceplates were time-
synchronized. 

Thirty-nine reflective markers were placed on the caregivers’ bodies. Most of the 
markers were placed on the anatomical landmarks of the caregivers along with the 
rest to form the rigid bodies to track: the upper trunk, pelvis, left and right thighs, left 
and right shanks, left and right feet. Thus the segment lengths, joint centers and body 
fixed coordinate system were determined.  

After finishing each trial, rating of perceived exertion (RPE) from each caregiver 
was recorded by Borg CR-10 scale. Caregivers were asked to describe ‘How stressful 
do you (themselves) feel during each task?’ by using the number from 0 (‘not 
stressful at all’) to 10 (‘using the maximum’ effort). 

2.2.4   Model Development and Data Analysis 
A linked eight-segment model was built to estimate net reaction forces and moment at 
low back. The L5/S1 joint was defined by the joint of the upper trunk and pelvis. The 
reaction load for each joint was estimated by inverse dynamic approach. In this study, 
peak force and moment of caregivers’ low back spine in three anatomical directions 
were calculated and compared for each task, representing the instant maximum load 
on L5/S1 level during the manual handling process. 

The effects of each task and patient‘s body weight on peak moment were examined 
by two-way repeated measures ANOVA tests and Turkey HSD for multiple 
comparisons (P=0.05). Kruskal-Wallis non-parametrical rank test was employed to 
determine whether significant main effects (P<0.05) of RPE were observed. 

3 Result 

3.1 The Space, Spatial Distribution and Structure of Equipped Patient Beds 
in Four Chinese Medical Institutions  

Beds investigated in this study included a three-handle and a four-handle bed in 
orthopedic and neurosurgery wards of hospital A (a first level hospital), an ordinary 
and an extra bed in a thoracic surgery ward of hospital B (a first level hospital), a bed 
in a orthopedic ward in hospital C (a second level hospital) and a bed in a general 
surgery ward in a community health center. 

The space size of wards was within the range of 313~357 cm in width and 
510~593 cm in length. The distance between two beds in Chinese wards was within 
the range of 60~85 cm, and the width of corridors (i.e. the space between the bed end 
to the wall, or between the extra bed and an ordinary bed) for robotic patient lift 
running was within the range of 108~155cm. The size of patient bed was within the 
range of 75~95 cm in width and 194~205 cm in length with an extra fixing bar 
normally setting underneath the foot of bed (in Fig.2 and Fig.3). Detailed size of the 
wards and the beds inside were concluded in Table 1.  
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Fig. 2. Graphic top-view of a thoracic surgery ward in hospital B (a first level hospital) 

 

Fig. 3. Hospital bed with an extra fixing bar setting underneath the foot of bed 

3.2 Peak Low Back Force in Three Anatomical Directions  

The peak axis force (i.e. compression) on L5/S1 level during the six manual patient-
handling tasks were above the back-compression criterion limit of 3400N (as shown 
in Fig.3), which was recommended by National Institute for Occupational Safety and 
Health [18]; Additionally, the peak A-P shear force during task b (512.37±63.87 N) 
and e (534.74±65.22N) were over the recommend caution level of 500N [19], while 
the others all surpassed 400N. 

Task f had the highest axis force (i.e. compression, 4833.57±905.24N) (P<0.01). 
Task b and e resulted in highest A-P shear force (512.37±63.87N/534.74±65.22N) 
(P<0.05). Highest lateral shear forces were found in the mean value of task c (P<0.05) 
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and d (P<0.005).Task a cost the lowest load on L5/S1 motion segment in three 
directions (P<0.05). 

Table 1. Size of wards and the clinical beds from various hospital levels in Shanghai 

 

 

 
Fig. 4. Peak low back force calculated in six patient-handling tasks in three directions 

Significant difference in values of force existed between light and heavy ‘patients’ 
(P<0.05), and between medium and heavy ‘patients’ as well (P<0.05). However, no 
difference between light and medium patients was noticed (p>0.1). 

3.3 Peak Low Back Moment in Three Anatomical Directions  

Task c, d and f in Fig.4 had the highest peak moments in twisting directions (P<0.05), 
while Task a and b showed the significant lowest moments (P<0.05). Moreover, 
significant difference did not exist in peak extension-flexion and lateral (left-right) 
bending moment. 
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Fig. 5. Peak low back force calculated in six patient-handling tasks in three directions 

There were no significant differences in peak low back moment of three 
anatomical directions among the three levels of ‘patient’ weight (p>0.05). 
Furthermore, the cross effect of weight and task could be ignored (p>0.1). 

3.4 Caregivers’ Rating of Perceived Exertion  

The ratings of perceived exertion on low back during six manual patient handling 
tasks were between 3~6 (Fig.5), which means the perceived exertion were from the 
degree of ‘medium’ to ‘stressful’. Difference existed among these tasks: mean rank of 
Task e and f were significantly higher than other tasks (P<0.05), while Task a and c 
had the lowest rank (56.46 and 68.89) (P<0.05). 

Significant difference of RPE was found among three patient weight levels 
(P<0.05). The patient with medium weight caused ‘moderate’ strength of caregivers 
(RPE≧3) during all tasks, while the heaviest patient made caregivers ‘a bit of 
stressful’(RPE>4) and even more ‘stressful’ during task b, e and f (RPE>5). 

 
Fig. 6. Ratings of perceived exertion on spinal low back during six patient handling tasks 
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4 Discussion 

Few patient lifts based on Chinese clinical demand are designed and applied because 
of the limited medical resources and restricted clinical area. Thus, handling and 
moving patients manually are still popular in many Chinese medical institutions with 
the restricted clinical conditions. In order to offer suggestions to design a robotic 
patient lift specifically for Chinese medical institutions, the space, spatial distribution 
and structure of equipped patient bed of five wards in four Chinese medical 
institutions at different levels were investigated in this study. The current injury risks 
for Chinese caregivers’ lower back during their manual patient handling were also 
evaluated by biomechanical and psychophysical method. 

4.1 Overall Dimensions of Robotic Patient Lift Designed for Chinese Clinical 
Demand 

To avoid the collision with the other beds, the robotic patient lift designed for Chinese 
medical institutions should be of more compact size. The overall dimensions of the 
machine should range 108~155cm so as to move smoothly through corridors. Sensors 
are suggested to set on the robotic patient lift to detect the nearby obstacles and give 
immediate feedback during moving and turning in the wards. 

Additionally, the distance between two beds in Chinese wards was 60~85 cm, 
which was not wide enough for the operation of a lift. Most clinical beds had bars at 
the bottom of bed ends which may block the moving path of lifts. Therefore, we 
suggest another trajectory for the robotic patient lift to approach the clinical bed, 
rather than operating at the bedside. Retractable lift mast, boom and fork would also 
be necessary to support the operation of the robotic patient lift. 

4.2 Robotic Patient Lift Designed to Reduce Different Low Back Injury Risks 

We find that peak loads of compression during all handling tasks were higher than the 
generally accepted limit of 3400N. At the same time, tasks of Repositioning caused 
the high A-P shear force over the caution level of 500N. This means jobs on manual 
patient handling are quite demanding and complex. 

No significant differences in values of L5/S1 force and moment were found 
between task b and e, as well as between task c and d in all directions of all the metric 
values tested. Thus, these manual patient-handling tasks were suggested to be grouped 
into 4 classes according to the above biomechanical results and with the 
characteristics of caregivers’ actions. The features of resultant force and moment 
during all these tasks were summarized. 

 Group I: Turning, including task a ‘Turning away’, operated by pushing or 
pulling patients by ordinary elastic force, cost lowest force, twisting and lateral 
bending moment. 

 Group II: Repositioning, including task b ‘Moving to bedside’ and task e 
‘Moving to bed head’, operated by moving patients against friction force, cost 
highest A-P force. 
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 Group III: Lifting/Lowering, including task c ‘Raising up to sitting’ and task d 
‘Lying down to bed’, operated by lifting or lowering patients with part of their 
weight, cost highest lateral force. 

 Group IV: Transferring, including task f ‘Transferring’, operated by carrying 
patients with most of their weight, cost highest compression, twisting and lateral 
bending moment. 

We suggest that biomechanical injury characteristics during different manual 
handling tasks and the patient weight should be taken into consideration. Multiple 
operation modes are recommended during different handling tasks to effectively 
relieve the low back injury risks of caregivers in a comprehensive way. 

4.3 Patients’ Weight Effect on the Design of Robotic Patient Lift  

It is noted that manual handling tasks performed in China are not the same with those 
in other countries, due to the shorter height and lighter weight of both Chinese 
caregivers and patients (with the average height of 1.67~1.71m and weight of 
65.6~68.5kg for adult male, 1.56~1.59m and 53~59.7kg for adult female [20]).  

’Patients’ weight was proved to have an effect on caregivers’ low back force: 
significant differences existed between light (53kg) and heavy (79kg) ‘patients’ 
(P<0.05), and also between medium (71kg) and heavy patients (P<0.05). There was 
no difference between light and medium weight patients (p>0.1). It is interesting to 
find that the weight gap between medium and heavy ’patients’ (8kg) was quite 
smaller than between the medium and light patient (26kg). However, load difference 
existed between the smaller weight difference rather than the larger difference in 
patients’ weight. This can be explained by the uncontrolled factor of the resultant load 
on caregivers, which was depended on the patient’s body size/weight as well as the 
performance of the agent patient, etc. We estimated that the lighter ’patients’ acted as 
a totally dependent person, while the medium patient may act more ‘actively’ than 
was asked. 

We also assessed the ‘patient’ weight effect on caregivers’ psychophysical stress 
by collecting their ratings of perceived exertion (RPE) to verify the biomechanical 
results. Within each pair of the two levels, significant difference of RPE was found. 
This may imply that the psychophysical index would be more sensitive to the 
caregivers than the biomechanical one.  

Since the patient weight was a significant index of injury risk, an overweight 
patient may cause the potential falling accident due to the unstable structure or 
components of the lift. Therefore, designers of the robotic patient lift should note the 
stiffness of the machine, and install protective devices to ensure the safety of patients. 

4.4 Limitations 

There are two noteworthy limitations of this study. Firstly, a limited number of wards 
and beds were investigated. Limited subjects were recruited, and only six common 
patient handling tasks were evaluated. Thus, more trials are needed to achieve a more 
logical and statistically convincing result. Secondly, considering the limited area of 
the lab, a less realistic experimental environment was built to simulate the real-life 
scenario, which may influence the process and the result of this study. 
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5 Conclusion 

In conclusion, the robotic patient lift based on Chinese clinical demand should be 
designed into a more compact size. The moving trajectory of the machine may choose 
a more flexible way due to the limited space in Chinese wards. The lift should also be 
designed to operate in multiple modes, so as to effectively reduce caregivers’ injury 
risks during different handling tasks with different biomechanical characteristics. 
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Abstract. This paper presents a compact exoskeleton robot for post-stroke 
patients at the early stage of lower limb rehabilitation as soon as they become 
stable. Unlike the usual walking gait, a new training modality mimicking the 
popular exercise named recumbent cycling is implemented to provide safe and 
comfortable assistance for the patients lacking active motor ability as a result of 
very low muscle power. To realize the recumbent cycling gait pattern, the 
exoskeleton robot mounted on a wheelchair possesses two pairs of hip and knee 
joints on right and left legs respectively, and each joint has one degree-of-
freedom actuated in the sagittal plane. Joint position and velocity for recumbent 
cycling modality are calculated based on a simplified kinematic model of the 
exoskeleton. Clinical experiments are conducted with two post-stroke patients, 
and the preliminary results show a promising application of recumbent cycling 
modality in robotic rehabilitation. 

Keywords: Exoskeleton, Recumbent Cycling, Lower Limb, Rehabilitation, 
Wheelchair. 

1 Introduction 

Patients following a stroke need repetitive and intensive movement training to regain 
motor ability [1]. In addition, National Institutes of Health (NIH) suggests that 
physical therapy begins as soon as a patient is stable [2]. Some clinical researches 
have confirmed that post-stroke patients could expect a better recovery if physical 
therapy started early after motor injury [3, 4]. Moreover, even the patients in the acute 
phase could benefit from physical therapy [5]. So a safe and comfortable training 
modality for patients of severely impaired motor ability, e.g. patients with grade 0 or 
1 according to Medical Research Council (MRC) Scale [6] shown in Table 1, is a 
main concern of the implementation of  physical therapy. 

Table 1. MRC scale for evaluation of muscle power [6] 

Grade Description 
0 No contraction 
1 Flicker or trace of contraction 
2 Active movement, with gravity eliminated 
3 Active movement against gravity 
4 Active movement against gravity and resistance 
5 Normal power 
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Body weight supported treadmill training for motor rehabilitation has already been 
established with manual or robotic assistance [7, 8]. Nevertheless, the regular walking 
modality may seem difficult for patients with grade 0 or 1 at the early post-stroke 
stage. Meanwhile, special attention should be paid to the suspension system [9] for 
comfort and safety. As a popular exercise to enhance muscular ability, recumbent 
cycling contains a more convenient joint range of motion to prevent spasm 
occurrence, especially for hip joint, and the patient’s weight is distributed comfortably 
over a large area, supported by the backrest. Mazzocchio et al. [10] conducted cycling 
on healthy subjects, the results indicated that cycling effectively improved 
performance and induced lasting changes in locomotor activity. Johnston [11] showed 
that cycling could address impairments through potentially minimizing stress on 
joints by considering factors influencing the biomechanics of cycling, which benefited 
patients with physical disability. Gregor et al. [12] calculated the general muscle 
moment patterns in younger and older healthy adults from recorded joint kinematic 
and kinetic data in order to more properly and efficiently use recumbent cycling as a 
rehabilitation tool. Additionally, Kerr et al. [13] collected electromyographic and 
kinematic signals from 12 healthy participants during recumbent cycling, the results 
suggested there was sufficient agreement to support the use of recumbent cycling as a 
specific training modality in the early stage of rehabilitation. The researches above 
revealed the potential application that recumbent cycling may provide a safe, task-
oriented locomotor intervention. As a complementary training modality, recumbent 
cycling offers an alternative option to the severe post-stroke patients with very low 
motor ability. 

Exoskeleton robots used for rehabilitation in post-stroke patients with motor 
disabilities are getting more and more attention in recent decades. Most lower limb 
exoskeleton robots, e.g. HapticWalker [14], Lokomat [8] and Lopes [15], adopted the 
normal walking modality of healthy subject to provide patients with a biomimetic 
training pattern. In our previous work [16], a 4-DOF gait rehabilitation exoskeleton 
was developed for body weight supported treadmill training. An important 
prerequisite for these exoskeleton robots is that patients have to partially support body 
weight by themselves [17], which is difficult for those with very low muscle power. 
As mentioned above, recumbent cycling can solve these problems by uniformly 
distributing weight of upper-body over patient’s back. Besides the low load and range 
of joint motion has an intrinsic advantage to prevent spasm occurrence. To the 
authors’ knowledge, few exoskeleton robots developed employed the recumbent 
cycling modality [18, 19]. One of them named “MoreGait” [19] utilized the 
recumbent posture to provide an intensive and durable training through actuating the 
man-made shoes along a straight line, and simulating a force field on the foot pad to 
enhance neural plasticity. 

Therefore, this paper introduces an alternative exoskeleton robot using the 
recumbent cycling modality for lower limb rehabilitation. In the next section, a brief 
description of the exoskeleton robot is presented. Section 3 introduced the 
characteristic and implementation of the recumbent cycling modality. In section 4, 
clinic trials are conducted with 2 stroke patients to evaluate the design concept and 
performance of the exoskeleton robot, followed by discussion and conclusion. 
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2 Lower Limb Exoskeleton Robot 

Exoskeleton robots realize movement therapy by physically attaching to human limbs, 
and passing motion and force through the interaction ports. Therefore an 
anthropomorphic structure is needed to form a compatible kinematic chain with 
human limb, which is the guarantee to a comfortable and safe training. Three 
anatomical joints are responsible for the movements of lower limb, i.e. the hip, knee 
and ankle, the motion of which are achieved through the contraction and expansion of 
corresponding flexors and extensors shown in Fig. 1. It’s assumed that hip and knee 
joints play a primary role during recumbent cycling. So in this research the developed 
lower limb exoskeleton robot has 4 actuated degrees-of-freedom (DOFs) in the 
sagittal plane, i.e. the hip flexion/extension and knee flexion/extension of two legs 
respectively, as indicated in Fig. 1. Meanwhile, mechanical ankle joint is passive to 
accommodate motion of the anatomical one.  

Both the knee and hip joints are driven by custom-made linear actuators 
comprising precision ball screws, timing belts and pulleys. The pulleys are driven by 
DC motors. Encoders are mounted at all motors to measure the hip and knee angles. 
Flexible straps for physically connecting the patient and exoskeleton are distributed 
over the shank and thigh links of two legs, the lengths of which are adjustable 
according to human dimensions standard [20]. 

 

Fig. 1. Lower limb muscles and corresponding structure of exoskeleton 

The robotic exoskeleton moves synchronously to assist human lower limb training, 
which indicates that the mechanical joints ROM should be no more than the 
corresponding one of anatomical joints. Meanwhile, some specific constraints should 
be added considering the posture of recumbent cycling. Table 2 shows the human 
physiological ROM during activities of daily life (ADLs) [21] and recumbent cycling; 
also the designed mechanical limits are shown. 
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Table 2. Human’s ROM and the designed joint limits 

Joint Motion 
Phy. 
ROM 

Rec. Cyc. 
ROM 

Mech. limits 

Hip 
Flexion 120° 78°~ 120° 75°~ 120° 

Extension 30° 
－ － 

Knee 
Flexion 150° 40°~ 86° 90° 

Extension 0° 0° 0° 

During the movement training, the weight of upper body is distributed over the 
backrest of wheelchair, the inclination of which can be adjusted based on patient’s 
preference. Meanwhile, a pair of armrests is mounted over the right and left thigh link 
respectively to stabilize human body. The patients could place their upper limbs on 
the armrests and maintain a comfortable position. Foot drop, as a common 
phenomenon in stroke patient [22], is a crucial factor hindering recumbent cycling 
that needs a dexterous ankle joint. However, the range of ankle flexion/extension in 
weak patient is limited [21], so a pair of foot pads are passively connected to the 
shank links to prevent foot drop and offer a small range of motion to the ankle joint. 

 

Fig. 2. Basic components of the exoskeleton robot 

A hierarchically distributed architecture is employed by the control system, as shown 
in Fig. 3. It comprises three hardware parts: the high level PC, low level control unit and 
exoskeleton. Considering different gaits are needed to adapt to the patients, all four 
driven joints of the exoskeleton can be precisely controlled independently. For each 
driver, an individual position-velocity-current controller loop has been implemented on 
the distributed micro servo motor amplifiers. The close-loop control runs on each 
amplifier in real time. The information of limit switches on each joint is collected by the 
I/O port on the micro servo motor amplifiers. Host PC and distributed micro servo motor 
amplifiers communicate with each other through the CAN bus. 
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Fig. 3. Control system architecture of lower limb exoskeleton 

Safety is one of the most important issues in human-machine system design. The 
safety of this exoskeleton robot is guaranteed by both hardware and software 
assurance. The hardware assurance includes mechanical angle limitation and limit 
switch in each joint according to human motion data and an emergency switch easily 
handled by the therapist. The software assurance sets up the angle and current 
limitations in four motors respectively, and an emergency program to deal with 
mechanical or motor failures. 

3 Implementation of Recumbent Cycling Modality 

An anthropomorphic and comfortable gait pattern is crucial to the therapeutic 
outcome during training session [23]. Other than the walking gait pattern obtained 
from healthy people through motion capture system, the standard recumbent cycling 
gait pattern can be calculated from the simplified kinematic model of one leg since 
the two legs have the same structure, as shown in Fig. 4. 

The kinematic model includes two actuated joints, i.e. hip joint O1 and knee joint 
O2, and two links representing thigh and shank. The trajectory of ankle joint O3 forms 
a virtual circle, the center of which is C. Since the positions of hip joint O1 and centre 
of circle C are fixed, and ankle joint O3 moves along the virtual circle, the vector 
equation of the closed chain is shown as: 

 1 2 2 3 3 1O O O O O C O O OC+ + = +
    

 (1) 

Projecting equation (1) onto the X and Y axis respectively obtains: 

 1 1 2 2 3 3 5cos cos cosl l l lθ θ θ+ + =  (2) 

 1 1 2 2 3 3 4sin sin sinl l l lθ θ θ− − = −  (3) 
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Fig. 4. Simplified kinematic model of lower limb exoskeleton 

 
Where l1, l2, l3, l4 and l5 are length of thigh, length of shank, radius of virtual circle, 
vertical and horizontal distance between hip joint O1 and center of virtual circle C. 
According to human dimensions standard [20], different combinations of l1 and l2 are 
used to accommodate to the different human body sizes. l3, l4 and l5 are determined by 
the position and radius of the virtual circle, here l3=150mm, l4=230mm and l5=650mm. 
Ankle joint 3 is determined by the angular velocity of circular motion of O3  
expressed as w, which is set according to the assessment of patient’s motor ability. 
Hence given a set of length of thigh, length of shank and angular velocity 
respectively, i.e. l1, l2 and w, the joint angle 1 and 2 can be calculated through 
equation (2) and (3). Once the joint motion of one leg is obtained, the other leg can be 
calculated easily by phase-lag of π. Here the right leg ahead of left one is chosen. Fig. 
5 shows the hip and knee joint angle (a) and velocity (b) of two legs respectively 
when l1=465mm, l2=400mm and w=π /5rad/s. The obtained position-velocity-time 
(PVT) data of four joints is served as input to four motors respectively, which controls 
the execution of recumbent cycling modality.  
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(a) 

 

(b) 

Fig. 5. Hip and knee joint angle (a) and velocity (b) profile 

4 Experiment and Discussion 

Clinical experiments were carried out to testify the feasibility and effectiveness of the 
lower limb exoskeleton using recumbent cycling modality. Two stable post-stroke 
patients (see Table 3) participated in the experiments under the supervision of 
professional therapist. Informed consent was obtained. The training procedure of each 
patient lasted for 30 minutes. 
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Table 3. Patients information 

Rank Gender Age Height (cm) Weight (kg) MRC grade 

1 M 85 162 51 
Left: 3 

Right: 0 

2 F 61 157 56 
Left: 1 

Right: 4 

Fig. 6 shows the male patient wearing the lower limb exoskeleton during 
rehabilitation training. This patient is right hemiplegia with right MRC grade 0, which 
means the right leg couldn’t generate any active movement. The preparation 
procedure before training was simple and less time consuming when compared with 
body weight suspension. During the training procedure, the patient followed the 
recumbent cycling gait pattern passively and no joint or muscle pain appeared. The 
comfort and safety of exoskeleton system and recumbent cycling modality are 
verified. 

 

Fig. 6. Experiment setup of lower limb exoskeleton system 

Fig. 7 shows the motor torque of hip and knee joints in female patient during 
movement training. An interesting phenomenon can be discovered that motor torque 
of the unaffected leg showed more fluctuation than the hemiplegic one. This may 
attribute to the active motion during leg movement when the patients were asked to 
move freely according to their own wishes. The preliminary results obtained are 
encouraging, and more experiments are in progress to provide more clinical data for 
further analysis.   
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Fig. 7. Motor torque of knee and hip joints of the female patient 

5 Conclusion 

A lower limb exoskeleton mounted on a wheelchair for motor rehabilitation of severe 
post-stroke patients was presented. Unlike the common walking gait pattern, the 
exoskeleton employed recumbent cycling modality to provide more comfortable and 
safe training through supporting most of human upper body weight with adjustable 
inclination backrest. Hardware and software assurance were implemented to ensure 
training safety. A simplified kinematic model of the exoskeleton mechanism was 
obtained to calculate the recumbent cycling gait. Two post-stroke patients involved in 
the clinical experiments under the supervision of therapist to testify the exoskeleton 
system. The preparation procedure was simple when compared with suspension in 
body weight support treadmill training. Both patients accomplished the experiments 
successfully and showed no discomfort or pain. The results encourage the promising 
application of recumbent cycling modality in robotic rehabilitation. 

In future work, an active ankle joint to provide more natural recumbent cycling gait 
pattern is needed. Besides, passive movement training is not suitable for patients 
regaining some motor ability. To stimulate the locomotor potential and initiative 
participation of these patients, active control strategy combing with virtual reality 
may provide better solution. 
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Abstract. Simulator for smart wheelchairs is of great significance for both 
driver training and algorithm design. A development and simulation platform 
for wheelchairs is presented in this paper. On this platform, simulations of 
kinematics, dynamics and sensors are integrated, and a virtual prototype of 
wheelchair and virtual world are modled also. The sensors include encoders, a 
laser range finder and a set of Kinect. This platform is implemented in Gazebo 
and ROS, and is completely open source and freely available. Experiments 
verifies that this platform can be used as a valid tool for driver training and 
algorithm design. 

Keywords: Simulation, Smart Wheelchair, Driver Training, Algorithm Design. 

1 Introduction 

Increasing the mobility of individuals with mobile dysfunction, powered wheelchairs 
can ensure them a more independently life. However, enough driving skills are required 
to assure them of operating wheelchairs safely. A simulation system providing driver 
training is urgently necessary for these users. On the other hand, due to the insufficient 
of powered ones, several smart wheelchairs have been developed over the past decades 
[1-4]. However, high costs of hardware equipment and poor test repeatability make it 
difficult to design and optimize the algorithms for smart wheelchairs. The development 
and simulation platform for smart wheelchairs can meet the demands for shortening the 
development cycle of a new algorithm and reducing the costs of experiments. 

 A virtual reality based 3D simulator for wheelchairs was presented in [5]. However, 
the simulator only works in 2D world, without including dynamics and sensor 
modeling. In [6], a stair climbing wheelchair was modeled and simulated to validate the 
stair climbing feasibility. It only focuses on stair climbing wheelchair which is different 
with powered one. An interactive wheelchair training system that adjusted the position 
of the wheelchair on the screen according to the rotation speeds of wheelchair’s wheels 
was developed in [7]. Nevertheless, the system only takes kinematics into 
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The implementation of this platform makes a use of Gazebo [14, 15] and ROS [16]: 
the calculations of dynamics and sensors are vastly based on the physical engine ODE 
and rendering engine OGRE in Gazebo; communication between client programs is 
implemented in ROS. The modules excluding GUI are dynamically loaded, and can be 
modified or replaced conveniently according to the specified wheelchair simulated 
(especially sensors). Since the smart wheelchairs are ever-changing, a platform whose 
code is not available may not works in such situations. Following the principles 
established by Gazebo and ROS, this platform is completely open-source, and 
maintains a brief API for developer and a friendly GUI for end user. 

 

Fig. 2. Software structure of the development and simulation platform 

3 Kinematics and Dynamics 

3.1 Kinematics 

The kinematics equation for the wheelchair is described as follows: 
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Where, (x, y, ) is the position of the wheelchair, and (v,ω) the linear velocity and 
angular velocity of the wheelchair. 

(v,ω) is derived from rotating speeds of two driving wheels which is treated as the 
controlled variables: 
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 Where (r, b) is the diameter and spacing of two driving wheels. 
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3.2 Dynamics  

There are a couple of approaches for mobile robot dynamic simulation. The whole 
physical process is simulated by physical engine in the first approach, such as ODE, 
Bullet, etc. The precise simulated effect (such as collision process) can be achieved by 
this approach when the physical quantity within the dynamic model is known. However 
in practice, part of physical quantity is difficult to obtain, and some characteristics of 
simulated object cannot be indicated through rigid body dynamics, such as time delay. 

In the second approach, through collections of the identification of model 
parameters of system responses, the entirety of a robot is simulated. Being simplified, 
the approach avoids the measurement of all parts of a robot, and the error depends on 
the fitting precision of the established model. However, constant payload, and no 
external collisional force involved are assumed in this approach, which leads to 
inapplicability in practice. 

Based on the synthesization of these approaches, modeling analysis of the 
wheelchair is carried out at first in this paper, and then the wheelchair dynamic model is 
divided into electric machinery model, wheelchair body model (WBM), and regulated 
model, where the regulated model not only compensates the errors within the electric 
machinery and WBM, and mirrors the characteristics of coupling of wheelchair system, 
and time delay, etc. as well. 

The powered wheelchair can be expressed as a multivariable system, and its 
dynamic equation [17] is described as: 
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Where, ( ) ( ) T

R Lu u s u s=     is the input of actuator. 

The wheelchair is regarded as a servo system, and each term of (3) is obtained as: 
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τ−= =  . (4) 

The influences from payload and the external force to the dynamics of the 
wheelchair can be amounted to the electric machinery model. Thus, the system is 
separated into three parts: electric machinery (with reduce) ( ), WBM ( ) and 
regulated part ( ), depicted as whole as: 

 ( ) ( ) ( ) ( )0C MG s G s G s G s=  . (5) 

It is clear that ( ) and ( ) remain constant in different situations. 
The output moment model from electric machinery model is described by the follow 

equations, with ignorance of the inductance of electric machinery: 
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Where,  is the output torque of the left or right motor,  the torque constant, and 

 the back EMF constant. 

With WBM taken account, we have: 
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Where, M and  are the mass and moment of inertia of the wheelchair body 
respectively. 

Equation (3) and (4) describe the dynamics of the whole wheelchair model, which is 
determined by the input-output data fitting from the experiments, and where  and 
M are obtained from measurements, ,  from identifications. With the 
compensation of ( ), errors to some extend are allowed for the physical quantities 
just mentioned. 

3.3 Parameter Identification 

The parameter identification is carried out on JiaoLong smart wheelchair. Parameters 
of kinematics are simple to acquire, with r = 0.153 m and b = 0.580 m. 

As shown in Fig. 3, an uncertain multivariable model for this system is developed 
through applying inputs (ranges between 0 V and 1 V) to the wheelchair. Classified in 
two situations, the dynamic models are obtained, where ( )|  stands for the start of 
wheelchair (the wheelchair is stopped at present, and is ordered to move), and ( )|  
for the normal mode. These models are described as follows:  
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It can be found that the difference between ( )|  and ( )|  is the 1.143 seconds 
delay, which is designed to prevent abnormal start caused by misuse. 

Table 1 shows the main physical parameters of the proposed model. M and  are 
adjusted to the user’s weight (61 kg), in which  is estimated based on the method 
presented in [18]. 
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Table 1. Parameter of wheelchair dynamics 
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Fig. 3. The responses of simulation and real system in normal mode 

According to the equation (5), the regulated model can be expressed as: 
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This transfer matrix and motor model are discretized and then implemented. 

4 Sensor Models 

Sensor noise is always inevitable in the real situation. Therefore, the error model of the 
sensors should be built to hander the measurement in the simulation. 

4.1 Encoder 

Encoders are used to measure the speed of driving wheels, and the lines per period 
(LPP) method [19] is commonly used. The model of velocity measurement can be 
derived as follows: 

 ( ) ( )( )1
2

ˆ floor floor
2 2

k k
k

nN nN

nN T

π θ θω π π
−= −

Δ
 . (10) 

Where,  is the angular speed of the wheel, n the transmission ratio between the 
wheel and encoder,  the angle of wheel, ∆  the measurement cycle, and floor(·) 
the rounded down function. 
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4.2 Laser Range Finder 

The error of laser range finder mainly consists of flicker noise and white noise [20]: 
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 . (11) 

Where,  x is a Gauss-Markov process, and v a white noise whose mean is 0 and 
variance is μ. 

4.3 Kinect 
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Fig. 4. Operating principle of the Kinect [21] 

The Kinect is simulated and replaced by depth camera of Gazebo in the platform. Its’ 
principle can be described as Fig. 4, and the calculation process [21] is shown as: 
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Where, ( , , )  is the coordinates of the measured point k,  the depth of 
reference plane, f the focal length of the infrared camera, b the base length, d the observed 
disparity in image space, and ( , ) the coordinates of point k in the image plane. 

Noting the geometric relationship, we have: 

 2 2

k kd x y= +  . (13) 

To facilitate the analysis, that  and  follow the normal distribution, and are 
independent of the other is assumed. According to the error propagation model, the 
error of the Kinect can be described as: 
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Where,  and  are the error of  and  respectively. 

5 3D Model of Wheelchair and World 

Various tools can be used to design the CAD model of wheelchair and world. 
SolidWorks is chosen to draw the 3D model of wheelchair, which is shown in Fig. 5-a. 
In order to control the six joints of the wheelchair, the body, shafts, front and rear 
wheels are drawn separately. 

   

a) 3D model of the wheelchair.      b) 3D model of Virtual World. 

Fig. 5. 3D wheelchair model and world model 

It should be noted that all processes including rendering and dynamics must be 
finished in a step cycle (1 millisecond on this platform). To reduce the computational 
complexity, two different models are designed for the rendering engine and physics 
engine. A complex model with many triangle meshes is used for rendering. The other 
model composed of simple shapes including boxes and cylinders is used for collision 
detection and dynamics calculation. In this way, computing load can be reduced 
significantly without sacrificing the simulation precision. 

In order to simulate the actual scene, both the static and dynamic characteristics of 
world are modeled. The static characteristics refer to stationary objects such as furniture, 
doors and walls. Described in the COLLADA format [22], these objects are composed of 
complex shapes and materials with transparency and texture. Some popular 3D modeling 
software including Google SketchUp and 3D Studio Max are used to synthesize them in a 
same scene. As the dynamic characteristics, random pedestrians are modeled in the scene, 
and their behavior is roaming with obstacle avoidance. 
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6 Applications 

The proposed platform can be used in many contexts. Two examples that applies it to 
driver training and designing control algorithm are presented below. 

6.1 Driver Training 

As shown in Fig. 6-a, the development and simulation platform combined with 
JiaoLong smart wheelchair and a projector can be used for driver training. User moves 
the joystick of the wheelchair whose signal is sampled by the platform. According to 
the user’s command, the motion of wheelchair is simulated and the first person view is 
projected. Simultaneously, user’s operations, navigation path and collisions are 
recorded to evaluate the driving habits and skills. 

Wheelchair

Virtual 
World

PedestrianFirst-person 
View

Joystick

collision

Goal

 

        a) The driver training system.          b) The virtual world and navigation path. 

Fig. 6. Driver training on the development and simulation platform 

As shown in Fig. 6-b, an indoor simulation scene where some pedestrians are 
roaming is designed to train the user. The user is asked to drive the wheelchair from the 
initial position, pass the door and corridor, and dock at the desk. During this period, the 
user should avoid the pedestrians and other obstacles. The navigation path driven by a 
newbie is shown in Fig. 6-b. There is a collision occurred because the user cannot turn 
the wheelchair with large inertial promptly. 

6.2 Development of Client Program 

Due to the limitation of test environments and available users, design and optimization 
of new algorithms for smart wheelchair is somehow difficult. In this situation, the 
proposed platform can shorten the development cycle and reduce the experimental 
costs. This part takes the semantic map based shared controller [23], which is tested and 
verified on the platform, as an example. 
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a) The software structure in a real scene.

b) The software structure in a virtual scene.

 

Fig. 7. The software structures of the system combined with the shared controller 

The software structures of the system in real and virtual scene can be found in Fig. 7. 
Obviously, the only difference between them is that the simulator replaces the hardware 
related modules in the real scene. In this sense, the steps to develop a new algorithm can 
be described as follows: 

a) Implement the algorithm in ROS (just like the way in a real scene); 
b) Simulate and optimize the algorithm on the platform until the goal is achieved; 
c) Replace the simulator with the drivers for hardware (only the executable files), 

and the algorithm is applicable now. 

Joystick 
input

Controller 
output

LRF data

Recognition
result

Kinect data

With shared controller
Without shared controller

Goal

Goal

With shared controller
Without shared controller

Too close to 
the wall
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a) Schematic diagram.       b) Simulated trajectories.      c) Actual trajectories. 

Fig. 8. The results of the wheelchair with and without application of the controller 

Fig. 8-a illustrates how the controller works. It builds a local 3D semantic map 
through the Kinect. Combining this map and the joystick input, the controller achieves 
an object related navigation with obstacle avoidance. As shown in Fig. 8-b, the user 
tries to drive and dock the wheelchair at the destination desk from the initial position. 
Both of the trajectories of the wheelchair with and without the application of the 
controller can be found in Fig. 8-b. The wheelchair with the controller can pass through 
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the doorway safely and dock precisely, while it turns to a danger or a failure when the 
controller is not used. 

Compared with the trajectories in a real scene shown in Fig. 8-c, the characteristics 
that have been described above are similar. Some differences between the experiments 
in a real and a virtual scene should be pointed out as well: a) the real-time performance 
of the platform depends on the computer hardware, especially when the Kinect is 
simulated, so a computer with high performance is recommended; b) the results of the 
simulation is seemly better with less noise of sensors (for example, the slip of wheels is 
ignored in the virtual scene). Despite these drawbacks, the platform can be a useful tool 
for algorithm design with sensors and dynamics implemented in the platform. 

7 Conclusion 

A development and simulation platform for both drive training and algorithm design is 
designed and implemented in this paper. The software structure is proposed with the 
analysis of the hardware of smart wheelchairs, followed by a detail modeling for 
dynamics, sensors and world. The platform is implemented in Gazebo and ROS, and is 
completely open source and freely available. Both developers and end users of smart 
wheelchairs can benefit from this platform. 

 Two applications including driver training and algorithm design are presented. 
Experiments show the effectiveness of the proposed platform, and it can be used for 
driver training and algorithm design. 
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Abstract. This paper presents a novel navigation system designed for a 
brain-controlled wheelchair, which interacts with human user by the low 
throughput interface. The navigation system proposes the semantic map, which 
is integrated with the navigation points, semantic targets and local 3D map, to a 
human user who can choose one of the navigation points as a goal for 
navigation. The semantic targets provide category, geometry and functionality 
information of the recognized objects, such as a table which can be docked. The 
local 3D map provides the navigation points in the traversable areas. The 
human-wheelchair interactive system shows the semantic map to user, and the 
user selects the goal via a brain-computer interfaces (BCI). Therefore, this 
method can help the wheelchair implement accurate navigation (e.g. docking) 
with a low throughput interface and the safety and comfortability are improved. 
Our navigation system is successfully tested in real environment. 

Keyword: Smart Wheelchair, 3D Semantic Map, Brain-Computer Interfaces. 

1 Introduction 

The smart wheelchairs play more and more important roles in disabled and elderly 
people’s life. Most wheelchairs are controlled by the interface such as joystick, touch 
screen or voice. For the people who cannot control these interfaces, the brain-computer 
interfaces (BCI) based on electroencephalography (EEG) is made. But BCI is a low 
throughput device, whose result is only in a limited number of classes and determined 
in 0.5-1 Hz [1]. Therefore, it is difficult to control a wheelchair safely and comfortable, 
using only the outputs of a BCI. 

In this paper, a navigation system integrated with semantic mapping is proposed. 
Semantic mapping is used to extract obstacle, provide the navigation points at the 
traversable areas, and analyze environment to recognize objects, in order to propose 
probable action (e.g. docking, door passage) to the user [2, 3]. The user’s workload is 
reduced to choose either a navigation point or a probable action via BCI to control the 
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wheelchair. In addition, a wheelchair controlled by the navigation system is safer than 
controlled directly by human user command. 

In these years, many brain-controlled wheelchairs were proposed. Carlson et al. [4] 
developed a vision-based shared control for a BCI wheelchair, in which method, the 
vision system provided obstacle avoidance and the wheelchair interpreted the high-level 
BCI commands such as go left and go right. Mandel et al. [5] proposed the combination 
of a BCI interpreting steady-state visual evoked potentials and an environment analyzing 
system. This system analyzed a local 2D map to extract the route graphs. The user could 
choose a route with the four commands of BCI. Iturrate et al. [6] described a 
brain-controlled wheelchair, on which a screen displayed a real-time virtual 
reconstruction of the environment and the target location that wheelchair could arrive. 
The EEG signals of user were processed to detect which target location the user wanted to 
choose. And then an autonomous navigation system controlled the wheelchair move to 
the target while avoiding collisions with obstacles. Perrin et al. [7] presented a 
semi-autonomous navigation for the robot by analyzing the environment to determine the 
probable action of robot, and the human user can decide whether to implement the action 
or not. The probable action of robot was extracted by recognizing the places of interest 
where a human–robot interaction should take place (e.g. crossings). The user could 
choose the target by means of a button or a brain–computer interface (BCI). 

All the methods above can analyze the environment and provide probable routes or 
actions to user who will choose one of them to drive the wheelchair. But the routes or 
actions those providing are crude, such as follow a route or turn left. They can hardly 
implement accurate navigation of the wheelchair, such as docking, which is our aim. 
Consequently, our navigation system can reduce the operation of user and improve 
comfortability. Furthermore, as pose and category of the target is known, our 
navigation system can plan an optimum trajectory, which is safer than the passive 
obstacle avoidance. 

In this article, system architecture of semantic mapping for safe and comfortable 
navigation of a brain-controlled wheelchair is presented. A local 3D map is built online 
using Rao-Blackwellized particle filter (RBPF). The local 3D map is used to extract 
navigation points and semantic targets. The user selects the goal from the navigation 
points or semantic targets. And the wheelchair is autonomous navigated to the goal. A 
smart wheelchair equipped with a RGB-D sensor and a laser range finder (LRF) is 
developed as experimental platform for studying the effectiveness of the proposed 
method. 

2 System Architecture 

As shown in Fig. 1, our approach has two loops: human loop and machine loop, and 
semantic map is the bridge between these two loops. In machine loop, a semantic map 
including a real-time virtual reconstruction of the local environment, combined with 
navigation points and semantic targets, is built. In human loop, the user faces a screen 
displaying the semantic map, and uses EEG signals to select a goal from the navigation 
points and semantic targets in the semantic map. Once the goal is selected, the motion 
control module will calculate the speed of wheelchair considering with obstacles. 
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4.1 Local 3D Mapping 

To extract the traversable area and obstacles around the wheelchair, a local 3D map is 
needed. In this paper, Rao-Blackwellization particle filter (RBPF) [9, 10], an 
implementation of SLAM problem, is used to localize the pose of wheelchair and build 
local 3D map. SLAM is a problem that estimates ( : , | : , : ), the joint 
distribution over the wheelchair trajectory :  and the map , by sensor observations 
(laser scans) :  and control signals (odometry) : . Rao-Blackwellization is 
expressed by the following equality: 

 ( : , | : , : ) ( | : , : ) · ( : | : , : ). (1) 

which decouples the trajectory estimation problem ( : | : , : ) from the map 
computation ( | : , : ). 

The map computation problem can be solved by assuming that wheelchair trajectory 
is known and using inverse laser range finder model. The map is stored in a grid map. 
Each ceil of the grid map expresses the probability of occupancy. The occupancy 
probability of each ceil is updated by sensor observations [11]. Rather than directly 
register the raw data of sensor, the occupancy probability representation can reduce 
noise of sensor and ignore the dynamic obstacles such as people. 

For the trajectory estimation problem above, a non-parametric implementation of 
the Bayes filter is implemented. The Bayes filter is based on a set of particles. Each 
particle associates with a weight, and each particle represents a trajectory hypothesis 
for the wheelchair up to time . Since we assume that the movement of our wheelchair 
is restricted in the 2D plane, the trajectory of wheelchair consists of a set of poses : ( , , ) , including position and orientation. The particle filter performs 
following three steps between ( : | : , : )  and ( : | : , : ) : 
predicting the pose of wheelchair by the motion model and odometry, updating the 
weight of particles by matching laser scans, and resampling the distribution of particles 
if necessary. 

In order to building local 3D map online, at each time the SLAM updating the pose 
of wheelchair, a frame of point cloud obtained by RGB-D sensor is inserted into the 
local 3D map, and the point clouds, which are obtained far from the current position, 
are discarded. 

4.2 Obstacle Extraction 

The obstacles are extracted from the local 3D map in order to mark the navigation 
points. Since the wheelchair only travel in the 2D ground, the wheelchair can be 
considered as a cube and all obstacles can be project to the ground. Supposing the 
wheelchair can go through the obstacle lower than Hmin and the height of wheelchair is 
Hmax, the obstacles can be represented by the follow equation: 

 ( , )|( , , ) , . (2) 

where  is the points of local 3D map. 
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4.3 Semantic Target Extraction 

The shape-based method is used to build 3D semantic map, referencing to our previous 
work [2, 3]. The local 3D map is processed by three steps: 

1) Data preprocessing: using pass though filter and down-sample to reduce the 
amount of data; 

2) Segmentation: using RANSAC algorithm and European clustering to segment 
the point cloud into horizontal planes and vertical planes; 

3) Recognition: matching the segments to a priori model library in order to 
identify the semantic targets. 

 Finally, the semantic targets are marked on the local 3D map. 

4.4 Visual Feedback 

The semantic map integrated with local 3D map, semantic targets and navigation points 
is displayed on the screen as a visual feedback to the user (Fig. 2). The user can control 
the wheelchair by selecting the goal from the navigation points via BCI. 

The distribution of navigation points is inspired by the article [6]. The ground is 
divided by a grid, and each intersection between circular arcs and radial lines is a 
possible position that a navigation point can locate. Considering both accurate control 
and fast move ability of wheelchair, the closer from the wheelchair, the thicker 
distribution of navigation points is, and vice versa. So the appropriate grid is like Fig. 
2-b. On each intersection, if the minims distance to the obstacle is larger than a 
threshold, this point is a navigation point (the white points in Fig. 2-b). And the 
semantic target (the white frame in Fig. 2-b) is binding on the nearest navigation point. 
The goal, as a selected navigation point (the green point in Fig. 2-b), will be delivered 
to the motion control module for driving the wheelchair. 

 

  

(a) (b) 

Fig. 2. (a) Snapshot of a user navigating along a corridor; (b) Detail of the screen displayed in (a) 
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5 Motion Control 

Driving the wheelchair to a normal navigation point and a semantic target are different, 
because the pose of a semantic target includes position and orientation meanwhile a 
navigation point only contains position. 

The navigation system controls the wheelchair to a semantic target according to the 
relative position of the wheelchair and the semantic target. A real-state feedback 
controller [12] is used to calculates the linear and angular velocity (v and ω) (Eq. 3). 

 

vω +r ∆ + ∆+ atan2(∆ , ∆ ).                        (3) 

where ∆  and ∆  are position error between the wheelchair and the semantic target, 
 is the orientation of wheelchair, r is the distance between the wheelchair and the 

semantic target,  and  are intermediate variables. ,  and  are constants. 
The method to navigate the wheelchair to a normal navigation point is a 

simplification of above method as shown in Eq. 4. 

 

vω atan2(∆ , ∆ )r ∆ + ∆ .                            (4) 

where the meanings of all parameters are similar with above. 
In order to guarantee the safety of motion, MVFH&VFF methods [13, 14] are used 

to implement obstacle avoidance, as modifying the linear and angular velocity 
command according to the laser scan. 

6 Experiment and Results 

6.1 Wheelchair Prototype 

The wheelchair prototype [2, 3] based on an ordinary electric wheelchair, equipped 
with several mobile robot sensors including a Kinect, a LMS200 LRF, odometry, and 
an Emotiv EPOC EEG Neuroheadset etc., is shown in Fig. 3. There are two computer 
on the wheelchair, one runs Linux to implement semantic mapping and motion control, 
and another one runs Windows for BCI. And these two computer communicate with 
each other by Ethernet. The motion control commands are executed by the Smart 
Motion Controller (SMC) of wheelchair in 20Hz. Both laser scans of LRF and point 
clouds of Kinect are obtained for semantic mapping. The local 3D mapping algorithm 
is performed using a ROS implementation of GMapping [10] from OpenSLAM. The 
semantic map update frequency is 1Hz. The EPOC is connected to the computer by 
Bluetooth for obtaining BCI commands in 3Hz. The system software is developed 
based on ROS [15] and PCL [16]. 
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6.2 Experimental Environment and Task 

The environment for experiment is shown in Fig. 6-a. The tasks include passing 
through a doorway and docking into the table. 

The blue line in Fig. 6-a is the path of wheelchair. The path of wheelchair controlled 
automatically, when the user selects a semantic target, is marked as dashed. 

6.3 Semantic Mapping 

Fig. 5 illuminates an example of semantic mapping test. Fig. 5-a is a snapshot of 
experimental environment, and Fig. 5-b is the screenshot of semantic map at that 
moment. In the semantic map, the white points are navigation points, the green point is 
the goal, and the white frame marks the semantic target (a table). 
 

  

(a) (b) 

Fig. 5. (a) Snapshot of a user preparing to dock into table; (b) Detail of the screen displayed in (a) 

6.4 Performance Evaluation 

This section describes a general evaluation of the brain-controlled wheelchair and 
compares our navigation system with the similar system only controlled with 
navigation points excluding semantic targets. We call our navigation system as system 
I and the comparative system as system II. The metrics to evaluate the wheelchair 
performance are: 

1) Task success: degree of accomplishment of the navigation task; 
2) Path length: distance traveled to accomplish the task; 
3) Time: time taken to accomplish the task. 

 The metrics to evaluate the comfortability are: 
1) High ω ratio: the ratio of the control steps whose angular velocity is higher 

than 8 deg/s to the total control steps; 
2) BCI commands: number of BCI commands. 
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 The metrics to evaluate the safety are: 
1) Collisions: number of collisions; 
2) Obstacle clearance: minimum and mean distance to the obstacles. 

Fig. 6-b shows the comparison of trajectories two systems and the results are 
summarized in Table 1 to Table 3. In five experiments of each system, all experiments 
succeed with system I but only once succeeds with system II, since it’s barely docking 
into the table without semantic map. The path of system I is longer, because the 
autonomous navigation to the semantic target needs a longer path which is far from 
obstacles and smooth (the ratio of high angular velocity is lower), in order to 
guaranteeing the safety and comfortability. System II costs more time to complete the 
task since manual control need more adjustment by the user. Similarly, the user sends 
mort BCI commands to system II to control the wheelchair. And both of these two 
systems are safe enough to protect wheelchair from collisions. The obstacle clearance is 
measured when the wheelchair is passing through a door. 

Table 1. Metrics to evaluate the wheelchair performance 

 System I System II 
mean std. mean std. 

Task success 1 - 0.2 - 
Path length (m) 28.5 0.3 23.2 0.6 

Time (s) 96 8 116 10 

Table 2. Metrics to evaluate the comfortability 

 System I System II 
mean std. mean std. 

High ω ratio (%) 3.4 1.1 7.6 1.2 
BCI commands 19 2 37 5 

Table 3. Metrics to evaluate the safety 

 System I System II 
mean std. mean std. 

Collisions 0 0 0 0 
Clearance mean (m) 1.56 0.03 1.33 0.03 
Clearance min (m) 0.65 0.07 0.44 0.16 
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Abstract. Our ultimate goal is to develop autonomous mobile home healthcare 
robots which closely monitor and evaluate the patients’ motor function, and 
their at-home training therapy process, providing automatically calling for 
medical personnel in emergency situations. In our previous study, we developed 
basic algorithms for tracking, measuring, and behavior recognition of human 
subjects by a mobile robot, thus, demonstrated the feasibility of the idea of bio-
monitoring home healthcare mobile robots. In this study, in order to realize 
effective bio-monitoring robots, we investigated 1) color based particle filter 
subject tracking with proposed depth likelihood integration to control the 
weights of particles; 2) control schemes for acquiring stable image sources for 
further human motion analysis, especially, the algorithms for reducing the 
camera vibration due to the acceleration and deceleration of the robot; 3) human 
activity recognition using contour data of the tracked human subjects extracted 
from depth images. Results showed that, depending on depth data can be quite 
useful as an observation by simplifying state space in 2D rather than 3D state 
space, and, a fuzzy control algorithm could decrease the vibration due to the 
acceleration and deceleration. Finally, the human activity recognition could be 
achieved with a high correct rate, by using geometric parameters extracted from 
contour data. 

Keywords: Mobile robot, home healthcare, human behavior recognition, 
tracking strategies, fuzzy control, contour data. 

1 Introduction 

Recently, due to increasing elderly population, and the improvement of medical 
treatment and prevention of lifestyle diseases, the home healthcare is more on 
demand. The aim of home healthcare is to reduce hospital admissions and to make it 
possible for Motor-function Impaired Persons (MIPs) to remain at home rather than 
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using residential, long-term, or institutional-based nursing care. Human motion, such 
as gait, is usually measured by using motion capture systems. However, motion 
capture systems are costly and only effective in limited areas, thus not suitable for at-
home monitoring. 

One solution of monitoring systems for MIPs can be a bio-monitoring robot, which 
is capable of tracking the human subject appropriately, and observe and analyze 
human activities. Using mobile robots to track and follow human subjects is not a new 
research topic. There have been research works using mobile robots equipped with 
various sensors such as vision sensors, laser range finders, audio sensor and 
integration of them [2-5]. Most of these systems aimed to only tracking and following 
persons. Moreover, the sensors used are expensive. 

Our ultimate goal is to develop autonomous mobile home healthcare and 
rehabilitation robots which closely monitor and evaluate the motor function of MIPs, 
and their at-home training therapy process, providing automatically calling for 
medical personnel in emergency situations. This required not only tracking and 
following, but also accurately measuring and recognizing the motion of MIPs in an 
indoor environment. 

In our previous study, we used a mobile robot equipped with a Kinect sensor, 
which contains a RGB camera, a Depth sensor, and a multi-array microphone. We 
developed a set of algorithms to improve the accuracy of the skeletal points extracted 
from the color and depth images. Furthermore, we developed basic algorithms for 
tracking, measuring, and behavior recognition of human subjects by a mobile robot, 
thus, demonstrated the feasibility of the idea of bio-monitoring home healthcare 
mobile robots [1]. Especially, for recognizing human behavior, we applied Hidden 
Markov Model (HMM [6]) for human joint angle data, because that statistical nature 
of the HMM could render overall robustness to gait representation and recognition. 
Compared with the other classification algorithms applied for image sequence 
features [7-10], the HMM based method could give a higher recognition rate. 

Although, in the previous feasibility study, satisfactory recognition results were 
acquired, subject detection and image based tracking were handled by the Microsoft 
Kinect SDK on the scene where the active subject tracking was by following subject with 
the robot motion and Kinect sensor rotation control. However, Kinect SDK for RGB-D 
based subject tracking was not very robust by causing subject loss during tracking by 
sudden environmental changes or vibration on the Kinect sensor due to the motion. 
Hence, a better tracking model is required to solve this problem in order to realize 
ultimately a bio-monitoring robot that could work in the real daily living environment. 
The second problem is that, since the task of robot is to observe human subject, the 
camera should be put at a certain height from the moving platform of the robot. So that, 
uneven terrain existed even in the indoor environment would could vibration of the 
camera, consequently, the image source would be very unstable and difficult to 
recognize. Another problem is that, in the previous research, the measurement accuracy 
was relying on the color markers, which give subjects constraints, meanwhile, are subject 
to the influence of the motion of the robot and human subjects. 

For the first problem, we investigated color-based particle filter tracking [11, 12] to 
be able to track detected subject on the scene in consequent frames. But, since the 
particle state space have some randomness due to motion model, there is a possibility 
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of loosing the subject if the color distribution of the new particle states are not 
consistent with the reference color model. For a successful tracking, it is important to 
use particles with high probability, therefore, we added depth likelihood data too in 
order to eliminate particles with very low depth likelihood observation to support the 
color distribution. For the second problem, we realized a hybrid control architecture 
(Fig. 5), in which 3 controllers were integrated to realize 1) speed control to decrease 
the vibration due to acceleration and deceleration; 2) reactive control to enable the 
robot move while avoid obstacles; 3) PID control for the robot to follow the subject. 
For the third problem, we realized the human activity recognition using contour data 
of the tracked human subjects extracted from depth images. Several geometric 
parameters (the ratio of height to weight of the tracked human subject, and distance 
between centroid of upper and lower parts of human body) were calculated from the 
contour data, and used as the features for the activity recognition. 

The paper is organized as follows: in section 2, in order to show a complete scenario 
of our approach, we briefly explained part of our previous work on human tracking, 
measurement and behavior recognition. In section 3, we described the proposed depth 
integration for color-based particle filter which is a simple but efficient model to achieve 
subject tracking. In section 4, a fuzzy control scheme was introduced. In section 5, the 
human activity recognition based on contour data was explained. In section 6, results 
were shown with discussion. Finally, conclusions were drawn. 

2 Feasibility Study of a Bio-monitoring Mobile Robot 

2.1 The Mobile Robot Used for Experiment, and Measurement  

The robot we employed is a Pioneer P3-DX, with a Microsoft Kinect as vision sensor 
(Fig. 1) [1]. In order to acquire high measurement accuracy, color markers were 
attached to the knee and ankle joints of human subjects (Fig. 2)[1]. The measurement 
experiment was conducted in an experiment room, with a simple setting of obstacles. 

  

Fig. 1. Robot used in the 
studies 

Fig. 2. RGB image with skeleton points (yellow ones are 
original skeleton points, others are the corrected points) 
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2.2 Human Behavior Recognition Procedure 

After the joint trajectories were calculated, they were discretized and fed into one 
Hidden Markov Model (HMM), with trunk tilt angle. The HMM model Hidden 
Markov Model is a statistical model. In the HMM [13, 14], the system being 
processed is considered as a Markov process, which has unknown parameters. HMM 
were built from one series data. Different series of joint and body angle data were 
performed to recognize the gait gesture using HMM and to find the most likely 
decoded paths (Viterbi paths). Feasibility of the research is approved from the results 
in our previous work in which for 6 subjects, 6 motions (walking, sitting, running, 
impaired walking, falling down, standing), the human behavior recognition process 
could achieve a high accuracy (98-99%).  

3 RGB-D Particle Filter Based Subject Tracking 

In this section, we investigated the utilization of RGB-D sensor for color tracking 
using particle filter on region of interest (RoI) which is defined by an ellipse. The 
employment of the particle filter is using recursive Bayesian filter based on the 
distributed samples around a RoI given the state and observations [11, 12]. Due to  
the randomness in the distribution and motion model of the particles, it can handle 
non-linearity of the system and non-Gaussian noise conditions. Therefore, particle 
filter applications can create a robust framework for vision based object or subject 
tracking in dynamical environments [11] that can be replaced by SDK for subject 
tracking. 

First of all, manually given a selected region where the subject locates, a reference 
distribution of the color probability density function (pdf) is computed from selected 
RoI [11, 12, 15]. Then, for the given ellipse RoI, random particle distribution is done 
with a state definition as below [15]: 

{ }, , , , , ,t t t t t t t tx y x y Hx Hy θ=s    (1)

where x, y represents the centroid of the reference ellipse or each particle representing 
the center of an ellipse for computing the observation color pdf value followed by 
their motion values as the derivative representations, and Hx and Hy are the half axes 
values with ellipse angle θ [15, 11]. State update definition over time is given as 
follows [11, 12, 15]:  

1 1t t tA s δ− −= × +s  (2)

where A is the transformation matrix for the motion model for the new state, and δt-1 
the random noise on the new state prediction where the color pdf of each particle can 
be obtained by a Gaussian model. Then, the Bhattacharyya cooefficient (3) can be 
used to calculate likelihood of the particles [11, 15]: 

{ }[ , ] [ ] [ ] ; 1,...,p q p n q n n Nρ = ∈  (3)
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In addition to the color similarity, we propose to use depth likelihood based on a 
Gaussian function to update the weights which can eliminate the particles out of 
subject boundaries during tracking task. Therefore, the weights can be kept as the 
color likelihood update or can be assigned to zero if the particle does not fall on the 
estimated subject depth region. In Fig.3, a depth image is given with its respective 
subject depth likelihood and threshold binary data to eliminate particles out of subject 
depth likelihood region. By this way, we can keep the surviving particles on the 
subject body which increases robustness of the tracking without the necessity of 3D 
state space usage as used in the work [12]. Hence, with a simple and fast depth 
observation integration, 2D state space for particles can achieve the tracking with 
RGB-D sensor. 

 

 

Fig. 3. (a) Depth image from Kinect sensor, (b) depth likelihood image computed from the 
sample on subject depth value, (c) binary segmentation of (b), (d) 

Then, the weights of each particle can be calculated as 

( )1t t t tw N d c w −=  (4)

where N(.) is the normalizing function to make the sum of weights to 1, w is the 
particle weight and c is the color likelihood for each particle, d is the depth based 
particle elimination weight in which d is 1 if the particle inside the segmented depth 
subject estimation as in Fig.3(c), otherwise 0. Therefore, in Fig.3(d) color image, the 
weights of particles fall on the background regions will be zero. So, after this update 
all the updated particles will be on the tracked foreground region. 



 Control Strategies and Particle Filter for RGB-D Based Human Subject Tracking 323 

 

4 Enhancement on Data Acquisition During Robot Motion 

The mobile robot control is the processing result of several equipment such as Kinect 
sensor used for subject detection and tracking, a rotating table (mount of the Kinect 
sensor and providing rotation flexibility on horizontal direction for it), eight 
ultrasound sensors on the front end of the robot used for avoiding obstacles. The idea 
is to track the subject detected by the Kinect sensor in which subject distance and 
pose are taken into consideration as well as with the obstacle data around the 
surrounding environment of the robot. 

The subject detection is relying on the Microsoft Research product Kinect SDK 
that labels the detected human subject with color pixels on depth image where the 
object depth values are assigned with gray-scale color map (Fig.4). Initial distance 
and pose detection of the human subject should be as accurate as possible to achieve 
better robot motion behavior for the subject tracing task in indoor environment. 
Kinect sensor and SDK is mostly stable for stationary usage; however, the mobile 
usage has might have problems such as the noisy irrelevant regions detected as false 
detection for the subject boundaries (Fig.4(b)). 

  

Fig. 4. Human subject detection samples by Kinect SDK sofware (a) subject correctly detected 
(b) subject with irrelevant false detections 

There are several reasons that can be stated as the cause of false detections such as 
high illumination or lighting condition changes in the environment, high-speed 
motion or loss of the subject on the scene, or vibration on Kinect sensor caused by the 
robot and rotating table motion. In this paper, vibration on Kinect sensor is examined, 
and we build a control approach as in [14] to reduce the effect of vibration on Kinect 
SDK data acquisition. Fig.5 shows the flowchart of the mobile robot system that try to 
keep a stable distance between the subject while tracking the subject and avoiding 
obstacles [14]. Based on the work in [14], it can be seen that robot speed is decided by 
the distance between the robot and the detected human subject, so rather than using 
that desired speed directly, we tried to use incrementing the speed until reaching 
desired speed by utilizing a fuzzy approach as in Fig.5 and Fig.6 [14]. Ultrasound 
sensors are used for obstacle detection, and subject pose is decided by the pose of 
rotating table that rotates the Kinect sensor to keep the detected subject in the center 
of the image. So, combining all these information, a rule based reactive controller is 
implemented for subject tracking and activity recognition of the subject [14]. Since 
we try to decrease the effect of vibration by the robot motion on the detection of 
subject by Kinect SDK, we made the experimentation on a simplified and stable case 
where environmental conditions can be controlled. Hence, we compared the constant 
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speed assignment or fuzzy speed controller in a straight track of the subject without 
any obstacle with stable lighting conditions. By this way, we can observe how the 
fuzzy controller improve the data acquisition and subject detection of the Kinect SDK 
by reducing the vibration effect on Kinect sensor. The simplified fuzzy system for the 
straight forward motion can be seen in Fig.6(a), and corresponding fuzzy membership 
functions are given in Fig.6(b). We used normalized error (Fig.6(b)) to compute the 
membership values which enables the system to respond around same time duration 
for acceleration or deceleration according the fuzzy output. 

 

Fig. 5. Flowchart of the robot motion control for the subject tracking system 

 

Fig. 6. (a) Simplified flowchart of fuzzy speed control, (b) membership functions for the error 
speed 

In Fig.6(b), ylow, ymedium, and yhigh are the fuzzy weights for the membership 
functions . The parameters of the membership functions of the fuzzy block are a, b, c, 
d, e, and f. Based on the inputs, fuzzy system decides how much the current speed 
should be increased according to the normalized error speed that is calculated by the 
difference of desired speed and actual speed. Desired speed is computed based on the 
distance between mobile robot and subject of interest on the scene as shown in Fig.5. 

5 Feature Extraction for Activity Recognition 

For the activity recognition, we are using our latest implementation as in [13]. First, 
feature extraction from depth images is required to represent the activity of the subject 
over time. To be able create a feature space, we utilize the model stated in our recent 
work [13] which only considers the image processing part of the whole mobile robot 
system. Simply, the model takes advantage of color information on the depth image 
that labels the human subject. In Fig.7(a) and Fig.7(b), sample Kinect sensor data for 
color and depth images are give. Here, we only use the depth image that is labeled 
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with a specific color information on the human subject. Using the color likelihood, 
first we obtain a binary subject likelihood image, and some morphological operations 
are applied to remove the noise and irrelevant regions [13]. Then, binary human body 
shape extracted from the depth image as in Fig.7(c). 

 

 

Fig. 7. (a) Color image, (b) depth image with color map, (c) binary human body extraction 
based on (b) 

To be able to create the feature space to represent each possible activity, some 
geometric parameters are calculated from the shape of the human subject on the 
binary image. For that reason, we utilize three vertical regions as in Fig.8, and for 
each region of the body following data obtained : i) ratio of height to weight of the 
boundary of the human subject, ii) centroid points of upper and lower regions of the 
human shape (one/green and third/blue boxes of human shape), iii) distance in pixels 
between centroid points of upper part and lower part.  

Fig.8 represents several possible daily activity of a human subject in indoor 
environment such as standing, sitting, bending, and lying down [13]. In Fig.8, h and w 
are the height and weight of the shape for each selected region on human body, and d 
is the distance (pixels) between centroid points of upper and lower parts of shape [13]. 

Then, the ratio parameter can be calculated by h/w for each selected region which 
can distinguish several patterns such as standing, walking and lying down [13]. And 
as for the last feature d, horizontal distance between the centroid of upper and lower 
body regions are extracted to improve the classification of sitting and bending 
activities that can cause false detection since the ratio feature for these two activities 
can be similar based on the view point [13]. In sum, we can create four features; three 
ratio features for the upper, middle and lower regions of the binary image, and one 
distance feature to represent the difference of upper and lower body shape.  

 

 

Fig. 8. Samples for the feature extraction model from binary subject images for different types 
of activities 
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6 Results 

6.1 Tracking 

The experiments for the particle filter tracking of the depth-color based proposed 
integrated model was done in such a condition where selected subject and Kinect 
sensor are dynamic. The experiments showed that depth information as observation 
data to particle filter algorithm is good enough to handle tracking in dynamic 
environment. In Fig.9, tracking samples by several frames are given from the 
experimental recordings. The images represent the foreground regions with RGB data 
in which background regions on the scene are removed by the depth likelihood 
estimation. And, particles are shown with the ellipse RoI in which ellipse state space 
is estimated by the weighted average of the particle states [15]. 
 

  

  

Fig. 9. Several sample frames for tracking frames where the estimated ellipsoid region on 
subject body segmented from the depth likelihood 

6.2 The Effect of Fuzzy Control Scheme 

We used a rotating table to control the movement of the Kinect camera in a horizontal 
plane. We installed the rotating table between the base of The Kinect sensor and 
stand-up tool of the Kinect. The Kinect sensor itself has a vertical tilt. Thus, the 
Kinect sensor is able to rotate in vertical and horizontal plane. Now, we have 2 
dimension movement of the Kinect camera. Why we needed 2D movement is to 
manage different kinds of human tracking and following by a mobile robot while 
keeping the tracking human inside the vision area in case that the robot avoiding 
obstacles and can not come near by tracked human.  

However, to be able to observe the vibration affect, the subject is asked to walk in 
a straight line for the experiment while the robot tries to keep the stable distance 
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during the tracking; therefore, both the rotating table and robot pose is in the same 
direction with the subject [14]. So, we can check effect of the fuzzy speed controller 
by minimizing the external disturbances. We tried two different case as the constant 
speed assignment directly and fuzzy speed controller approach to see the noise 
conditions on the Kinect sensor images for the subject detections. 

In Fig.10 (a), it can be seen subject regions are labeled with red color where many 
false detections on several sequences can be observed around the subject, on the floor, 
or on the wall due to the sudden speed acceleration to a constant value [14]. On the 
other hand, fuzzy speed controller improved the image acquisition with subject 
detection by decreasing the number of false detections on the acquired image 
sequences (Fig.10(b)) [14]. This is because of the incremental fuzzy speed assignment 
over time which helps to reduce the vibration effect on the Kinect sensor. 

 

   

Fig. 10. Kinect SDK subject detection with (a) constant speed assignment, (b) fuzzy speed 
controller 

Also, as another evaluation metric, we made a graph over image sequences by 
using the number of red pixels that defines the detected subject regions as in Fig.11 
[14]. In Fig.11 the spikes means that there is sudden increase on the subject image 
region boundaries that is due to the false detections of subject regions as in Fig.11(b) 
[14]. The number of spikes with fuzzy speed controller (Fig.11(b)) compared to error 
of constant desired speed assignment (Fig.11(a)) are decreasing due to the decrease in 
vibration effect since the fuzzy speed controller prevents sudden speed changes that 
result in more false detections [14]. 

 

 

Fig. 11. Number of red pixels to define the subject region on each image sequence with (a) 
constant speed assignment, (b) fuzzy speed controller 
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6.3 The Effect of Feature Extraction 

The Mobile Robotics Programming Toolkit (MRPT) was used as the software 
platform for section 3. The MRPT is an open source and it is released under the GPL. 
The MRPT is basically writing on C++ programming language. We have written our 
full program for the real environment in Microsoft Visual C++/C# 2010 Express and 
Matlab on a labtop computer mounted on the robot. There are many kinds of libraries 
and SDK available for the Kinect sensor. For example, OpenKinect, OpenNI, NITE, 
FAAST, Official windows SDK of Microsoft and so on in different platforms. The 
natural user interface (NUI) API in the Kinect for Windows® Software Developer Kit 
(SDK) enables applications to access and manipulate these data. Notebook computer 
is a Macbook Pro (2.2GHz quad-core Intel Core i7). 

Activity recognition of the human subject is tested as implemented in [13, 14] 
since this paper focuses on the control strategies as in section 3 and 4. However, using 
the model in [13, 14], we are able to classify five different daily activities such as 
walking, standing, sitting, bending and lying down. Based on the four features 
stochastic model as HMM, high accuracy was obtained for each daily activity. 
Standing and lying down activities were recognized with %100 detection rate. Also, 
walking, sitting and bending activities recognized with high performance as %98.2, 
%97.3, and %99.2 respectively [13, 14].  

7 Conclusion 

In this study, we tried to build a reliable bio-monitoring mobile robot system; 
therefore, several modules are examined. First we proposed a simple and fast way of 
integrating depth likelihood observation to color-based particle filter subject tracking. 
Then, based on our previous experiences,control schemes are given for acquiring 
stable image sources for further human motion analysis, especially, the algorithms for 
reducing the camera vibration due to the acceleration and deceleration of the robot. 
Finally, using appropriate feature representation of the human subject, activity 
recognition is achieved by contour data of the tracked human subjects extracted from 
depth images. 

Experimental analysis demonstrated that adapting depth and color observation for 
particle filter tracking can be beneficial for active tracking in dynamical environment, 
and, a fuzzy control algorithm could decrease the vibration instead of using sudden 
acceleration and deceleration commands for the mobile robot. Finally, the human 
activity recognition could be achieved with a high correct rate while the robot tracks 
the human subject, in which using geometric parameters extracted from contour data 
is a good candidate for feature representation. However, more work is needed to be 
done to create a robust system which can handle subject detection, tracking and 
activity recognition. 
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Abstract. Wrist, perform an important function to the daily life. Company 
employee that time in response to changes in the work environment, you are 
working in front of a computer longer, feel the burden of the wrist is not small. 
Patients by 10% or more each year have increased distribution carpal tunnel 
syndrome Indeed, the importance of prevention has been emphasized. In 
addition, carpal tunnel syndrome needs consistent rehabilitation. But it is hard 
without having to visit a professional rehabilitation center, to achieve this in 
daily life. Therefore, it is trying to develop a robot which can prevent the carpal 
tunnel syndrome. Robot has the goal here is a wearable rehabilitation robot 
wrist with two degrees of freedom using the motor. It help the prevention and 
rehabilitation of carpal tunnel syndrome, this robot is equipped with auxiliary 
muscle function and muscle strength exercise some. 

Keywords: Rehabilitation training robot. 

1 Introduction 

Carpal tunnel syndrome, and a disease that occurs it is Rodriguez is located in the 
base of the wrist, nerve pressed on the tunnel site nerves and blood vessels pass 
through, one in 20 Americans is to occur. Carpal tunnel syndrome is a disease 
susceptible relatively surgical therapy. Fortunately, most treatment it is possible 
through non-surgical physical therapy that adjust the paresthesia and pain to recover 
the function of the hand. Median nerve and tendon of muscle to bend your finger are 
passing to carpal tunnel, space of about the thickness of a finger which is located on 
the palm side of the wrist. If it is squeezed or pressed, you will feel which paralyzed 
and numb comes fingers, hand and wrist. It often occurs in people who work force to 
enter a lot of hand or repetitive operation of the finger(playing stringed instruments, 
typing, handicrafts, manufacturing assembly plants, sewing, handicrafts etc.) in 
inefficient posture of the wrist (most of all posture broken wrist). Pain caused by 
carpal tunnel syndrome is started slowly. At night, more intense, when many people 
feel numbness and pain I looks like the show mainly massaged and confessed hands 
and wrists that attempts to reduce pain. Except severe cases, the initial treatment of 
carpal tunnel syndrome, and to use the method of non-surgical most, it is important 
that not only the wrist, to correct the posture of the head and upper body at this time. 
Carpal Tunnel Syndrome is often caused by repeated load on the wrist. So, It is 
important that correct the incorrect usage of the hand in daily work, and take the 
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stretch breaks frequently. This robot is a rehabilitation robot of the wrist to help 
stretch the wrist. What has 3 D.O.F. The robot is not only to simple vertical motion 
but also rotational and left - right motion. Further, it is possible to follow the desired 
strength, speed and position using the impedance control. 

2 Paper Preparation 

Upper limb, including the wrist, perform an important function to the daily life. 
However, recently according to the aging society, Patients with upper extremity 
hemiplegia due to stroke or an increase in the elderly with reduced upper limb 
function. For patients with upper extremity function such decrease, or suffering from 
hemiplegia, it is possible to recover the function by continuous regeneration. Also, 
company employee that time in response to changes in the work environment, you are 
working in front of a computer longer, feel a burden on the wrist is not small. If such 
a case, it is not performed frequently, stretching to release stress of the wrist, may be 
diseases such as carpal tunnel syndrome occurs. The carpal tunnel syndrome actual 
patients by 10% or more each year is increasing, research for regeneration has also 
been actively products considered various for preventing this are released. Wrist or 
paralyzed by disease and a variety of causes, rehabilitation stable is necessary for 
patients with state pursuant to it, but without having to visit a rehabilitation center 
professional, to make it happen in real life it is not easy. Therefore, it is trying to 
develop a robot which can be automatic stretching, regeneration and simple muscular 
exercise is possible easily in real life. Various reasons to increase the pressure in the 
carpal canal, carpal tunnel syndrome is an entrapment neuropathy the most common 
upper limb to induce pain and sensory deficit ischemia of the median nerve occurs. In 
the United States, it is a loss to the business by CTS from injury or illness of fully 
private company (mean 28), and that is the second most followed is a loss to the 
business by fractures (average 30 days) were reported. In this way, the reasons that 
there are many work defect days caused by CTS are a lack of complex preventive 
intervention and an absence of appropriate therapeutic intervention through an early 
diagnosis. Thus, if the proper intervention is not implemented for the patients that 
have already happened, symptom aggravation can accelerate the work defect days. It 
is known that 50% of the medically diagnosed CTS are associated with the work, and 
recently the studies that present the need for preventive intervention, considering the 
occupational characteristic of CTS monitoring system, have been reported. CTS 
patients can be rehabilitated by behavior as shown in Fig.1. 

Therefore, we will try to develop a robot to assist the prevention and rehabilitation 
of CTS. It is provided as a wearable, this robot comprises essentially a function of 
reducing wrist stress and then to move up-down left-right side to the wearer's wrist 
with a two degree of freedom. Also has a function to grasp the movement of the 
patient using the sensor to assist the strength. You can assist in muscle strength or 
light strength training is to be able. help the prevention of water pipe muscle 
syndrome that can occur easily in daily life. 
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Fig. 1. CTS rehabilitation exercises 

The robot performs behavior Wrist Range of Motion and Wrist Extension of Fig.1. 
The following is a description of each motion. Function of active range of motion, 
help to be able to recover the muscle in a no power state, is a simple repetitive motion 
and stretch of the wrist muscles. It is move to perpendicularly, horizontally, oval. 

Function of Wrist flexion exercise is operation, which enhance the strength in a 
state where the strength of the wrist has recovered to some extent. 
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Table 1. Description of each motion of Fig.1 

name motion 

Wrist Range of Motion 

A. Flexion: Gently bend your wrist forward. Jold for 5 
seconds. Do 3 sets of 10. 

B. Exeension: Gently bend your wrist backward. Hold 
this position 5 seconds. Do 3 sets of 10. 

C. Side to side: Gently move your wrist from side to 
side (a handshake motion). Hold 5 seconds at each end. 
Do 3 sets. 

Wrist stretch 

With one hand, help to bend the opposite wrist down 
by pressing the back of your hand and holding it down for 
15 to 30 seconds. Next, stretch the hand back by pressing 
the fingers in a backward direction and holding it for 15 to 
30 seconds. Keep your elbow straight during this exercise. 
Do 3 sets on each hand. 

Tendon glide 

Start with the fingers of your hand held out straight. 
Gently bend the middle joints of your fingers down 
toward your upper palm. Hold for 5 seconds. Do 3 sets of 
10. 

Scapular squeeze 
While sitting or standing with your arms by your sides, 

squeeze your shoulder blades together and hold for 5 
seconds. Do 3 sets of 10. 

Wrist extension: 

Hold a soup can or hammer handle in your hand with 
your palm facing down. Slowly bend your wrist upward. 
Slowly lower the weight down into the starting position. 
Do 3 sets of 10. Gradually increase the weight of the 
object you are holding. 

Grip strengthening 
Squeeze a rubber ball and hold for 5 seconds. Do 3 sets 

of 10 

 
Part of the number 1 in Figure 2 is spanned to the wrist and part of the number2 is 

place four-finger enters. Putting a hand through number 1, It can possible to put the 
finger at number2. Red color of the number 3 is part of the motor. It is placed at the 
top and side of the wrist one by one. The motor attached to the side part moves up-
and-down motion and the motor attached to the upper part moves left-and-right 
motion. The number of 4 is the cylinder. While the hand moves, It decrease or 
increase to be able to move depending on the location. The number of 5 is the part of 
band. It helps robot clasp the wrist considering different size of hand and thickness of 
the wrist regardless different people. 
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Fig. 2. View of rehabilitation robot 

Function of Active range of motion is just control angle for simple repetition 
exercise. 

Wrist flection exercise function track the location using impedance control. 
Assume that external object having mass M, the dynamics of entire system can be 

expressed as follows. 

( )e emx k x x f′′ + − =
                              

(1)
 

here, f is a force applied of the robot. 

if using the PD control law about dx , force f  can be expressed as follows. 

( )d
p vf k x x k x′= − −

                             (2) 

If the gain is positive value, this PD control system is always stable system. 
Force of the steady state to be given to the surrounding environment can read off 

ssx form 0x x′′ ′= = as equation (1) and (2). 
By substituting the formulas used the PD control law, it is possible to determine 

the expression of the steady state as follows. 

d
p e e

ss
e p

k x k x
x

k k

+
=

+
 

                                 

(3)

 

finally, 

( )d
p e

c e
e p

k x x
f k

k k

−
=

+
                                 

(4)
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The impedance control function expression can be expressed as follows.. 

 

1M B−

1M K− 1M −

D

*h

TJ
F

eF

dx

dx

dx

x
x
F

 

Fig. 3. Impedance control block diagram 

 

1 1 1( )d
e eF D X M BE M KE M F C G F− − −= + + − + + + 

         
(5)

 

The following expression for the dynamics of the robot manipulator is expressed in 
Cartesian space. 

( ) ( , ) ( ) eD X X C X X G X F F+ + = − 
                   

(6)
 

Here, X  is the distal position, ( )D X is the inertia matrix in the Cartesian space, 

( , )C X X is the coriolis and the centrifugal forces in the Cartesian space, 

( )G X is the gravity in the Cartesian space, eF  is the exerted force from the 
outside, 

F is the input power to the control. In other words, received force F  from the 

sensor of the wrist, eF  is the exerted force by the motor. Therefore motor is moving 
to get the desired power of the wrist. While the robot moves along the trajectory, 

eF is controlled. 
Impedance control, the objective impedance function is defined as follows. 

eME BE KE F+ + =
                              

(7)
 

Here, M , B , K a positive definite diagonal matrix, dE X X= − , dX is the 

reference trajectory. Contact force eF  is defined by the following equation. 

( )e e eF K X X= −
                                (8) 

Here, eK  is the stiffness of the target, eX  is the position of the target. 
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In this case, the reference trajectory dX  is calculated according to equation(4). 

Using dF , eX , K , eK . 

,d d d d
e

eff

f
x x x x

k
= + = 

                            

(9)

 

e
eff

e

kk
k

k k
=

+
                                    

(10)

 

Here , , , ,d
e d ex x f k k is the factor of , , , ,d

e d eX X F K K . 

But we do not exactly know the stiffness ek  of the target. 

Therefore clear the objects stiffness ek  using the ef  as following 

( )e e ef k x x= −
                                

(11)
 

Solving for ek as follows 

( )
e

e
e

f
k

x x
=

−
                                 

(12)
 

Here, ek  means one component of contact force eF  estimated by wrist force 

sensor. Substituting, 

( )

( )
( )

e

e e
eff

e e e

e

f
k

x x kf
k

f k x x fk
x x

−= =
− ++

−
                   

(13)

 

( )d e e
e d

e

k x x f
x x f

kf

 − += +  
                          

(14)
 

Therefore, reference trajectory dx  can be won from equation (15). Reference 

trajectory dx  is calculated by ex . Suppose that we know values of , , , ,d
e ef f k x x  

for total time. By the way, supposing 0ef =  in equation (15), x  that is a part 

modifying the reference trajectory goes infinity. In other words, 
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( )
0d e e

e
e

k x x f
x f f

kf

− += → = → ∞
                   

(15)

 

This case represents the state that robot does not receive force of the motor, 

ex x=
.   

Using the L’hopital’s theory to solve this problem, compute partial derivatives with 

respect to ef  and substitute 0ef → , when the state of robot is 0, 0e ex x f− = = . 

 0
lim

e

d

f

f
x

k→
=

 
Combining this and equation (15), the results are as follows: 

( )

d
e

d

e e
e d

e

f
x

k
x

k x x f
x f

kf

 +=   − + +                               

(16)

 

Giving force to the wrist, the force value is obtained by senor. Using this value, robot 
can be moved through the force of the desired value. It works like holding a dumbbell 
in wrist movement for patients. Therefore, setting the force as the desired weight of 
the dumbbell, the movement of the robot can be determined by the force value of 
wrist which obtained from sensor.  

Dynamixel has a 260Ncm torque, if average 10cm to a length of the palm from the 
wrist, it is possible to give the average force 26N. 

We're planning to use the motor rather than a pneumatic cylinder, to design a 
wearable rehabilitation training machine of 3 DOF. Select by motor that uses a 
Dynamixel with a light weight as compared to DC motors general put out sufficient 
force. In order to move the wrist, a constant torque is required, the robot is struck by 
the weight of the wrist when the torque greater than the gravitational force due to the 
weight of the wrist does not do anything necessary, phenomenon does not occur. And 
is to have the convenience of movement and carry it to production to be able to use 
without the help of peripheral devices. Also, It has a weight 68g, minimum control 
angle is 0.29 °. It can be controlled relatively precise. 

3 Conclusion 

Through motor control, use carpal tunnel syndrome rehabilitation robot to help patient 
convenient and safe treatment. Also, use it to protect carpal tunnel syndrome in daily 
life. This robot can be used at everywhere because of light weight basing on simple 
design and high mobility. Depending on the hands’ position, robot can control proper 
force. There are some effects like exercising with dumbbell with impedance control 
by controlling designed force, velocity, position. Therefore, this machine can help 
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patient not only stretching but also strength training. This robot has 3 D.O.F, so can 
help patient’s top and bottom, left and right and rotational stretching of wrist. The 
robot is operated without the help of other peripherals. Thus, there are some 
advantages mobility and easy to produce instead of using Pneumatic cylinder motor. 
Pneumatic cylinder is more powerful than motor, but just using motor’s force is 
enough to control wrist force. Additional features to consider are emergency stop 
function and angular alignment control function. Emergency stop function is 
considered because of patient’s safety and malfunction. If emergency stop function is 
operated, the robot will stop acting and reinstated. Also, alignment angle can be 
different from each person, so the angular alignment control function is made to 
customize for every user. All in all, if you set up the range of movement of the wrist, 
according to a person stretching effect is expected to appear. 
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Abstract. The kinematic synergy observed in angular velocity profile are 
employed by human hand in skilled grasping movement. Comparing to the 
static posture synergy, the reconstruction error of hand shape from kinematic 
synergy is obviously smaller when both using two most significant principle 
components. What’s more, the whole process of hand dynamic movement can 
be reconstructed just by several constant parameters as weight coefficient to 
linear combine the kinematic synergies. However, no work in literature 
mechanically implement the kinematic synergy for designing anthropomorphic 
hand. In this paper, real-world data of hand grasping process is collected using a 
data glove, and two most important kinematic synergies are extracted. A novel 
mechanical designing principle is proposed to synthesize the synergies by 
groups of cams. The mechanism design has the potentially attractive benefit to 
greatly reduce the complexity of motion control of anthropomorphic hand. The 
full grasping process of anthropomorphic hand can be implemented just by 
keeping input-shaft rotate one cycle at constant velocity. 

Keywords: kinematic synergy, mechanical implementation, anthropomorphic 
hand, design principle. 

1 Introduction 

The human hand has a large number of mechanical DOF, which offers great 
flexibility to perform skilled grasping and manipulation. It is a particularly 
challenging to design an anthropomorphic prosthetic hand controlled by bio-signals, 
such as sEMG(surface electro-myography) and EEG(electro-encephalography), that 
can replicate the dexterous movement of human hand. To achieve this goal, the 
particular mechanism employed should be able to implement statistical information of 
the dexterous movement as much as possible. On the other hand, the number of input 
channels for controlling anthropomorphic prosthetic hand should be compatible with 
the bio-signal interface. However, due to the limited bandwidth of bio-signal 
interface, the versatility and controllability seems to be incompatible if each degree of 
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freedom of the anthropomorphic hand require individual control to perform grasping 
task or manipulation. 

The neurophysiological researches about the principle of CNS (Central Nervous 
System) coordinate the fingers motion provide an alternative strategy to address this 
problem. It is showed that the coordination of available degree of freedom follow the 
synergy manner. Each posture or motion procedure of hand can be represented as linear 
combination of several principle components. This principle component correspond to 
static or temporal flexion/extension actuation statuses of several involved muscles. In 
literature, the static status is referred as to posture synergy whose component value is 
scalar corresponding to the joint angle, and the temporal status is referred as to 
kinematic synergy or dynamic synergy whose component value is vector corresponding 
to the temporal angular velocity or torque. Comparing to the related low approximation 
(80% of the total variance) [1] of static posture synergy, the kinematic synergy have 
higher approximation (89% of the total variance) [2] to the original movement. What’s 
more, the kinematic synergies contain spatiotemporal information which is attractive to 
design more versatile anthropomorphic hand with fewer inputs. 

Much work have been done to deal with coordinating multi-joints of robotic hand via 
a few inputs. These inputs are the coefficient for combining static posture synergies. For 
example, two and three postural synergies were used to control 24 actuators in the ACT 
hand to perform writing and piano playing [3, 4]. Other examples include the use of two 
synergies in the DLR II hand [5], the use of three synergies in the SAH hand [6], the use 
of two synergies in the UB hand [7], etc. Two extracted patterns of sEMG from wrist 
movement were used to control the CyberHand in real-time[8]. Different from above 
works, the posture synergies were implemented via mechanical design. The input 
rotation were transmitted to several sub-rotation by different radius pulleys. These sub-
rotation were used to drive the finger joints[9].  

However, these works are totally based on the static postural synergies without the 
temporal information. Since the fixed ratio in each synergy create fixed velocity and 
grasping force among joints, the static posture synergies are not suitable for flexible 
and dynamic motion. The temporal characteristic among joints is key to realize the 
delicate and skilled motion for anthropomorphic hand. Up to now, no work has 
exploited this fact mechanically on robotic hand design.  

To address this issue, this paper proposes a mechanical method to implement the 
kinematic synergy. The kinematic synergy is generated by groups of cam mechanism. 
The design use only two input-shafts which rotate at constant velocity to produce 
temporal varying hand postures. We develop a principle of how to design appropriate 
cam contour to fit the time vary angular velocity. A improvement of the mechanism 
design is also presented in this paper. 

2 Kinematic Synergy and Mechanical Principle 

Kinematic synergy is derived from angular velocities of the finger joints of the human 
hand during grasping tasks by SVD procedure. Before giving the mechanism 
implementation, we begin with a brief overview of the mathematical form of 
kinematic synergy. 
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If the period of hand grasping or manipulation is averagely sampled ts times in one 
trial, the angular velocity evolvement of hand’s n joints at the duration can be 
represented  

 [ ]1 1 1 1( ) ( ) ( ) ( )s n n st t t tω ω ω ω=v      (1) 

where the element ( )i jtω  is the ith joint velocity at the tjth sample (t1  represents the 

first sample at initial time and ts represents the final sample at end time). Given N trials 
for grasping or manipulating different objects, a velocity matrix can be defined by: 

 
1

N

 
 =  
  

v

V

v

   (2) 

where iv  ( 1i N=  ) is the ith trial of grasping or manipulation. Then, this joint 

velocity matrix can be rewritten as product of three smaller matrices by singular value 
decomposition, which is illustrated by Eq.(3). Each row of the third matrix S is called 
a principle component (or called a synergy). The associated weight of each synergy is 
the corresponding diagonal element of the second matrix whose diagonal elements are 
ranked from largest to smallest.  

 { }1diag  mλ λ=V U S   (3) 

According to the importance of elements of the diagonal matrix, the matrix V can 

be approximated by V̂  if the first k diagonal elements are selected. 

ˆ
k≈ =V V WS                                       (4) 

where { }1 diagk kλ λ=W U   , Uk is the first k columns of matrix U, Sk is the first 

k rows of matrix S. Here we use the first two diagonal elements, i.e. 1λ and 2λ , and 

then : 
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where 1
iw  and 2

iw  are weight coefficients associated with S1 and S2 for the ith row of 

matrix V. The two principle components S1 and S2 are the angular velocity synergy of 
the joints over the entire movement. Each row of V corresponding to one trial can be 
written as 

 
1

1 2

2i i iw w
 

 ≈   
 

S
v

S
  (6) 

or rewritten in following form: 
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  (7) 

where each row of the matrices at the two sides of Eq.(7) corresponds to one joint 
velocity evolvement at the duration of hand movement. The reduced form of Eq.(7) 
for the ith joint is:  

 
1 1 1

1 1 2 2s ss
t tt

i i i i it t t
w S w Sω ≈ +         1, ,i n=    (8) 

It must be noted that the element of kinematic synergy represented by angular 
velocity is a continuously varying function of time. This characteristic of kinematic 
synergy is obviously different from the static posture synergy whose element is scalar 
value. When initial hand posture is specified as the naturally full extended fingers, the 
hand posture at each time during the given period can be got by integrating kinematic 
synergy. The mechanical realization of kinematic synergy is implemented by properly 
designing transmission mechanism whose output velocity has the same profile and 
amplitude with the kinematic synergy described in Eq.(7). 

3 Mechanism Design 

3.1 Hand Grasping and Kinematic Synergy Extraction 

Here we use the CyberGloveTM to measure the time-varying joint angles of hand from 
initial posture to grasp objects with different shapes using in daily living. The final 
grasping patterns for each object follow the grasp taxonomy proposed by 
Cutkosky[10]. In total 322 grasping trials are used to extract kinematic synergies.  
We only consider ten of the sensors that correspond to the metacarpophalangeal 
(MCP) and interphalangeal (IP) joints of the thumb and the MCP and proximal 
interphalangeal (PIP) joints of the other four fingers. These ten joints can capture 
most characteristics of the hand in grasping tasks. Note that the distal interphalangeal 
(DIP) joints are not considered because the flexion of the DIP joint of a finger is 
about two-thirds of that of the PIP joint [11]. The most two important kinematic 
synergy are extracted as shown in Fig. 1. For analysis compliance, the trajectories are 
filtered and the duration time is normalized to one second. 
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Fig. 1. Two kinematic synergies extracted from 322 grasping trials. The abbreviated letters T, I, 
M, R and P correspond to thumb, index finger, middle finger, ring finger and pinky finger 
respectively. 

3.2 Transmission Mechanism 

Cam Design  
The angular velocity profile in each synergy is realized by a combined mechanism 
consisting of a cam, disc and pulley. As shown in Fig. 2, the cam and disc are fixed 
together. The radius of the cam is dependent on the rotational angle. When the input 
shaft rotates at constant angular velocity, the differential motion between input angle 
and output translation is : 

 ( ) 2b ar d r d dyα α α− =   (9) 

Here, the dy is described in tendon space and it can be mapped to joint space just 
by winding a rope around the disc of a revolutionary joint. In this subsection, we call 
this revolutionary joint design-reference-finger-joint whose disc radius and 
differential rotation are denoted by Sr  and Sdα  respectively. Thus, if the output 

translation dy in tendon space is applied to the design-reference-joint , the dy can be 
represented as S Sdy r dα= . Put it into Eq.(9), we get 
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Fig. 2. Mechanism generating time-varying translation in tendon space. The cam is rigidly 
attached to the shaft. The axes of disc and cam are aligned. Notice that there is only one single 
rope in this mechanism which two end-tips of the rope are fixed with cam and disc respectively. 
The different color of the rope is just for conveniently illustrating winding manner. 

 ( ) 2b a S Sr d r d r dα α α α− =   (10) 

Dividing both sides of Eq.(10) by differential time dt , the expression about the 
radius of cam is got 

 ( ) 2b S a

S
r r rα

ω
= +   (11) 

where SS d dtα=  can considered to be the angular velocity of one joint in 

kinematic synergy. d dtω α=  is the angular velocity of input axis with constant 

value. In this subsection, we call ω  input-reference-rotation. According to Eq.(11), 
if the radii of cam’s disc and design-reference-finger-joint disc, e.g., ar  and Sr , are 

respectively specified, the cam with resulted radius will ensure the design-reference-
finger-joint follow the corresponding velocity profile of the kinematic synergy under 
averagely rotating the input-shaft certain angle at constant velocity ω .  

Considering the continuous requirement of cam contour on the initial time (0 
degree) and end time (360 degree), here, we assume that the design-reference-finger-
joint posture change from initial shape to the final grasping shape when input-shaft 
rotate one cycle. This assumption means that the maximum rotational angle of the 
input-shaft should be 360 degree. When input-shaft rotates back to 0 degree from its 
maximum allowed angle, the hand joint return to its initial shape by the torsional 
springs set at finger joint axes.  

For example, if the radii of cam’s disc ar  and design-reference-finger-joint disc 

Sr  are set to be 10a Sr r mm= = , and the input-reference-rotation 0.5 /rad sω = , 

using the first kinematic synergy shown in Fig. 1 as the value of S , the resulting radii 
of cam and its associated disc for the first kinematic synergy are given in Fig. 3. 
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Fig. 3. The radii of the cam and its associated disc related to rotational angle in polar coordinate 
(radius-angle) for each joint corresponding to the first kinematic synergy. The red curves 
represent the cam contour and the blue cycles represent the disc rigidly attached to cam. 

 

Fig. 4. The cams attach on the input-shaft. Notice that the cam 3 rotates 180 degree around the 
input-shaft and the rope winding around the cam and associated disc is in reverse order ,which 
is to generate obviously minus velocity profile of some joints in kinematic synergy.  
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Fig. 5. The radii of the cam and its associated disc related to rational angle in polar coordinate 
(radius-angle) for each joint corresponding to the second kinematic synergy. Notice that the last 
four cams marked out by dashed line are the result by changing shaft-attached manner and 
reverse rope winding.  
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Notice that some joints in the kinematic synergy, e.g. the second kinematic 
synergy, have greatly minus velocity profile, which will result the corresponding cam 
with concave contour according to Eq.(11). To avoid this phenomenon, the 
corresponding cam can attach the input-shaft in opposition direction and change the 
rope winding in reverse manner. For illustration, see the cam 3 shown in Fig. 4. After 
this process, the resulting radii of cam and its associated disc for the second kinematic 
synergy are all convex and the results are given in Fig. 5. 

Synergy Synthesis 
In this subsection, we will use the designed cams proposed in above section and show 
how to realize the synthesis of kinematic synergies in Eq.(7). 

1
1ir1

2ir
2

1ir 2
2ir

 

Fig. 6. Combining the two cam mechanisms to implement kinematic synergy analysis 

As shown in Fig. 6, the output dyi is given by 

 1 1 1 1 2 2 2 2
2 1 2 1 4i i i i ir d r d r d r d dyα α α α− + − =      1, ,10i =   (12) 

Here the dyi is directly applied to drive the ith finger joint of anthropomorphic 
hand. Thus O O

i i idy r dα=  in which O
ir  and O

idα  represent radius of disc and 

differential rotation of the ith finger joint respectively. Put it into Eq.(12) and rewrite 
Eq.(12) in following form: 

 
1 2

1 1 2 2 O
2 1 2 1O O

( ) ( )
4 4i i i i i

i i

r r r r
r r

ω ω ω− + − =   (13) 

where 1 1d dtω α= , 2 2d dtω α=  and O O
i id dtω α= . 1ω and 2ω  are scalar and 

represent the rotational velocity of shaft 1 and 2 respectively. According to Eq.(11), 
we have 1 1 1

2 1 2i i S ir r r S ω− =  and 2 2 2
2 1 2i i S ir r r S ω− = , where 1

iS  and 2
iS represent the 

ith row of the first kinematic synergy and the second kinematic synergy in (7) 
respectively. Put them into Eq.(13), the angular velocity of ith joint of 
anthropomorphic hand related to the two kinematic synergy is given by: 

 O 1 1 2 2
O O

  
2 2

S S
i i i

i i

r r
S S

r r
ω ω ω

ω ω
= ⋅ + ⋅      1, ,10i =   (14) 

Comparing (8) and (14), we basically implement the kinematic synergy synthesis 
via the proposed cam mechanism. To perform one grasping task in predefined 
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duration from initial fully extended hand posture, it only need to specify the constant 
rotational velocity for two input-shafts , e.g. 1ω  and 2ω . 

Among the mechanical implementation of hand kinematic synergy, there are four 
independent parameters are needed to specify, e.g. Sr  the disc radius of design-

reference-joint, ar  the disc radius associated with cam, ω  the reference-angular-

velocity, and O
ir  the disc radius of the ith finger joint, when the O

ir  for each finger 

joint are assumed to be the same value. Changing Sr , ω  and O
ir  will effect the 

rotational velocity of input-shaft. The maximum radius of cams and disc radius of the 
finger joint should be in appropriate limit for designing and friendly using  
the anthropomorphic hand. The optimal value of the four parameters Sr , ar , O

ir  and 

ω corresponding to one synergy can be solved by following optimal procedure: 

 

1

O max

1 1
maxOmax

O O O
min max

min max

min max
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>

  (15) 

where the meaning of objective function is to limit the maximum radius of cam 
corresponding to the joint with most maximum velocity peak in kinematic synergy. 

1

max
S  is found to be 0.152rad/s according to the motion data. The first constraint 

condition is to limit the rotational velocity of the input-shafts. According to the SVD 

decomposition of motion data, the maximum coefficient 1

max
w  is found to be 

60.453. Other boundary values for optimization are given in Table 1 

Table 1. Value of boundary condition for optimization 

Boundary parameters value Boundary parameters value 

maxω  4π rad/s 
maxSr , minSr  10 mm, 5 mm 

O
maxr , O

minr  10 mm, 5 mm maxar , minar  15 mm, 10 mm 

 
Using the global optimization procedure in Matlab, the optimal results of the 

design parameters (15) are given in Table 2. Similarly, we can obtain the optimal cam 
mechanism using procedure (15), and the required parameter for optimization are  

2

max
0.126S = rad/s, 2

max
20.421w = . The optimal results are also given in Table 2. 
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Table 2. The optimal result for the cam mechanism 

kinematic synergy 1 kinematic synergy 2 

Parameters value Parameters value 

Sr  8.03 mm Sr  9.25 mm 

ar  10.00 mm ar  10.00 mm 

O
ir  5.00 mm O

ir  5.00 mm 

ω  0.17 rad/s ω  0.57 rad/s 

optimal value of 
objective function 

24.6mm 
optimal value of 
objective function 

14.1 mm 

  
Based on these optimal, the final cam mechanisms for synergy synthesis can be 

obtained. According to the optimal result, the radius of disc associated with cams in 
synergy 1 and synergy 2 are the same value. The same radius of disc of all finger 
joints simplify the finger design. Notice that the contour of final cam mechanism are 
different from the illustrated result shown in Fig. 3 and Fig. 5. Due to the page limit, 
these optimal cam mechanism are not shown here. However, for illustrating how the 
mechanism working, here we give the developed prototype of anthropomorphic hand 
driven by the mechanism according to implementation of the kinematic synergy, as 
shown in Fig. 7 

 

 
The group of cams corresponding to the first kinematic 

synergy 

 
The group of cams corresponding to the second 

kinematic synergy 

Fig. 7. The developed prototype of anthropomorphic hand driven by the mechanism according 
to implementation of the kinematic synergy 
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4 Conclusion 

We have presented a novel design principle for realizing the kinematic synergy of 
multiply fingers of human hand perform grasping task most using in daily living. This 
mechanism implementation can be used to guide the design of driving mechanism and 
fingers of prosthetic hand controlled by patient’s bio-signal, such as EMG. Since the 
channels of bio-interface is extremely limited, realizing the dynamic motion control in 
real-time with only two input is the most attractive of our method. Through 
mechanism implementing the kinematic synergy, the grasping process of 
anthropomorphic hand can easily be implemented just by keeping input-shaft rotate 
one cycle at constant velocity. These characteristic of the proposed mechanism 
greatly reduces the control complexity. 

We also discussed the a meaningful design improvement to allow miniaturization 
of hand finger and drive mechanism. This is very important for the anthropomorphic 
hand in practical using in daily living. Another benefit of the improvement is to 
appropriately limit the grasping force, since moment arm of input force, e.g. radius of 
cam, is controlled. Because the kinematic synergy observed in angular velocity profile 
has higher precision on reconstructing hand posture, especially for time varying 
posture in grasp, than that of static posture synergy[2], it is promising for perform 
more flexible movement. How to further reduce the reconstruction error via 
mechanism manner is our future scope. 
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Abstract. In a clinical environment for rehabilitation therapy, one exoskeleton 
is usually shared by multiple patients. If the exoskeleton has a rigid structure 
which is actuated to mobilize a patient, it will be challenging to guarantee these 
on-site adjustments can make the rigid exoskeleton fit each patient 
kinematically perfectly. This paper proposes to design an exoskeleton using 
compliant continuum mechanisms. Its intrinsic flexibility allows the adaption to 
different human anatomies passively. The design concept, kinematics and 
design simulations are elaborated for this SJTU Continuum Arm Exoskeleton 
(SCAX). Combining previous experimental results for a proof-of-concept 
shoulder exoskeleton, the SCAX could effectively achieve consistent Anatomy 
Adaptive Assistances (AAA) for different patients with their limb motions.  

Keywords: Exoskeleton, continuum mechanisms, kinematics, SCAX (SJTU 
Continuum Arm Exoskeleton), AAA (Anatomy Adaptive Assistances). 

1 Introduction 

Research on exoskeletons has been quite active in the past decades. Numerous 
exoskeleton systems were developed for upper and lower limbs for military and medical 
applications (e.g. [1, 2]). These exoskeleton systems either aim to augment a healthy 
wearer’s physical performance with robotic actuation or to deliver rehabilitation 
therapies to patients with neuromuscular defects after stroke or injury. Examples include 
the performance-augmenting exoskeleton from UC Berkeley [3], the load-carrying 
exoskeleton from MIT [4], rehabilitation exoskeletons for lower limbs [5-9], and those 
for upper limbs [10-17]. Actuation schemes of these systems include hydraulic cylinders 
[3] or pneumatic cylinders [5, 15, 18], pneumatic muscle actuators [10], cables [7, 11, 
17], parallel mechanisms [8, 12, 14], gearmotors [19] and so on. 

Besides these systems, research was also about enabling technologies, such as 
inertia compensation [20], sensing & control [4, 21-24], and most importantly 
ergonomics [25-27]. 

Many of the existing exoskeleton systems shared one similar design methodology: 
an articulated rigid kinematic chain is actuated to move an attached wearer. The use 
of rigid mechanisms in an exoskeleton might be suitable for applications for strength 
augmentation so that excessive external loads can be undertaken so as to shield the 
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wearer. But the use of rigid mechanisms introduces drawbacks such as bulkiness, high 
inertia, and most importantly the difficulty of maintaining kinematic compatibility 
between the exoskeleton and a human anatomy. In a clinical environment for 
rehabilitation therapy, one exoskeleton is usually shared by a group of patients. If the 
exoskeleton has a rigid structure, it will be challenging to guarantee these on-site 
adjustments can make the rigid exoskeleton fit each patient kinematically perfectly. 
Hence, design possibilities of using compliant components could be investigated. 
These attempts include a simulation work that used elastic cords to assist walking 
[28], an upper body exoskeleton using pneumatic artificial muscles [29], a cable-
driven upper-limb exoskeleton [16, 17], and a proof-of concept continuum shoulder 
exoskeleton [30-32]. 

This paper presents the design concept, kinematics and simulation verifications of 
the SJTU Continuum Arm Exoskeleton (SCAX) as shown in Fig. 1. The contribution 
of this paper is mainly the proposal of designing an arm exoskeleton for rehabilitation 
using continuum mechanisms. Intrinsic compliance of such a continuum exoskeleton 
adapts to different human anatomies passively and can always assure the kinematic 
compatibility between itself and a group of patients. 

The paper is organized as follows. Section 2 presents the design concept. Section 3 
presents nomenclature and kinematics so that the simulation verifications can be 
presented in Section 4. Conclusions and future work are summarized in Section 5. 

2 Design Concept 

The continuum shoulder exoskeleton as in Fig. 1 consists of i) a rigid forearm sleeve, 
ii) a flexible elbow brace, iii) a rigid upper arm sleeve, iv) a flexible shoulder brace, 
v) a body vest, vi) a set of guiding cannulae, and vii) an actuation unit. Actuation of 
the continuum elbow brace and the continuum shoulder brace orients a patient’s arm 
accordingly. This work is inspired by the designs from [33-35] where downscaled 
such continuum structures were used in surgical robots. 

Structures of the continuum elbow brace and the continuum shoulder brace are 
similar. A schematic structure is also depicted in Fig. 2. Each brace consists of an end 
ring, a base ring, a few spacer rings and several secondary backbones. All the 
backbones are made from thin NiTi (Nickel-Titanium alloy) rods.  

For either the shoulder brace or the elbow brace, the secondary backbones are only 
attached to the end ring and can slide in holes of the spacer rings and the base ring. 
The backbones for the elbow brace are routed through the upper arm sleeve and the 
shoulder brace. The backbones for the elbow and the shoulder braces are all routed 
through the set of guiding cannulae to the actuation unit, which simultaneously pulls 
and pushes these backbones to bend the continuum braces to orient a patient's upper 
arm and forearm. Miniature springs are used to keep the spacer rings evenly 
distributed to prevent buckling of the secondary backbones. 

Advantages of the continuum exoskeleton include: i) safety and comfort introduced 
by the inherent compliance, ii) passive adaptation to different patient anatomies, iii) 
size scalability, iv) a redundant backbone arrangement for load redistribution and 
reduced buckling risks, and v) design compactness achieved by dual roles of these 
backbones as both the structural components and the motion output members. 
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Fig. 1. Design concept of the SJTU Continuum Arm Exoskeleton (SCAX) 

3 Nomenclature and Kinematics 

The nomenclature and the kinematics assume that the continuum braces (the shoulder 
and the elbow braces) bend into a planar shape within the bending plane as shown in 
Fig. 2. Shapes of the secondary backbones are assumed by a sweeping motion of the 
structure's cross section along the primary backbone. The cross section is assumed 
rigid and perpendicular to the primary backbone. Different from previously published 
results [34, 36, 37], this work doesn't assume shape of the imaginary primary 
backbone to be circular, which has been experimentally verified in [31]. 

3.1 Nomenclature and Coordinate Systems 

Since the shoulder brace and the elbow brace are structurally similar, the structure in 
Fig 2 could be applied as the shoulder brace or the elbow brace with different 
arrangement of the backbones. 

To describe the structure, nomenclatures are defined in Table I, while coordinate 
systems of the continuum brace are defined as below 

• Base Ring Coordinate System (BRS) is designated as { } { }ˆ ˆ ˆ, ,tb tb tbtb ≡ x y z . It is 

attached to the base ring of the continuum brace, whose XY plane coincides with 
the base ring and its origin is at the center of the base disk. ˆ tbx  points from the 

center of the base disk to the first secondary backbone while ˆ tbz  is perpendicular 

to the base ring. The secondary backbones are numbered according to the 
definition of iδ . 

The rigid forearm sleeve 

The actuation 
unit

Guiding cannulae  

The elbow brace 

The rigid upper arm 
sleeve 

The shoulder brace 

The body vest 
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• Bending Plane Coordinate System 1 (BPS1) is designated as { } { }ˆ ˆ ˆ, ,t1 t1 t1t1 ≡ x y z  

which shares its origin with { }tb  and has the  brace bending in its XZ plane. 

• Bending Plane Coordinate System 2 (BPS2) is designated as { } { }ˆ ˆ ˆ, ,t2 t2 t2t2 ≡ x y z  

obtained from { }t1  by a rotation about ˆ t1y  such that ˆ t1z  becomes backbone 

tangent at the end ring. Origin of { }t2  is at center of the end ring. 

• End Ring Coordinate System (ERS) { } { }ˆ ˆ ˆ, ,te te tete ≡ x y z  is fixed to the end ring. 

ˆ tex  points from center of the end ring to the first secondary backbone and ˆ tez  is 

normal to the end ring. { }te  is obtained from { }t2  by a rotation about ˆ t2z . 

Table 1. Nomenclature used in this paper 

t  
Index of the continuum braces: t 1=  for the shoulder brace and t 2=  

for the elbow brace 
m  Index of the secondary backbones, , , ,i 1 2 m=   

tir  In the indicated brace, distance from the imaginary primary backbone to 
the ith secondary backbone. tir  can be different for different t  and i . 

tiβ  

In the indicated brace, tiβ  characterizes the division angle from the ith 

secondary backbone to the first secondary backbone. 0tiβ ≡  and tiβ  

remain constant once the braces are built. 

,t tiL L  In the indicated brace, lengths of the imaginary primary and the ith 
secondary backbones measured from the base ring to the end ring. 

( ) ( ),t ti tis sρ ρ  In the indicated brace, radius of curvature of the primary and the ith 
secondary backbones. 

tq  
In the indicated brace, [ ]T

t t1 t2 tmq q q=q   is the actuation lengths 

for the secondary backbones and ti ti tq L L≡ − . 

( )t sθ  
In the indicated brace, angle of the tangent to the imaginary primary 
backbone in the bending plane. ( )t Lθ  and ( )0tθ  are designated by 

tLθ  and 0θ , respectively. 0 2θ π=  

tiδ  
In the indicated brace, a right-handed rotation angle about ˆ t1z  from ˆ t1x  

to a ray passing through the imaginary primary backbone and the ith 
secondary backbone. 

tδ  t t1δ δ≡  and ti t tiδ δ β= +  

tψ  [ ]T

t tL tθ δ≡ψ  defines the configuration of the indicated brace. 

( )tb
t sp  

In the indicated brace, position vector of a point along the primary 
backbone in { }tb . ( )tb

t Lp  is the tip position and is designated by 

tb
tLp . 
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tLθ
tδ

Spacer Ring 

End Ring Bending Plane

tδ

ˆ ˆtb t1=z z

ˆ t1x
ˆ tbx

ˆ t1y

ˆ tby

ˆ ˆt2 te=z z

ˆ tex

ˆ t2y

ˆ tey

ˆ t2x

Secondary 
Backbones 

The imaginary primary 
backbone indicates the 
length and the shape of 
the continuum brace. 

Base Ring 

 

Fig. 2. Nomenclature and coordinates of the continuum brace 

3.2 Kinematics 

Thorough kinematics analysis of such a continuum brace can be found in [34, 36, 37]. 
This work here emphasizes the shape of the primary backbone to be non-circular (the 
result also applies if the shape is circular) and arrangements of the secondary 
backbones to be arbitrary (assigning different values to tir  and tiβ ).  

Configuration of the continuum brace is parameterized by 
T

t tL tθ δ=   ψ . Since 

shapes of the secondary backbones are assumed by a sweeping motion of the 
structure's cross section along the primary backbone, projection of the ith secondary 
backbone on the bending plane is a curve which is offset by tiΔ  from the primary 

backbone. Its radius of curvature and arc-length are indicated by ( )ti tisρ  and tis . 

They are related to the parameters of the primary backbone as follows: 

( ) ( )t ti ti tis sρ ρ= + Δ  . (1)

Where costi ti tir δΔ ≡  
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The length of the primary backbone and the length of the ith backbone are related 
according to: 

( ) ( )ti ti ti t t ti t tL ds ds ds ds ds ds L= = − + = − +    . (2)

The integral above can be rewritten as in Eq. (3). Substituting Eq. (1) into Eq. (3) 
gives Eq.(4), which leads to the result as in Eq. (5): 

( ) ( ) ( )( )
0

0

tL

ti t ti ti t tds ds s s d
θ θ

ρ ρ θ
−

− = −   . (3)

( ) ( )( )
0 0

0 0

tL tL

ti ti t t tis s d d
θ θ θ θ

ρ ρ θ θ
− −

− = − Δ   . (4)

( ) ( )0 0cos costi t ti ti tL t ti ti tLL L r L rδ θ θ δ θ θ= − − = + −  . (5)

Referring to the definition of tiq  in Table 1, Eq. (5) gives: 

( )0costi ti ti tLq r δ θ θ= − , , ,i 1,2 m=   . (6)

Equation (6) states that actuation of this continuum brace only depends on the 
values of tLθ  and tδ , no matter what the actual shape of the primary backbone is. 

This characteristics provides a particular advantage: when the brace is put on different 
patients, different anatomies give different shapes of the primary backbone, but the 
actuation remains the same while orienting the limb to the same direction (the 
direction is characterized by tLθ  and tδ ). 

Rotation matrix b
eR  associates { }te  and { }tb : 

( ) ( ) ( )0ˆ ˆ ˆR R Rtb
te tb t t1 tL t2 tδ θ θ δ= − −R z , y , z ,  . (7)

Where ( )ˆR γn,  represents rotation about n̂  by an angle γ . 

Tip position of the continuum brace is given by: 

( )( ) ( )( )
0 0

cos 0 sin
t t

TL L

tb tb
tL t1 t t t t t ts ds s dsθ θ

 
=  

  
 p R  . (8)

Where ( )ˆRtb
t1 tb tδ= −R z ,  and the integrals depend on the actual shape of the 

primary backbone. 
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4 Design Simulations 

Actual shapes of the shoulder and the elbow braces depend on a minimal of the total 
potential energy of the exoskeleton-arm system (elastic potential energy of the 
continuum exoskeleton and the gravitational potential energy of the arm). The shapes 
would also be affected by the anatomical parameters (such as shoulder widths and 
arm lengths) of a patient. 

Demonstrated experimentally as in [31], the shapes of the braces’ secondary 
backbones were different from circular arcs. In fact the actual shapes kept changing 
during the motions of assisting a patient’s limb. In order to verify the kinematics of 
the SCAX exoskeleton, the simulations are conducted with an assumption that the 
shape of one secondary backbone within the braces could be characterized as one 
circular arc plus a straight line, as shown in Fig. 3. 

The arm in Fig. 3 consist of a shoulder joint, an upper arm, an elbow joint and a 
forearm with hand. The shoulder joint is represented by a spherical joint whereas the 
elbow joint is represented by a revolute joint.  

The axis of the upper arm is aligned with ˆ1ez  and the axis of the forearm is 

aligned with ˆ 2ez . Since the wearer’s hand can be considered rigidly attached to the 

forearm sleeve, the position and the orientation of the hand can be characterized by 
1b

handp  and 1b
2eR  respectively as follows: 

{ }{ }{ }1b 1b 1b 1e 2b 2e
hand 1L 1e 2e hand1e 2b= + +p p R p R p  . (9)

Where 2e
handp  is an arbitrary point within the hand described in { }2e  and 

{ }{ }
1e

1e 2bp  is the position vector from the origin of { }1e  to the origin of { }2b . 

1b 1b 2b
2e 1e 2e=R R R  . (10)

Once the arm exoskeleton is built, lengths of the continuum braces and the sleeves 
will be kept constant. Structural parameters of the SCAX exoskeleton are listed in 
Table 2. 1sL  and 2sL  are the lengths of the upper arm sleeve and the forearm sleeve 

respectively. 
Motion simulations were conducted for the four poses with the following 

configuration variables as shown in Fig. 4. 
 

 [ ]2 0 2 0
T

1L 1 2L 2θ π δ θ π δ= = = =  

 [ ]3 3 4 2 0
T

1L 1 2L 2θ π δ π θ π δ= = = =  

 [ ]6 3 4 2 0
T

1L 1 2L 2θ π δ π θ π δ= = = =  

 [ ]6 3 4 3 3 4
T

1L 1 2L 2θ π δ π θ π δ π= = = =  
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The shoulder brace 

The elbow brace 

ˆ ˆ1e 2b=z z

ˆ 1bx

ˆ 1by

ˆ 2ez

ˆ 1ex

ˆ 1ey

ˆ1bz

ˆ 2bx

ˆ 2by

2ˆ ex

ˆ 2ey

The upper arm sleeve 

The forearm sleeve

The portion with a 
circular shape 

The portion with a 
straight shape 

The portion with a 
straight shape 

 

Fig. 3. Coordinate assignments of the SCAX exoskeleton 

Table 2. Structural parameters of the SCAX exoskeleton 

2801L mm=  651ir mm=  801sL mm=  

2602L mm=  652ir mm= 802sL mm=  

[ ]0 2
T

1Lθ π∈  [ ]T

1δ π π∈ −  [ ]0 2
T

2Lθ π∈  [ ]T

2δ π π∈ −  
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Fig. 4. Motion simulations of the SCAX exoskeleton 

5 Conclusions and Future Work 

This paper presented the design concept, kinematics and motion simulations of the 
SJTU Continuum Arm Exoskeleton (SCAX) which utilizes continuum braces to 
orient a patient wearer’s arm for rehabilitation therapies. The secondary backbones in 
the continuum braces were pushed and pulled to achieve the actuation so as to assist a 
patient with upper arm motions.  

During the assisted motions, the continuum braces in the exoskeleton were 
deformed and they passively adapted to different anatomies because of the intrinsic 
flexibility. Although shapes of the exoskeleton were different for different anatomies, 
the same actuation was able to assist the anatomically different arms with similar 
motions. This is a particular advantage for the exoskeleton’s application in a clinical 
setting. When the exoskeleton is shared by a group of patients, without performing 
any hardware adjustments, the exoskeleton can match each patient’s anatomy 
passively and assist his/her arm motions.  

2 0
2 0

1L 1

2L 2

θ π δ
θ π δ

= =
= =

3 3 4
2 0

1L 1

2L 2

θ π δ π
θ π δ

= =
= =

6 3 4
2 0

1L 1

2L 2

θ π δ π
θ π δ

= =
= =

6 3 4
3 3 4

1L 1

2L 2

θ π δ π
θ π δ π

= =
= =
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No firm attachment between the arm sleeves and the arm is needed. When the arm 
sleeves are oriented by the shoulder brace and the elbow brace, the arm rests in the 
sleeves naturally, preventing the exoskeleton from exerting excessive forces on the 
shoulder joint and on the elbow joint. In other words, the proposed design could 
potentially provide safe and effective rehabilitation to a group of anatomically 
different patients in an operation-friendly manner, where is hence referred as to a 
rehabilitation with Anatomy Adaptive Assistances (AAA rehabilitation). 

Based on a general framework of the kinematics of the continuum braces, motion 
simulations were conducted to verify the motion capabilities of the SCAX 
exoskeleton while assisting an arm. 

Future work mainly lies on two aspects. The first aspect is to design an effective 
and compact actuation unit to drive the shoulder and the elbow braces. The second 
aspect is to improve the ergonomics so that it can be used by impaired subjects. A 
possible solution is to design the continuum braces as two separable pieces which can 
be quickly assembled while putting on a patient. In this way the exoskeleton can also 
be conveniently peeled off when a therapeutic session is finished.  

 
Acknowledgments. This work was supported in part by the National Program on Key 
Basic Research Projects (the 973 Program) #2011CB013300, and in part by Program 
for New Century Excellent Talents in University (the NCET Program). 

References 

1. Brewer, B.R., McDowell, S.K., Worthen-Chaudhari, L.C.: Poststroke Upper Extremity 
Rehabilitation: A Review of Robotic Systems and Clinical Results. Topics in Stroke 
Rehabilitation 14(6), 22–44 (2007) 

2. Dollar, A.M., Herr, H.: Lower Extremity Exoskeletons and Active Orthoses: Challenges 
and State-of-the-Art. IEEE Transactions on Robotics 24(1), 144–158 (2008) 

3. Zoss, A.B., Kazerooni, H., Chu, A.: Biomechanical Design of the Berkeley Extremity 
Exoskeleton (BLEEX). IEEE/ASME Transaction on Mechatronics 11(2), 128–138 (2006) 

4. Walsh, C.J., Paluska, D., Pasch, K., Grand, W., Valiente, A., Herr, H.: Development of a 
Lightweight, Underactuated Exoskeleton for Load-Carrying Augmentation. In: IEEE 
International Conference on Robotics and Automation (ICRA), Orlando, Florida, USA 
(2006) 

5. Durfee, W.K., Rivard, A.: Priliminary Design and Simulation of a Pneumatic, Stored-
Energy, Hybrid Orthosis for Gait Restoration. In: ASME International Mechanical 
Engineering Congress, Anaheim, California, USA, pp. 1–7 (2004) 

6. Banala, S.K., Agrawal, S.K., Fattah, A., Krishnamoorthy, V., Hsu, W.-L., Scholz, J., 
Rudolph, K.: Gravity-Balancing Leg Orthosis and Its Performance Evaluation. IEEE 
Transactions on Robotics 22(6), 1228–1239 (2006) 

7. Veneman, J.F., Ekkelenkamp, R., Kruidhof, R., van der Helm, F.C.T., van der Kooij, H.: A 
Series Elastic- and Bowden-Cable-Based Actuation System for Use as Torque Actuator in 
Exoskeleton-Type Robots. International Journal of Robotics Research 25(3), 261–281 
(2006) 



 Design Simulations of the SJTU Continuum Arm Exoskeleton (SCAX) 361 

 

8. Saglia, J.A., Tsagarakis, N.G., Dai, J.S., Caldwell, D.G.: A High Performance 2-dof Over-
Actuated Parallel Mechanism for Ankle Rehabilitation. In: IEEE International Conference 
on Robotics and Automation (ICRA), Kobe, Japan, pp. 2180–2186 (2009) 

9. Farris, R.J., Quintero, H.A., Goldfarb, M.: Preliminary Evaluation of a Powered Lower 
Limb Orthosis to Aid Walking in Paraplegic Individuals. IEEE Transactions on Neural 
Systems and Rehabilitation Engineering 19(6), 652–659 (2011) 

10. Tsagarakis, N.G., Caldwell, D.G.: Development and Control of a ‘Soft-Actuated’ 
Exoskeleton for Use in Physiotherapy and Training. Autonomous Robots 15(1), 21–33 
(2003) 

11. Perry, J.C., Rosen, J., Burns, S.: Upper-Limb Powered Exoskeleton Design. IEEE/ASME 
Transaction on Mechatronics 12(4), 408–417 (2007) 

12. Gupta, A., O’Malley, M.K., Patoglu, V., Burgar, C.: Design, Control and Performance of 
RiceWrist: A Force Feedback Wrist Exoskeleton for Rehabilitation and Training. 
International Journal of Robotics Research 27(2), 233–251 (2008) 

13. Stienen, A.H.A., Hekman, E.E.G., Prange, G.B., Jannink, M.J.A., Aalsma, A.M.M., van 
der Helm, F.C.T., van der Kooij, H.: Dampace: Design of an Exoskeleton for Force-
Coordination Training in Upper-Extremity Rehabilitation. Journal of Medical 
Devices 3(031003), 1–10 (2009) 

14. Klein, J., Spencer, S., Allington, J., Bobrow, J.E., Reinkensmeyer, D.J.: Optimization of a 
Parallel Shoulder Mechanism to Achieve a High-Force, Low-Mass, Robotic-Arm 
Exoskeleton. IEEE Transactions on Robotics 26(4), 710–715 (2010) 

15. Wolbrecht, E.T., Reinkensmeyer, D.J., Bobrow, J.E.: Pneumatic Control of Robots for 
Rehabilitation. International Journal of Robotics Research 29(1), 23–38 (2010) 

16. Agrawal, S.K., Dubey, V.N., Gangloff, J.J., Brackbill, E., Mao, Y., Sangwan, V.: Design 
and Optimization of a Cable Driven Upper Arm Exoskeleton. Journal of Medical 
Devices 3(031004), 1–8 (2009) 

17. Mao, Y., Agrawal, S.K.: Design of a Cable-Driven Arm Exoskeleton (CAREX) for Neural 
Rehabilitation. IEEE Transactions on Robotics 28(4), 922–931 (2012) 

18. Vukobratovic, M., Hristic, D., Stojiljkovic, Z.: Development of Active Anthropomorphic 
Exoskeletons. Medical and Biological Engineering and Computing 12(1), 66–80 (1974) 

19. Loureiro, R.C.V., Harwin, W.S.: Reach & Grasp Therapy: Design and Control of a 9-DOF 
Robotic Neuro-rehabilitation System. In: IEEE International Conference on Rehabilitation 
Robotics (ICORR), Noordwijk, The Netherlands, pp. 757–763 (2007) 

20. Aguirre-Ollinger, G., Colgate, J.E., Peshkin, M.A., Goswami, A.: Design of an Active 
One-Degree-of-Freedom Lower-Limb Exoskeleton with Inertia Compensation. 
International Journal of Robotics Research (2010) (onlinefirst) 

21. Kawamoto, H., Lee, S., Kanbe, S., Sankai, Y.: Power Assist Method for HAL-3 using 
EMG-based Feedback Controller. In: IEEE International Conference on Systems, Man and 
Cybernetics (IEEE SMC), Washington, D.C, USA, pp. 1648–1653 (2003) 

22. Yamamoto, K., Ishii, M., Noborisaka, H., Hyodo, K.: Stand Alone Wearable Power 
Assisting Suit: Sensing and Control Systems. In: IEEE International Workshop on Robot 
and Human Interactive Communication, Kurashiki, Okayama, Japan (2004) 

23. Fleischer, C., Hommel, G.: A Human–Exoskeleton Interface Utilizing Electromyography. 
IEEE Transactions on Robotics 24(4), 872–882 (2008) 

24. Sharma, V., McCreery, D.B., Han, M., Pikov, V.: Bidirectional Telemetry Controller for 
Neuroprosthetic Devices. IEEE Transactions on Neural Systems and Rehabilitation 
Engineering 18(1), 67–74 (2010) 



362 K. Xu, Y. Wang, and D. Qiu 

 

25. Schiele, A., van der Helm, F.C.T.: Kinematic Design to Improve Ergonomics in Human 
Machine Interaction. IEEE Transactions on Neural Systems and Rehabilitation 
Engineering 14(4), 456–469 (2006) 

26. Kim, H., Miller, L.M., Byl, N., Abrams, G.M., Rosen, J.: Redundancy Resolution of the 
Human Arm and an Upper Limb Exoskeleton. IEEE Transactions on Biomedical 
Engineering 59(6), 1770–1779 (2012) 

27. Jarrassé, N., Morel, G.: Connecting a Human Limb to an Exoskeleton. IEEE Transactions 
on Robotics 28(3), 697–709 (2012) 

28. van den Bogert, A.J.: Exotendons for assistance of human locomotion. Biomedical 
Engineering Online 2(17) (2003) 

29. Kobayashi, H., Hiramatsu, K.: Development of Muscle Suit for Upper Limb. In: IEEE 
International Conference on Robotics and Automation (ICRA), New Orleans, LA, USA, 
pp. 2480–2485 (2004) 

30. Xu, K., Qiu, D., Simaan, N.: A Pilot Investigation of Continuum Robots as a Design 
Alternative for Upper Extremity Exoskeletons. In: IEEE International Conference on 
Robotics and Biomimetics (ROBIO), Phuket, Thailand, pp. 656–662 (2011) 

31. Xu, K., Qiu, D.: Experimental Design Verification of a Compliant Shoulder Exoskeleton. 
In: IEEE International Conference on Robotics and Automation (ICRA), Karlsruhe, 
Germany (accepted for presentation, 2013) 

32. Xu, K., Zhao, J., Qiu, D., Wang, Y.: A Pilot Investigation of a Continuum Shoulder 
Exoskeleton for Anatomy Adaptive Assistances. IEEE Transactions on Robotics (2013) 

33. Xu, K., Simaan, N.: An Investigation of the Intrinsic Force Sensing Capabilities of 
Continuum Robots. IEEE Transactions on Robotics 24(3), 576–587 (2008) 

34. Simaan, N., Xu, K., Kapoor, A., Wei, W., Kazanzides, P., Flint, P., Taylor, R.H.: Design 
and Integration of a Telerobotic System for Minimally Invasive Surgery of the Throat. 
International Journal of Robotics Research 28(9), 1134–1153 (2009) 

35. Ding, J., Goldman, R.E., Xu, K., Allen, P.K., Fowler, D.L., Simaan, N.: Design and 
Coordination Kinematics of an Insertable Robotic Effectors Platform for Single-Port 
Access Surgery. IEEE/ASME Transactions on Mechatronics, Early Access Articles (2012) 

36. Xu, K., Goldman, R.E., Ding, J., Allen, P.K., Fowler, D.L., Simaan, N.: System Design of 
an Insertable Robotic Effector Platform for Single Port Access (SPA) Surgery. In: 
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), St. Louis, 
MO, USA, pp. 5546–5552 (2009) 

37. Xu, K., Simaan, N.: Analytic Formulation for the Kinematics, Statics and Shape 
Restoration of Multibackbone Continuum Robots via Elliptic Integrals. Journal of 
Mechanisms and Robotics 2 (2010) 



J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 363–372, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Novel 10-DoF Exoskeleton Rehabilitation Robot  
Based on the Postural Synergies  
of Upper Extremity Movements 

Kai Liu* and Caihua Xiong 

State Key Lab of Digital Manufacturing Equipment and Technology 
Institute of Rehabilitation and Medical Robotics 

Huazhong University of Science and Techonology 
Luoyu Road 1037, Wuhan, 430074, China 

liukai050325@ 163.com 

Abstract. Muscular and postural synergies are the major embodiments of motor 
coordination of the human’s limbs. Muscular and postural synergies analyses 
are widely employed in clinical evaluation, control of multi-DOF prosthesis and 
mechanical design of multifingered hand recently. But there are few research 
reports about the application of postural synergies in the mechanical design of 
exoskeleton robot. In this paper, the real-world data on a specific set of 
movements of the upper limb was recorded by the motion capture system, and 
principal components analysis was used to reveal the synergies. A novel 
exoskeleton robot actuated by artificial air muscles for upper extremity was 
proposed based on the postural synergies. The robot has 10 degrees of freedom 
(five active and five passive) with only two pairs of artificial air muscles in the 
drive mechanism, which is helpful to simplify the control of the robot.  

Keywords: postural synergies, exoskeleton robot, principal components 
analysis, mechanical design. 

1 Introduction 

Stroke is considered as one of the top three diseases which threaten the human’s 
health. Recent study estimates that the number of people in China suffering from 
stroke is increasing by 2 million yearly, and above two thirds of the survivors have 
hemiparesis or paralysis [1]. It is proved that quite a few of them could regain their 
motor ability through extensive and repetitive task-oriented exercises. But this will 
bring heavy burdens to the society and families because a large number of medical 
staff needed in the rehabilitation trainings driving up the cost of therapy. The 
researchers suggest that roboticized rehabilitation trainings could provide a good 
solution to the problem, and they have investigated how to improve the effect of 
rehabilitation trainings by use of robots for more than 30 years. From the earlier 
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representative devices, such as MIT-Manus [2],MEMS [3] and GENTLE/s [4],to 
recently proposed prototypes CADEN-7 [5], ARMin-Ⅲ [6] and Salford University 
“Soft Actuated” Exoskeleton robot [7], we can make a conclusion that exoskeleton is 
becoming the major direction of mechanical design of the rehabilitation robots.  

Accompanied by the exoskeletons with multi-DOFs, the patients could finish almost 
all movement patterns the activities of daily life need during the trainings. In order to 
make a more scientific and targeted therapeutic regimen, communications between the 
patients and robots must be taken into consideration. Mostly, the physiological 
information is used as the source of signals for control system because of their 
superiority of reflecting the patients’ intentions. For example, Kazuo Kiguchi and 
Yoshiaki Hayashi has proposed an 7-DOF exoskeleton robot SUEFUL-7 with EMG-
based control strategy[8] .In order to identify the motions of the 7-DOF robot, the EMG 
signals of sixteen locations on the arms are measured through an amplifier. But it’s hard 
to derive sixteen channels of EMG signals which are available from the patient’s arms. 
Apparently, this will impede the implement of EMG signals in the control of the robot. 

In order to simplify the controlling process, it is imperative to design a compact 
and underactuated mechanism that needs limited signals to regulate. Postural 
synergies have been widely employed control of multi-DOF prosthesis and 
mechanical design of multifingered hand recently. But there are few research reports 
about the application of postural synergies in the mechanical design of multi-DOF 
exoskeleton robot. The purpose of this paper is to introduce the mechanical design 
method of a novel exoskeleton robot for upper extremity rehabilitation. The robot 
could achieve several typical motions with just two channels of signals, which is 
meaningful to simplify the use of rehabilitation robot for the patients themselves. 

2 Synergies Analysis 

Motor coordination is defined as the combination of several limbs or body parts in a 
manner that is well synchronous, fluent, and efficient in order to finish the intended 
goal. It’s the result of that human should fulfill repetition of many tasks, such as 
eating, drinking and dressing day by day. The repeated and continuous stimulation 
leads the brain to activate muscles in optimal and predictable patterns, which gives 
rise to muscular and postural synergies. A Muscular synergy is considered as a neural 
strategy of simplifying the control of multiple degrees of freedom. And a postural 
synergy is a preferred pattern of muscle co-activation that is used by the nervous 
system to maintain standing balance. Gelfand and Latash [10] proposed that the 
central nervous system does not eliminate the redundant degrees of freedom, but 
instead it uses all of them to ensure flexible and stable performance of motor tasks. 
Correspondingly, we can employ the postural synergies in our design to make the 
robot have good performance. 

2.1 Overview of Principal Component Analysis 

In order to study the postural synergies of the upper extremity, we used principal 
components analysis (PCA) method to indicate the pertinence of the variables which 
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represented the motion angles of each joint. Here is a brief overview of PCA 
employed in our investigation, the specification of it shown in [11] [12]. 

The posture of the upper extremity is represented by a posture vector: 

1i j np p p =  X                              (1) 

The element jp of the posture vector is defined as the angular displacement of 

some DOF located in the arm, and n is the number of the DOF considered. As iX is 

the posture of the arm at a given time, a m-row posture matrix with the data of the 
whole motion can be represented by 

[ ]1  
T

i m=X X X X                             (2) 

Employing PCA method, we can reconstruct the posture matrix X with k  
principal components, so: 
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Where the value ,i kp is the scalar weight of principal component 

,1 , ,
T

k k k j k nδ δ δ =  a    quantizes the proportion of the angles of the joints in the 

motion. 

2.2 Data Collection and Analysis 

Clinical tests indicate that a special series of motions selected to activate the impaired 
muscles of the patient is enough for the rehabilitation trainings, the resulting reduction 
of function movements is not significant for the therapy. As a result, in the 
experiment that was needed to analysis the postural synergies of the upper extremity. 
We chose a set of movements for the right arm, shown in Fig.1, and three subjects 
took part in our experiment. In the experiment, three subjects were requested to finish 
the designated five types of movement within the same time respectively, meanwhile, 
the angles of the targeted motions of joints were measured by an optical motion 
capture system (VICON F-20).The targeted motions were distributed in the shoulder 
complex and elbow complex, the shoulder complex possesses 3DOF: 
flexion/extension, abduction/adduction and internal/external rotation, and the elbow 
complex possesses 2DOF: flexion/extension and supination/pronation.  
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Fig. 1. Five types of Movements in the experiment, (a)original posture, (b)touching the left ear, 
(c)touching the mouth, (d)touching the right ear, (e)touching the left shoulder, (f)touching the 
calvaria 

Generally, it’s very hard to design a compact and self-contained joint to provide a 
motion, whose velocity is compounded of two or more different components, just by 
mechanical structure. The posture matrix X needed at least two principal components 
to reconstruct the motions if we set the contribution of the principal components as 
more than 80%. So there is a need to make a partial analysis of the data, then we 
could reconstruct the new posture sub-matrixes with only one component. According 
to our analysis, the initial 5-volume posture matrix X was divided into 2-column 
matrix M and 3-column matrix N , they were reconstructed by principal component 

1e  and 2e  respectively as 
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2 2,1 2,2 2,3    
T

δ δ δ =  e                             (7) 

During PCA process, we could calculate the eigenvectors and eigenvalues of the 
covariance matrix M and N . The weight of an eigenvalue in the sum of all 
eigenvalues reveals the contribution of its eigenvector during the reconstruction of the 
motions. And here, the eigenvector is considered as principal component. According 
to the analysis of data, we got the percent of information explained by the principal 
components, shown in Fig. 2, which supported our hypothesis. 

 

Fig. 2. Percent of information explained by the components after we divided the posture matrix 
X into M , N  

3 Mechanism Design 

Our goal is to design a 10-DOF exoskeleton rehabilitation robot that could provide 
necessary motions for the physical therapy of patients with motor impairment. The 
robot has five active DOFs actuated by pneumatic muscles, three for shoulder 
complex and two for elbow complex.  

3.1 Principle of Design 

According to postural synergies analyzed in part 2, in our design, the joints with 
actuation were divided into two groups, one consisted of shoulder 
abduction/adduction and internal/external rotation , the other consisted of shoulder 
flexion/extension, elbow flexion/extension and supination/pronation. The joints in one 
group can be combined in a coupling way, which is helpful to reduce the number of 
actuators. As a result, the robot could achieve the pre-established motions with only 
two channel of signals inputted.  

Considering the contractile mechanism of the artificial air muscle, fine steel cable 
was used to transfer the motions to the individual joint through driving wheels. 
Quantification of the radii of the driving wheels was the key point in our design. 
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In the equation (6) and (7), ,i jδ actually indicates the relationship between the radii 

of the driving wheels. So the mechanism of the joints was designed to distribute the 
motions provided by artificial to specific joint, shown in Fig. 2 and Fig. 3. 

 
Fig. 3. Coupling structure for the joints of shoulder abduction/adduction and internal/external 
rotation 

 
Fig. 4. Coupling structure for joints of shoulder flexion/extension, elbow flexion/extension and 
supination/pronation 

In our scheme, the radii of the actuated joints must satisfy the conditions below: 
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2,28

7 2,3

r

r

δ
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And the value of ( )1 r 1,2, ,8i =  was calculated in view of the stroke of the 

artificial muscle, the motion range of the joint and the minimum bending radius 
allowed by the steel cable. If we define the inputs of the artificial air muscles as 1lΔ  , 

2lΔ for the moment it , the posture vector of the upper extremity can be written as: 
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3.2 Prototype Design Overview 

The upper extremity of human is a complicated and dexterous biomechanical system 
with seven degrees of freedom (three in the shoulder complex, two in the elbow 
complex and two in the wrist joint) [13].The inspiration of the following exoskeleton 
robot was from the anatomy of the human’s upper extremity. To construct a 
mechanism to replicate the motions of human’s extremity is the goal of research on 
rehabilitation robot. Here, we present a novel 10 DOF exoskeleton robot based on the 
postural synergies of the upper extremity, shown in Fig. 5. 

Joint 1, 2, 3 are located around the shoulder complex, and joint 4, 5 is located in 
elbow complex. The axes of joint 1 and joint 2 are orthogonal, the motion of joint 2 is 
synchronous to joint 1. So when the steel cable connected to the artificial muscle 
drives the wheel in joint 1, a complex motion comprised of joint 1 and joint 2 occurs 
around the shoulder complex. The axes of joint 3, joint 4 are parallel, and the axis of 
joint 5 is orthogonal to them. This makes it convenient to transfer the movement from 
joint 3 to joint 5. In order to reproduce the motions customized for the upper 
extremity, the joint 3 must rotate with the joint 2, which will be realized by the 
control algorithms. The range of motion of the five active joints is shown in table 1. 

Table 1. Range of motion (ROM) of the active joints 

Joint 1 Joint 2 Joint 3 Joint 4 Joint 5 
0~90° 0~90°   0~135° 0~135°  -45~90° 

Except the five active joints, five passive joints are set up to make the motions of 
the exoskeleton more flexible and stable. Joint 6, 7 and 8 provide moderate linear 
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displacement on the sagittal plane, coronal plane, and transverse plane respectively, 
which plays a part in offsetting the spatial movement of the center of the 
glenohumeral joint. Joint 9 and 10 are designed to accommodate the movements 
located in the wrist joint of the robot to the human’s. The range of motion of the five 
active joints is shown in table 2. 

Table 2. Range of motion (ROM) of the passive joints 

Joint 6 Joint 7 Joint 8 Joint 9 Joint 10 

0~50mm 0~40mm 0~40mm 0~30mm -45~45° 

 

Fig. 5. The solid model of the exoskeleton robot, the driving wheels are numbered from 1# to 8# 

According to equation (8), (9) and (10), we could calculate the radii of the driving 
wheels considering the stroke of the artificial muscle, the motion range of the joint 
and the minimum bending radius allowed by the steel cable. Here, the driving wheel 
in joint 5 was substituted by curved rail for eliminating the potential conflicts between 
the robot and human’s arm. The radii of the driving wheels is shown in table 3. 
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Table 3. Radii of the driving wheels (mm) 

1# 2# 3# 4# 5# 6# 7# 8# 

50 66 75 50 74 56 37 74 

4 Conclusion 

In this paper, we propose a novel design scheme for the exoskeleton robot of upper 
extremity. It has five active degrees of freedom with only two actuators, which means 
only two channels of peripheral signals are needed to control the robot. This will 
greatly simplify the power supply and control system of the robot, and makes it easy 
to operate for the patients themselves. Also, the reduction of the control signals will 
promote the use of physiological signals, such as sEMG, during real-time control. 

The coupling design of the five actuated joints could reconstruct the motions 
depicted by equation (12) and (13), we call it “hardware synergy”. If we want to 
reconstruct the motions depicted by equation (11), a novel algorithm for control is 
necessary. And testing the synergy algorithm on the prototype is our future work. 
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Abstract. This paper proposes an approach based on Artificial Neural Network 
(ANN) method for gait prediction of a lower-limb exoskeleton equipped with 
plantar pressure sensors and a pair of crutches. This approach can be 
implemented to predict the exact moment to change gait motion status. Further, 
the proposed approach can help to decide the starting movement speed of the 
pilot, through predictions on angular velocities of joints of both knees and hips. 
In this way, the exoskeleton can cope better with the pilot. Experimental results 
show that the new approach can capture the starting point of a new move, as 
well as predict the starting movement speed based on inputs from pressure 
sensors installed under pilot’s plantar and crutches. 

Keywords: gait prediction, Artificial Neural Network, exoskeleton. 

1 Introduction 

Exoskeleton robots, mainly constructed by mechanical parts and electronic parts, have 
emerged in recent years for its ability to enhance peoples’ performance or assist 
disabled people who survived from stroke or who are not strong enough to move their 
limbs freely [1][2][3]. The whole system of the robot is a cross-field research subject 
concerning automation, artificial intelligence, medical treatment, and of which, one of 
the core ideas is to make the robot cooperate with the wearer , regarded as a robot-
pilot, harmoniously [4]. 

From the aspect of energy transform, the robot drives its pilot. From that of signal 
transform, however, we can see an opposite picture: the robot is driven by its pilot by 
means of various sensor-information. [5][6] The more advanced the sensor-signal-
processing system turns out, (including the quantities and the precision of sensors, the 
bandwidth of communication, the signal processing algorithms)  the more the pilot 
feels like he is driving himself with feeble strength [7][8].  

Hence, self-learning algorithms were introduced. There are two main approaches 
of self-learning, one is fuzzy control, and the other is artificial neural network (ANN). 
A new gait recognition method based on a fuzzy inference system was introduced in 
[9]. And classification purposes of gait events were elaborated in [10]. In a robot 
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game, the localization system of the soccer robot is the key technology. With the 
ANN technology, the robot can learn and adjust its location adaptively [11]. In a 
mobile robot navigation system, the motion planning problem of constructing a 
collision free path can be solved based on ANN [12]. In [13], quantitative analysis of 
inter joint coordination at various walking speeds is presented. In this system, high-
dimensionality, temporal dependence, and nonlinear relationships of the gait patterns 
are overcome by ANN. 

ANN is a parallel distributed special signal processing system by simulating the 
construction and functions of human brain, in which parallelism, distributed storage, 
high fault tolerance, adaptive and learning ability are the most significant advantages 
for a better biological imitation control. Our research is focused on constructing an 
ANN based approach by means of detecting and measuring pressure from pilot’s 
plantar and from the two crutches, where the crutch pressure was regarded as an 
adviser to help decide the starting moment of each motion. And through angular 
velocity predication, the robot side can coordinate with its pilot much better. In 
section 2, a 6-state-cycle controlling together with the entire ANN for gait prediction 
were interpreted. The experimental results in section 3 show how the gait feature 
changed by self-learning with ANN. Section 4 concludes the paper and outlines 
directions for future research. 

2 The Approach 

2.1 Gait Analysis 

A single gait cycle of an average person can be divided into 6 states (see Fig. 1), from 
which, a dynamic, geometrical pattern was abstracted as a leadership of gait trend for 
the motion of the exoskeleton. 

  
    a) an initial gait cycle                  b) an intermediate gait cycle 
IDLS: Initial Double Limb Stance;              SLSR: Single Limb Stance Right 
TDLS: Terminal Double Limb Stance;          SLSL: Single Limb Stance Left (Swing) 
DLS: Double Limb Stance;  

Fig. 1. A single gait cycle 
(Notes: Reference picture from Google, key word: gait cycle) 
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In Fig. 2, Θ0 was a tiny angle for the pilot’s bending to shift his centre of gravity 
forward in the state of Initial Double Limb Stance (IDLS). Between the Initial Double 
Limb Stance (IDLS) and the Single Limb Stance right (SLS right), the motion of left 
hip joint and left knee joint was operated, where ωlhr and ωlkr represent the angular 
velocity of both left hip joint and left knee joint respectively until it goes into Single 
Limb Stance right (SLS right), where both the left hip joint and left knee joint meet 
their limit angles Θlhmx and Θlkmx. And between the SLS right and the Terminal Double 
Limb Stance (TDLS), the motion of hip joint and knee joint was operated as well, but 
with opposite directions, which were represented byωlhf and ωlkf until it goes into 
TDLS where both the left hip joint and left knee joint meet their limit angles, Θlhmn 
and 0. Between TDLS and SLS left, the motion of right hip joint and right knee joint 
was operated, where ωrhr and ωrkr represent the angular velocity of both right hip 
joint and right knee joint respectively. At the mean time, the motion of left hip joint 
was operated, with the velocity of ωlhb until it goes into SLS left, all the limit angles 
Θrhmx, Θrkmx and Θ0. And between the SLS left and the Terminal Double Limb Stance 
(TDLS), the motion of hip joint and knee joint was operated as well, but with opposite 
directions, which were represented byωrhf and ωrkf until it goes into TDLS again 
where both the right hip joint and right knee joint meet their limit angles, Θlhmn and 0. 
Then a gait cycle was finished. 

 

 
IDLS    IS    SLSR    ST       TDLS 

 
TS        SLSL   SD     DLS 

Fig. 2. Gait trend diagram 

2.2 Gait States Transform Algorithm 

See Fig. 3, state 1 is the initial double limb stance. Once trigged by Sl, it jumps to 
State 2, in which, the left leg lifts, until the hip angle and the knee angle meet their 
limitation: Θlhmx and Θlkmx. And here comes state 4, in which the left leg falls down 
from Θlhmx and Θlkmx to Θlhmn and 0. At the mean time, it jumps to state 5, which is the 
terminal double limb stance. Once trigged by Sb, Θlh turns back to Θ0, it finally jumps 
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back to state 1, known as the initial double limb stance. But once trigged by Sr, it 
jumps to State 6, in which, the right leg lifts, until the hip angle and the knee angle 
meet their limitation: Θrhmx and Θrkmx. And as the hip angle of the left leg Θlh turns 
back into Θ0, in which case, the pilot moves forward. And here comes state 8, in 
which the right leg falls down from Θrhmx and Θrkmx to Θrhmn and 0, respectively. At 
the mean time, it jumps to state 9, which is the double limb state. Once trigged by Sb, 
Θrh turns back to Θ0, it finally jumps back to state 1, the initial double limb stance. If 
trigged by Sl, it jumps to State 2, in which case, the left leg lifts again, and another 
cycle is beginning. 
 

 
Notes: 1:IDLS; 2: IS; 4: ST; 5: TDLS; 6: DS: 8: SD; 9: DLS 

Fig. 3. Gait states transform diagram 

2.3 An ANN Based Gait Motion Modification Algorithm 

Fig. 4 represents the exact location of the 4 plantar pressure sensors beneath the feet, 
which, FSRlh, FSRll, FSRrh, and FSRrh represent the upper and lower spots of the left 
foot and right foot, respectively. 
 

 

Fig. 4. Plantar Pressure Sensors 
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Fig. 5 illustrates the ANN map built up for the exoskeleton to define and update the 
angular velocity of each joints, both hips and knees, in which, FSRlh, FSRll, FSRrh, 
FSRrl and FSRcrl, FSRcrr represent plantar pressure of each foot, upper spot and lower 
spot and the left crutch and right crutch, respectively. Of the time derivative, they 
turned into dFSRlh/dt, dFSRrh/dt, dFSRrl/dt, dFSRrl/dt and dFSRcrl/dt, dFSRcrr/dt 
respectively. 

 

 

Fig. 5. Gait motion modification based on ANN 

A typical artificial neuron can be described as 

y f w y  

Where f(*) is an activation function that can sometimes be described as a switching 
function with its outputs 1 or 0. Vector w, which includes bunches of parameters such 
as w  can be adjusted based on corresponding experiences. In our research, vector 
w was obtained from homogeneous transformation of (ulh, ull, urh, url)T. And the 
functions Slh(*), Srl(*), Srh(*) and Srl(*) indicating when-to-rise-the-leg are all 
regarded as activation switching functions. 

As we know, the value of all the pressure sensors, which include plantar pressure 
sensors and crutch pressure sensors, represents the body weight of the pilot. The 
threshold value of when-to-rise-the-leg is roughly proportional to the body weight. 
Thus, the inequality is obtained as below: 

 
         FSRlh η ● ●     (1) FSRll η ● ●     (2) FSRrh η ● ●     (3) FSRrl η ● ●     (4) 
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Where  u u uu u u u u uu u uu u uu u u u u uu u u              (5) 

 

  (                )  
inequality (1)~ (4) can be transformed into switching functions as below: 

 

                     Slh( ) 1, ● 00, ● 0                 (6) 

                     Sll( ) 1, ● 00, ● 0                  (7) 

                     Srh( ) 1, ● 00, ● 0                (8) 

                     Srl( ) 1, ● 00, ● 0                 (9) 

where ηlh●ηll●ηrh●ηrl●
1 0 00 1 0 0 0 00 0 00 0 10 0 0 0 0 01 0 0       (10) 

Assuming Scrl and Scrr are switching functions for both crutches as below: 
 Scrl(FSRcrl) 1, FSRcrl  0, FSRcrl                       (11) Scrr(FSRcrr) 1, FSRcrr  0, FSRcrr                       (12) 

where δ is a constant threshold value obtained from average persons exerting their 
force upon the crutches. Thus, a true value table, in which Ol and Or are regarded as 
outputs, with the rest inputs can be expressed: 

Table 1.  

INPUTS OUTPUTS 
Scrl Scrr Slh SlL Srh Srl Ol Or 

1 X 0 0 1 1 1 0 
X 1 1 1 0 0 0 1 
1 0 X X 1 1 1 0 
0 1 1 1 X X 0 1 
0 0 X X X X 0 0 
X X X 0 X 0 0 0 
X X X 0 0 X 0 0 
X X 0 X X 0 0 0 
X X 0 X 0 X 0 0 
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Since the angular velocity of each joint is roughly liner dependence to the 
dFSRlh/dt, dFSRrh/dt, dFSRrl/dt, and dFSRrl/dt, we can build up the whole network, in 
whichωlh(*),ωlk(*),ωrh(*) and ωrk(*) represent the switching functions to the liner 
outputs in the hidden layer. 

The whole network is adaptive by means of the variation of the crutches. For 
instance, if the right leg rises earlier than it is supposed to, the left crutch presses 
harder to the ground. If the left leg rises later, however, the right crutch presses harder 
to the ground. Thus, the ANN can finally seek out the fittest threshold value to for 
each plantar pressure sensor to yield the best moment to rise the leg. And the angular 
velocity of each joint is adaptive as well. For instance, if the right leg rises faster than 
it is supposed to, the left crutch presses faster to the ground. If the right leg rises faster 
than it is supposed to, the left crutch presses faster to the ground. If the left leg rises 
faster than it is supposed to, however, the right crutch presses faster to the ground. 
Thus, we can first build up functions as below:  

Scrl 1, FSR  0, FSR                                  (13) 

Scrr 1, FSR  0, FSR                                  (14) 

Table 2.  

INPUTS OUTPUTS
State Scrl Scrr  Ol Or Sl Sr ω 
IDLS 0 0 0 0 0 0   

IDLS 1 0 X 0 1 0 l--  
IDLS 0 1 0 X 0 1 r--  
IDLS X X 0 1 0 1   
IDLS X X 1 0 1 0   
SLSR 1 X X X   ωl++ 
SLSR 0 1 X X    ωl-- 
SLSR 1 1 X X   l++  
TDLS X 0 X 0 0 0   
TDLS X 1 X X 0 1   
TDLS X 0 X 1 0 1   
SLSL X 1 X X   ωr++ 
SLSL 1 0 X X    ωr-- 
SLSL 1 1 X X   r++  
DLS 0 X 0 X 0 0   
DLS 1 X X X 1 0   
DLS 0 X 1 X 1 0   
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Where  is a constant threshold value obtained from average persons about the 
variance ratio of exerting their force  upon the crutches(See Fig. 3 again), a true 
value table, in which Sl and Sr are regarded as outputs, with the rest inputs can be 
expressed: 

3 Experimental Results 

The variation of ωlh, ωlk, ωrh and ωrk of 2 gait cycles was described in Fig. 6. Except 
for the computer speed of the architecture of the hardware bearing the algorithms, the 
learning time during the process depends on the proper step length of the dynamic 
change of η(t) or ω(t) . 

In Fig. 6.a, First, the Scrl’ and Scrr’ were both sensed by the ANN in the IDLS 
state in the first cycle. And they were respectively sensed by ANN in SLSR and SLSL 
in the SLSR and SLSL in the first cycle as well. Hence the angular velocity and the 
right moment to start a new gait were adjusted from ω(t) and η(t) in the second 
gait cycle, which makes the pilot rise his leg earlier than he used to, and walk in a 
faster speed, which situation is more adaptive to the pilot. In Fig. 6.b, the Scrl’ and 
Scrr’ were respectively sensed by ANN in SLSL and SLSR with a different order, 
compared with the situation in Fig, 6.a. Thus, the new gait were adjusted from  
ω(t) and η(t) in the second gait cycle, but with an opposite direction, leading 

the pilot walk in a lower speed. 
The step length of : η(t) η k  (k = 0, 1, 2, …..),  
where η  is a constant 
The step length of ω: ω(t) ω k  (k = 0, 1, 2, …..),  where 
ω  is a constant. 

 

a 

Fig. 6. 
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b  

Fig. 6. (continued) 

 

Fig. 7. Plantar pressure in 3 gait cycles with low speed 

Fig. 7~9 depict Plantar Pressure Sensors in 3 gait cycles with different angular 
speed. 
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Fig. 8. Plantar pressure in 3 gait cycles with intermediate speed 

 

Fig. 9. Plantar pressure in 3 gait cycles with fast speed 

4 Conclusion 

In this manuscript, we proposed an ANN-based approach for gait prediction of a 
lower-limb exoskeleton equipped with pressure sensors installed under pilot’s plantar 
and crutches. As experimental results show, this approach can predict the start point 
of a gait motion. As well as help to decide the movement speed of the pilot. The 
future work will be focused on intensive training under various robot-pilot interactive 
situations. 
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Abstract. This paper presents the optimal kinematic calibration of the
Hexapod (6-UPS) parallel manipulator based on a new observability in-
dex. The polytope description, rather than the widely used ellipsoid one,
is introduced to depict the inaccuracy of the identified parameters. Then,
the infinity-norm of the residual errors is utilized to assess the calibra-
tion precision of the kinematic parameters, which should be minimized
during the process of measurement configurations selection. In order to
find the optimal configurations, the Particle Swarm Optimization (PSO)
algorithm is employed in the proposed method and a collision mechanism
is added to cope with the joint space boundary constraint of the studied
manipulator. In the end, a numerical example is studied to verify the
correctness and effectiveness of the proposed approach.

Keywords: Optimal kinematic calibration, Observability index, Parti-
cle Swarm Optimization algorithm, Hexapod manipulator.

1 Introduction

Due to the inevitable defects in manufacturing and assembly, the manipulators’
kinematic parameters do not exactly match the design goal, which influences
the positioning accuracy significantly. Therefore, kinematic calibration is always
carried out as an economical and efficient way to overcome this problem by com-
pensating the errored parameters [1]. However, due to the existence of measure-
ment errors, the kinematic parameters cannot be perfectly calibrated. Moreover,
the identification precision is sensitive to the sensor noise in some cases.

To minimize the effects of the sensor noise on the calibration quality, much re-
search work has been done in the past few decades, which are mainly concerning
their investigations on the determination of the optimal measurement configu-
rations for robot calibration [2]-[7]. Then, the problem can be expressed as to
choose a particular set of measurement configurations to minimize some specific
observability indices, which are used to evaluate the goodness of the selected
configurations. All these indices are derived based on the singular value decom-
position (SVD) of the identification matrix JP whose inverse linearly transforms
the measurement errors to the inaccuracy of the identified parameters.
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Borm and Menq [8] selected the geometric mean of all the identification Ja-
cobian matrix’s non-zero singular values as the observability index (termed as

O1 = m− 1
2 (δ1 · · · δL) 1

L , where δ1, · · · , δL represent the singular values and m is
the number of the measured configurations). It can also be related to the deter-
minate of the symmetric matrixMp = JTPJP . Driels and Pathre [2] suggested the
condition number of JP as the observability index (expressed as O2 = δL/δ1). In
addition, Nahvi and Hollerbach used the minimal singular value of JP (denoted
as O3 = δL [9])) and the multiplication of O2 and O3 (namely O4 = δ2L/δ1 as the
noise amplification index [10]) as the observability indices, respectively. Sun and
Hollerbach [11] have systematically compared these observability indices to the
alphabet optimalities from experimental design literatures and proposed some
useful criteria for observability index option in the light of different purposes.

However, from the viewpoint of optimal experiment design, all these indices
are based on the statistics of redundant datum measurements [11]. They just
indicate a possibility for estimation precision. No guarantee can be made for
the robot’s identified parameters that the residual errors are no more than spe-
cific quantities, which is important to assess the accuracy performance of robot
manipulators.

Otherwise, all the above indices are obtained under the assumption of unit
hypersphere constraint for sensor noise, namely ‖εY ‖2 ≤ 1 (where εY is the
composed measurement error vector). As a matter of fact, the pose sensor per-
forms the measurements individually at different configurations during the cali-
bration process. Consequently, a hypercube will be generated for the constraint
of sensor noise. And an error polytope, rather than the ellipsoid, can be obtained
for the identified parameters through the linear mapping with JP .

For the above reasons, this paper presents a new observability index to eval-
uate the goodness of the selected measurement configurations for robot calibra-
tion. It is derived based on the polytope description of the residual errors and
a bounding box is generated to estimate the inaccuracy of the identified param-
eters. The l∞-norm of the residual errors, also known as the worst situation of
parameter identification, is defined as a new index O∞ which should be mini-
mized in the optimal configurations selection. The PSO algorithm is introduced
and modified to determine the optimal configurations. A collision mechanism is
employed into the searching process to cope with the input boundary constraint
of the manipulator’s actuated joints. With the proposed method, the worst case
of parameter identification can be obtained. As a result, the calibration precision
of the identified parameters can be guaranteed, which is essential to predict the
absolute positioning accuracy of robot manipulators.

The rest of this paper is organized as follows. In Sec.2, the polytope and the
ellipsoid descriptions for residual errors are compared via an intuitive example.
Then, Sec.3 presents the definition and derivation of the proposed observability
index for configuration selection. The PSO algorithm with collision mechanism
is introduced in Sec.4 to search for the optimal configurations. In Sec.5, the
Hexapod manipulator is studied as a numerical example to verify effectiveness
of the proposed method. In the end, some conclusions are drawn in Sec.6.
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2 Polytope versus Ellipsoid for Error Description

Generally, the task velocity vector of a robot manipulator in the workspace can
be obtained through the linear mapping

ẏ = Jq̇ (1)

where q ∈ R
n and y ∈ R

m denote the input and the output vectors in the robot’s
joint and task spaces, respectively. J ∈ R

m×n is the Jacobian matrix. And the
robots studied here are assumed not under-actuated, which yields n ≤ m.

The manipulability ellipsoid and polytope have been systematically studied
and compared as dexterity measurements for robot manipulators [12]. The ma-
nipulability ellipsoid can be obtained conveniently based on the l2-norm estima-
tion of the input velocities (namely ‖q̇‖2 ≤ 1) as

‖q̇‖2 = q̇T q̇ = ẏTJ+TJ+ẏ ≤ 1 (2)

where J+ = JT (JJT )−1 denotes the pseudo-inverse of the Jacobian matrix J.
However, each active joint has its own velocity constraint in practice. Thus,

the joint velocity vector will be confined within ‖q̇‖∞ = max |q̇i| ≤ q̇max rather
than ‖q̇‖2 ≤ 1. Therefore, the ellipsoid approach does not transform the exact
velocity constraint from the joint space to the task space. Consequently, Lee
[12] introduced the concept of the manipulability polytope as a more accurate
and practical description of the dexterity for robot manipulators. And several
concise methods [13] have been proposed to compute the corresponding polytope
associated with the ∞-norm constraints of the active joints’ input velocities.

Actually, the precision estimation for robot calibration suffers from the same
problem. The robot’s extended kinematic model can be generally expressed as

y = f (p, q) (3)

where p represent the kinematic-parameter vector.
Then, the linearized calibration model can be represented as

ΔY + εY = JPΔp (4)

where ΔY = [ΔyT1 , ΔyT2 , · · · , ΔyTm ]T is the composed deviation of the mea-
sured poses y i from their nominal ones ŷ i, namelyΔy i = y i−ŷ i, i = 1, 2, · · · ,m.
εY = [εyT1 , εy

T
2 , · · · , εyTm ]T represents the composed random error vector dur-

ing pose measurements. And Δp denotes the deviation of the kinematic param-
eters’ actual values from their nominal ones. The identification Jacobian matrix
is defined as JP = [JTP,1, J

T
P,2, · · · , JTP,m]T , which can be obtained as

JP,i =
∂f

∂p
y=ŷi

, i = 1, 2, · · · , m (5)

Since the exact values of the measurement noise cannot be determined abso-
lutely, the deviation of the parameters’ actual values from their nominal ones
can only be obtained according to the simplified form of Eq.4 as

ΔY = JPΔp (6)
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Comparing Eq.6 to Eq.4, it is obvious that the residual errors of the identified
parameters satisfy the following relation.

JP εp = εY (7)

where εp = Δp̂−Δp∗ denotes the residual errors, namely the difference between
the identified values of the kinematic parameters from their actual ones.

Then, the estimation of the residual errors can be obtained as

εp̂ = J+
P εY (8)

where J+
P = (JPJ

T
P )

−1JTP is the Moore-Penrose inverse of JP .
All the aforementioned observability indices Oi (i = 1, · · · , 4) can be ob-

tained based on the singular values of the identification Jacobian matrix JP
and related to some indices of the error ellipsoid, such as volume, eccentricity
and maximum axis. Analogously, these results are derived under the assumption
that the measurement error forms a hypersphere constraint, namely ‖εY ‖2 ≤ 1.
However, in practice the pose sensor performs the measurements independently
at different configurations. As a result, the sensor noise will be bounded by
‖εY ‖∞ = max |εyi| ≤ εyi,max. Instead of the hypersphere, a hypercube can be
obtained as the variable constraint (namely the domain) of Eq.8. According to
the linear mapping of JP , a polytope will be derived as the range of the linear
function. Obviously, it is the exact bound of the residual errors of the identified
kinematic parameters, within which the real calibration errors will be confined.

Take the simple planar 2-R serial robot as an example. There are four kine-
matic parameters in this robot, namely the position of the fixed joint and the
lengths of the links. To simplify the expression of discussion, but without loss of
generality, only the length errors of the links are taken into consideration in this
particular case.

Supposing three different configurations are measured for identifying the ac-
tual lengths of the links. For each configuration, a two-dimensional error vector
is employed into the calibration model due to the sensor noise. Therefore, the
total sensor noise will be constrained within a 6-hypercube. According to the
linear mapping defined in Eq.8, the exact bound of the identified links’ residual
errors can be obtained in the form of a polygon, as illustrated in Fig.1.

From the figure, it is obvious that the exact error bound can be obtained as the
convex hull of the image points mapped from the vertices of the measurement
error’s constraint hypercube. And most of the image points are transformed
onto the inner points of the identified error polytope. The error ellipse is also
illustrated in the figure for comparison. It shows that the error ellipse is smaller
than the polygon both in volume and maximum magnitude. Additionally, the
ellipse’s maximum axis, known as the worst direction for error transmission, does
not point to a certain vertex of the obtained error polygon. It means that the
error ellipse just presents a qualitative evaluation for the residual errors and can
not provide the quantitative estimation how accurate the kinematic parameters
would be after identification. Thus, it can be stated that the polytope description
is more direct and accurate than the ellipsoid one to evaluate the identification
quality of the kinematic parameters.
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Fig. 1. Error polytope v.s. ellipsoid for the identified parameters

3 Observability Index Based on the l∞-Norm Evaluation

As indicated in the above section, the precision estimation for robot calibration
can be solved conveniently once the exact error bound of the identified param-
eters is determined absolutely. However, it is not an easy task to completely
specify the error polytope due to the high dimension of the identified parame-
ters and the excessive measurement datum.

Suppose the dimension of the robot’s output vector is n and p kinematic pa-
rameters need to be calibrated with m different measured configurations. Then,
the constraint of the measurement errors can be represented by a hypercube
in the Euclidean space R

mn. And the dimension of the identification Jacobian
matrix satisfies JP ∈ R

mn×p. As a result, the problem of estimating the residual
errors of the calibrated parameters has been transformed to the one of deter-
mining the error polytope in R

p mapped from the mn-hypercube through JP .
In the case of the six degree-of-freedom (DOF) Hexapod manipulator, there

are totally 42 kinematic parameters to be calibrated and more than seven differ-
ent configurations to be measured for reliable parameter identification [14]. The
dimension of the composed error vector εY will be increased by six for each more
measurement. Therefore, the least dimension of εY would be 48. Then, the total
number of the vertices of the error hypercube will be 2mn = 248

.
= 2.8147×1014.

Even for the kinematic parameter, the number of the error hypercube’s vertices
will exceed 2p = 242

.
= 4.3980 × 1012. It is an extremely big, even impossible,

problem to completely determine the exact bound of the residual errors in such
high dimension situation. Thus, it is necessary to define some indices to estimate
the inaccuracy of the identified parameters.

As discussed in the above sections, the observability indices Oi(i = 1, 2, 3, 4)
are derived based on the 2-norm constraint for the measurement errors, as

‖εY ‖22 = εY T εY = εp̂TJTPJP εp̂ = εp̂TMP εp̂ ≤ 1 (9)

where MP = JTPJP .
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As indicated in the literatures [15], the l2-norm constraint is usually used in
many robotics applications more because it is mathematically tractable than
physically desirable. Since the pose sensor performs the measurement indepen-
dently at different configuration during robot calibration, the l∞-norm constraint
is more practical than the l2-norm one for the measurement errors.

Therefore, an alternative observability index is defined based on the ∞-norm
of the identified parameters’ residual errors as

O∞ � ‖εp̂‖∞ = ‖J+
P εY ‖∞ (10)

According to the definitions of the ∞-norm (the maximum row sum of abso-
lute values) of vectors and matrices, the new index can be rewritten as

O∞ = max
1≤i≤p

|εp̂i| = max
1≤i≤p

|
mn∑
j=1

(J+
P )i,jεY j | (11)

where εp̂i and εY j are the ith and jth components of the error vector εp̂ and
εY respectively. (J+

P )i,j denotes the entry in the ith row and jth column of J+
P .

For the vertices of the measurement error hypercube, the components of εY
would be either 1 or -1 (namely εY j = ±1). Let εY j have the same sign as the
entry (J+

P )i,j . Then, the observability index can be finally determined as

O∞ = max
1≤i≤p

|εp̂i| = max
1≤i≤p

mn∑
j=1

|(J+
P )i,j | = ‖J+

P ‖∞ (12)

From Eq.12, O∞ can be simply the l∞-norm of J+
P . Its physical meaning is

the maximum absolute value of the components in the identified parameters’
residual errors. For a given planar vector rp = (xp, yp)

T , the ∞-norm produces
a square constraint with the side equal to the maximal component of the vector,
namely ‖rp‖∞ = max{|xp|, |yp|}. Using this concept, Eq.8 can be interpreted in
a geometric manner. Still take the planar case as an example. As shown in Fig.2,
based on the image points transformed from the measurement errors’ constraint
hypercube, different estimations for the error bound of the identified parameters
can be obtained according to different criterions.

On one hand, a circular area can be obtained according to the l2-norm evalua-
tion. From the figure, it is obvious that this circle is inscribed by the exact error
polygon. Based on this criterion, it can be guaranteed that the l2-norm values of
the residual errors will not exceed the radius of the bounding circle. It sounds a
reasonable evaluation for the inaccuracy of the kinematic parameters for robot
calibration. However, it is difficult to identify the vertex with maximum l2-norm
in high dimensional cases, such as the spatial parallel manipulators.

On the other hand, a square region can also be obtained based on the l∞-norm
evaluation of the residual errors, as shown in the figure. The physical meaning of
this estimation is that each component of the residual errors will not be larger
than this magnitude. And it is easy to calculate the side length of this bounding
square according to Eq.12. Moreover, a smaller bounding box can be specified by
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Fig. 2. Comparison of the 2-norm and infinity-norm evaluations for the residual errors

computing each row sum of absolute values of J+
P , namely the l1-norm of the row

vectors, which binds the residual errors. As a result, for a given matrix J+
P there

exist individual assessments for the error bound of all identified parameters. And
the observability index O∞ is defined as the largest one for the overall evaluation
of the identification inaccuracy.

4 PSO Algorithm with Collision Mechanism

In this section, the PSO algorithm [16,17] is introduced to search for the optimal
configuration set according the observability index O∞. Taking the active joints’
boundary constraints into account, a collision-mechanism is employed into the
standard PSO algorithm to cope with boundary constraint problem.

The actual position of one particle in the swarm is associated with a particular
design vector x , the dimension of which equals to the number of design variables
in the studied problem. The trajectory of the ith particle at iteration k can be
described with the position update equation as

xk+1
i = xki +Δxk+1

i (13)

where the velocity update equation for the particle can be determined as

Δxk+1
i = ωΔxki + c1r

k
1,i(x

b,k
i − xki ) + c2r

k
2,i(x

b,k
∗ − xki ) (14)

where x b,ki denotes the best previously obtained position of the particle i before

the current iteration and x b,k∗ is the previously best one among the entire swarm.
The random numbers rk1,i and rk2,i are uniformly distributed in [0, 1]. c1 and c2
are referred to as the intelligent particles’ cognitive and the social scaling factors.
And ω denotes the inertia factor.
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Fig. 3. The collision mechanism of PSO algorithm

Applying the algorithm to our problem, each particle among the swarm corre-
sponds to a set of measurement configurations. Then, the problem can be set up
conveniently and the updating theme of the swarm can be implemented readily.
However, the standard PSO algorithm is usually applied to solve unconstrained
optimization problems. In order to handle the motion constraint of the robot’s
active joints, a collision-mechanism is introduced to maintain a feasible popula-
tion when some particles cross across the searching boundary.

Suppose the particles are constrained within the feasible searching region Γ,
as shown in Fig.3. Then, a collision will occur when the updated position of a
particle reaches outside. It is natural and intuitive to regard Γ as a cage made
of glass. Although the particles are with intelligence, they cannot realize the
existence of the transparent boundary. When they find better positions based
on their cognitive and social intelligence, they will fly towards them without any
hesitation. Then, infeasible individuals will be generated among the population
if no handling strategy is introduced.

The basic idea of the collision-mechanism is based on the inelastic behavior of
two colliding objects. The searching particles are supposed to be bounced back
when they hit the boundary of Γ. Then, the position update theme of the flying
particles can be rewritten as follows if collision happens.

xk+1
i,j = bj − CR,j

(
xki +Δxk+1

i,j − bj
)

(15)

where bj represents the limitation of the jth component of the design vector x .
And 0 ≤ CR,j ≤ 1 is the coefficient of restitution. CR,j = 0 and CR,j = 1 are
associated with the perfectly inelastic and elastic collisions, respectively.

Based on the modified updating theme, the evolving population will search
the best position for the particles within the feasible region all the time to
guarantee the algorithm proceed successfully. Additionally, the restitution coef-
ficient can be modified flexibly between 0 and 1 in different cases. As pointed
by Nategh [14], the maximum observability index is potentially obtained at the
extreme boundary of the robots’ motion constraints. Then, for our optimal con-
figurations selection problem, the collisions are supposed to be perfectly inelastic
ones, namely CR,j = 0, to make the algorithm quickly converge.
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Fig. 4. The hexapod (6-UPS) parallel manipulator

5 Numerical Simulations

In this section, the hexapod (6-UPS) parallel manipulator, as shown in Fig.4, is
studied as a numerical example to demonstrate the proposed calibration method.
There are 7 independent kinematic parameters to be identified in each limb,
namely the position vector of the universal joint on the fixed platform u i, the
initial length of the prismatic joint li and the position of the spherical joint on
the moving platform si. Thus, there are totally 42 parameters to be identified
during the kinematic calibration, whose nominal values are listed in Tab.1.

Each measurement generates six constraint equations to the calibration sys-
tem. Therefore, at least 8 measurement configurations are required for reliable
parameter identification. In order to reduce the influence of the sensor noise,
14 different configurations are measured. The pose sensor’s measurement errors
are assumed to be uniformly distributed in εp ∈ [−0.010, 0.010]mm for position
and εo ∈ [−0.001, 0.001] rad for orientation. Otherwise, the motion ranges of the
actuated prismatic joints lie in qi ∈ [−200.00, 200.00]mm, i= 1, · · · , 6.

Using the modified PSO algorithm, the optimal measurement configurations
for kinematic calibration can be determined conveniently based on the proposed
observability index O∞ whose iterative improvement is illustrates in Fig.5. From

Table 1. Nominal values of kinematic parameters (mm)

Limb No. u i li si

1 (1931.8517, 517.6381, 0)T 3757.4884 (565.6854, 565.6854, 0)T

2 (−517.6381, 1931.8517, 0)T 3757.4884 (207.0552, 772.7407, 0)T

3 (−1414.2136, 1414.2136, 0)T 3757.4884 (−772.7407, 207.0552, 0)T

4 (−1414.2136,−1414.2136, 0)T 3757.4884 (−772.7407,−207.0552, 0)T

5 (−517.6381,−1931.8517, 0)T 3757.4884 (207.0552,−772.7407, 0)T

6 (1931.8517, −517.6381, 0)T 3757.4884 (565.6854,−565.6854, 0)T
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Fig. 5. Improvement of the observation index O∞ during the searching process

the figure, it is obvious that the observability index is reduced significantly by
the properly selected configurations than that by the random ones.

In order to validate the obtained result, numerical simulations are carried out.
Random errors ranged in [−5.0, 5.0]mm are added to the nominal parameters to
obtain the presumed actual ones. The robot’s simulated actual poses is obtained
by means of a numerical method to the forward kinematics analysis. Additionally,
uniformly distributed measurement errors are introduced to simulate the sensor
noise.

As shown in Fig.6, the residual errors of the robot’s identified parameters are
much smaller than the manufacturing and assembly tolerances before calibration.
Moreover, the identification precision can be further improved by choosing a set
of optimal measurement configurations. In the numerical example, mean value
of the residual errors has been reduced from 0.370mm to 0.047mm.

Fig. 6. Residual errors of the identified parameters
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Fig. 7. Residual errors of the identified parameters in numerical experiments

Otherwise, the boundary for all parameters’ residual errors can also be
obtained by calculating all rows’ l1-norm of J+

P , which can be regarded as a
threshold for identification inaccuracy. To verify this property, another numer-
ical experiment is designed by repeating the above calibration simulation for
thousands of times, as shown in Fig.7. It is evident that none of the maximal
residual errors of the identified parameters exceeds this theoretical maximum.
But in some cases, the maximal residual errors are close to this threshold, which
means that the worst situation for parameter-identification may arise due to un-
fortunate distribution of the random measurement errors for the end-effector’s
poses. Therefore, the final accuracy performance of the calibrated manipulator
can be obtained with this estimation for the parameters’ identification inaccu-
racy.

6 Conclusion

In this paper, a new observability index is proposed for the optimal configurations
selection for robot calibration. The concept of the error polytope is introduced
to describe the inaccuracy of the identified parameters based on the l∞-norm
evaluation, which provides a deterministic estimation for residual errors. The
new index is not only mathematically tractable but also with intuitive physical
meanings. It has ascertained the absolute bound of the potential residual er-
rors and then guaranteed the identification inaccuracy not exceed some specific
thresholds. The results of the numerical simulation have verified the correctness
and effectiveness of the proposed approach.
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Abstract. The long-term electromyography (EMG) signal can make
significant effect on prosthesis control based on pattern recognition. In
this paper, we collected myoelectric signals lasting twelve days and com-
pared the performance of six different features in time and frequency
domains. They showed the same tendency and all led to degradation
of recognition accuracy over time. Quantification method was used to
measure changes in EMG feature space. It showed that distinctness of
classes was increased after the long experiment and variability of pat-
terns between days was larger than that within one day. The results of
the study can help to investigate practical use of pattern recognition
based prostheses.

Keywords: electromyography, long-term signals, nonstationarity, pros-
thesis, pattern recognition.

1 Introduction

Electrically powered prostheses, controlled by myoelectric signals, can be clas-
sified into two groups, conventional control and pattern recognition control [1].
Conventional control scheme is based on the amplitude of myoelectric signals
and provides only one degree of freedom (DOF) control. However, because of its
robustness, it is widely used in commercially available prostheses.

Pattern recognition control uses features describing the myoelectric signals.
It is based on the assumption that features will be repeatable for the same
muscle contraction and different between different contractions [2]. This scheme
can control more DOFs than conventional method because more information is
extracted. There are many researchers investigating pattern recognition based
control scheme and many promising results have been achieved [3][4][5]. However,
due to the nonstationary property of EMG signals, most of them are achieved in
laboratory settings, and the experiment time is not very long, usually between
1 to 2 hours.

In order to make pattern recognition control clinically viable, some researchers
have made efforts towards the robustness of this sheme. Liu [6] investigated
effects of arm position on EMG recognition. Hargrove [7] developed a training
strategy to decrease electrode displacement effects.
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Our previous work studied the nonstationary effects on myoelectric signals
within one day and developed an unsupervised method to solve this problem [8].
The error rate was decreased by about 8 percents and the result was promising.
However, signals may be more fluctuant between days and performance will be
deteriorated, which influences prostheses using over days.

So in this work we concentrate on the effects of myoelectric signals recorded
over twelve days and try to analyze it with the quantification method. The
paper is organized as follows. Section 2 describes the experiment procedure and
methods. Section 3 presents major results and discussion, and the last part is
the conclusion.

2 Methods

Informed consent was obtained from all the subjects. The procedures were in
accordance with the Declaration of Helsinki.

2.1 Data Acquisition

A total of five healthy able-bodied subjects took part in the experiments. One
of the subjects had no prior experience of EMG-based motion classification. The
experiment experience of the others was from a little to moderate.

Four wireless electrodes were placed on the extensor carpi ulnaris, flexor carpi
radialis, extensor carpi radialis longus and flexor carpi ulnaris, which was shown
in Fig.1. The four muscles mainly controlled human wrist and hand motion. Be-
fore attaching electrodes, the skin was cleaned with alcohol to reduce impedance.
After the initial calibration, electrode positions were marked to help reestablish
the experimental setup on different days.

(a) (b)

Fig. 1. Four electrodes are placed on the extensor carpi ulnaris, flexor carpi radialis,
extensor carpi radialis longus and flexor carpi ulnaris: (a) anterior view, (b) posterior
view

We used one of commercial myoelectric signal systems, TrignoTM Wireless
system (Delsys Inc.), to collect EMG data. The system included a band pass
filter from 20 to 450 Hz. The sampling frequency was set to 2 kHz.
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Thirteen motion classes were considered in this study, which were pronation,
supination, hand close, hand open, radial flexion, ulnar flexion, flexion, extension,
fine pinch, cylindrical grasp, spherical grasp, lateral prehension and a resting
class. The motions were shown in Fig.2. The subjects stood before the device and
naturally extended their arms toward the ground before the experiment. Then,
they were instructed to perform motions with a consistent level of effort. Each
contraction was sustained for 5s and subjects had a 5-s rest between subsequent
motions to avoid fatigue. Every motion needed to be performed once in one
trial. For each subject, there were totally 20 trials per day and the time between
experiments of two subsequent days was kept about 24h. The entire experiment
lasted 12 days.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

Fig. 2. Twelve active motions are considered: (a) flexion, (b) extension, (c) radial
flexion, (d) ulnar flexion, (e) pronation, (f) supination, (g) hand close, (h) hand open,
(i) fine pinch, (j) lateral prehension, (k) spherical grasp, (l) cylindrical grasp

2.2 Data Processing

Pattern recognition scheme had two major parts: feature extraction and
classification.

In this work, we compared the long-term performances of six different feature
extraction methods, which were time-domain (TD) feature [2], bispectrum (BS)
feature [9], discriminant Fourier-derived cepstrum (FC) [3], improved discrete
Fourier transform (iDFT) [10], auto regression (AR) [11] and cepstral coeffi-
cients (Ceps) [5]. They extracted information from time and frequency domain,
respectively.
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As for classifiers, previous study [12] showed that classification method had
little effect on the performance of myoelectric pattern recognition system. Engle-
hart [4] found that linear discriminant analysis (LDA) was an effective real-time
myoelectric control scheme. And it was adopted in our study for its low compu-
tation cost and high performance.

Data were segmented using 200 ms windows, with processing increments of
50 ms. The first ten trials of the first day were assigned as the training set and
the others were the testing set.

The classification error was used to compare the performance of different
features, which was defined as

Error Rate = (1− Number of correctly classified samples

Total number of testing samples
)× 100% (1)

2.3 Quantifying Feature Space Changes

Features were characteristics of EMG signals. In order to monitor the differences
of signals between different days, three metrics were used to quantify feature
space changes [13]. A sketch of these metrics was shown in Fig.3.

Fig. 3. A sketch of three quantification metrics. Repeatability index (RI) describes
distance between different trials of the same class. Separability index (SI) measures
distance between different classes of the same trial. Mean semi-principal axis (MSA)
represents intraclass distance.

Repeatability index (RI) measured how well subjects reproduced feature pat-
terns. The RI is calculated as half of the average Mahalanobis distance between
the centroid of the reference trail set (ur) and a testing trial (uk), averaged
across the testing trial set and twelve active motion classes

RI =
1

12

12∑
i=1

(
1

T

P∑
k=1

1

2

√
(uri − uki)TS

−1
ri (uri − uki)) (2)
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where P is the number of trails for one testing data set, and Sri is the covariance
of the reference data for class i. Greater RI means lower consistency between
reference and testing trials.

Separability index (SI) monitored the distance between different classes of one
trial set. It is defined as

SI =
1

12

12∑
i=1

(
j=T

min
j=1,j �=i

1

2

√
(ui − uj)TS2

i (ui − uj)) (3)

where uk is the centroid of a trial, k denoting i or j, and P is the number of
trials in one data set.

Mean semi-principal axis (MSA) indicated the size of the class. We supposed
that the motion class conformed to Gaussian distribution, and it constructed
a hyperellipsoid in the feature space. The MSA is calculated as the geometric
mean of the semi-principal axes (aj) of the hyperellipsoid averaged across active
motion classes

MSA =
1

12

12∑
i=1

((

D∏
j=1

aij)
1/D) (4)

SI and MSA represent interclass and intraclass distance, respectively. Larger
SI and smaller MSA indicate more distinct classes. And in this work, number
of trials for one data set was set to be five. The analysis of variances (ANOVA)
were used to assess the differences between different data sets statistically.

3 Results and Discussion

The average classification error was shown in Fig.4. It could be seen that per-
formance of all features degraded over time. The error rates increased about 35
percent during 12 days. Even on the second day, it was above 15 percent and
that made people hard to control prostheses. Meanwhile, the slopes of curves
became small over time. It implied that the descent speed became slow. After 8
days, the error rate was stable at 40 percent. Trends of all the curves were sim-
ilar, though they extracted different aspects of information from EMG signals.
And iDFT got the best performance among six features.

The RI index of iDFT feature for five subjects was shown in Fig.5. The testing
data set was the following five trails of the reference data. We could see that the
RI of testing and reference data from different days was larger than that from the
same day (p = 0.0002). Meanwhile, the RI values were similar for trials belonging
to one day (p = 0.2263). It meant that variability of patterns generated between
days were greater than that within one day. Considering reattaching electrodes
every day, that may be caused by changes of impedance between electrodes and
skin, human electrophysiological changes after a night, or other potential factors
[14].
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Fig. 4. The error rates of features all increased over time. Among six different time
and frequency domain features, iDFT shows the best performance.
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Fig. 5. The RI for data set from different days is larger than that from the same day.
The values are normalized with the first one.
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Fig. 6. The SI of three subjects increases during twelve days, indicating the variability
between classes was reduced. The values are normalized with the first one.
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Fig. 7. The MSA of two subjects decreases during twelve days. It means the intraclass
distance is reduced after the long time experiment. The values are normalized with the
first value.

Notice that S3 had no experience of EMG experiment, but his RI curve did
not show significant difference with others. Subjects variation had little effect on
RI values (p = 0.1544)

Fig.6 was the results of SI index for iDFT feature. Three of five subjects, S1,
S3, and S4, showed increase tendency over time. That meant their interclass
variability was reduced. The other two curves fluctuated around one. The MSA
of iDFT feature of five subjects could be seen in Fig.6. The values of S1 and S3
decreased during twelve days, indicating decrease of intraclass distance. With
decreasing of MSA and increasing of SI, the hyperellipsoids for motion classes
became smaller and were farther apart. The distinctness of classes for S1, S3, S4,
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was increased after the experiment. On the other hand, curves of SI and MSA
stayed around one for S2 and S5. Their class separability did not change much.
Since S1 was a novice, we guessed that long-term experiment made inexperienced
subjects generate more distinct classes. And it had little effect on experienced
ones.

4 Conclusion

This paper investigated the effects of long-term myoelectric signals on pattern-
recognition based control. Performance of different features were compared and
iDFT feature got the best. But they all degraded over time due to the non-
stationary property of long-term EMG. By quantifying pattern feature space,
we found that distinctness of classes for three subjects, including a novice, was
increased after the long-term experiment. The variability of patterns between
different days was larger than that within one day. Our future work will focus
on the factors causing the variations and try to contain their impacts.
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Abstract. Surface EMG signal is a quite useful tool for both the clin-
ical application and human-machine interface. This paper proposes a
multi-channel sEMG acquisition system with a novel sEMG electrodes
array using improved bipolar montage. The proposed array employs elas-
tic fabric to fix 18 dry electrodes, which make it own the advantages of
reusability, wearability and flexibility. Moreover, a new graphic presenta-
tion of forearm sEMG signal is proposed, from which muscular activities
can be observed instinctively in the form of round image patterns. At the
end of this paper, several groups of hand gestures are studied to show
the potential of the proposed system.

Keywords: surface EMG, dry electrodes, forearm, EMG array, sEMG
map.

1 Introduction

With advances in sensing technologies and miniaturisation of instrumentation,
biomedical practitioners such as ergonomists, physiotherapists and occupational
therapists are looking to measure sEMG with wearable devices for applications.
To some extent, sEMG applications have already penetrated ergonomics, sport
science and rehabilitation, mostly as a means of qualitative assessment [1] and
clinical neurophysiology [2]. Recent decades, surface EMG is widely used as
a human machine interface to control prosthetic extremes[3–6]. However, the
performance of these prosthetic hands is still romanticised and clumsy and one of
the most impediments is the lack of a stable human-machine interface. Therefore,
this paper focuses on developing a sEMG acquisition system to fill this gap.

The placement of sEMG electrodes is a critical issue for the successful iden-
tification of hand motions. Traditionally, identification is highly dependent on
proper alignment and failure in doing so results in false identification. More-
over, the placement of electrodes is highly inefficient and inconvenient because
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users typically have no knowledge about muscle distribution[7]. In some new
strategies of electrodes configuration, muscle location is ignored, which certainly
reduces the difficulty of pinpoint the accurate position of muscles. However, a
new problem also appeared, the lower discrimination of EMG signals. One possi-
ble approach to compensate it is to utilise more channels[8, 9] and make the best
of the redundant information from massive channels. Thus we need to address
two more questions, how many channels are enough and how to distribute these
channels. As far as we know, the number of channels is considerably limited in
most systems[10, 11], which certainly restricts the quantity of information that
can be abstracted from sEMG signals.

One reason restricts the channel number is the widely use of disposable elec-
trodes that occupied a large area on the limited field of the forearm [12, 13].
Another reason is that most researchers thought a few channels can already
describe most information using some data analysis tools, like PCA. One more
important reason is the lack of proper device to capture multi-channel sEMG
signal, which is one of aims of this paper. Some related works were completed
by other researchers, for instance, [14] proposed a multi-channel sensors with 7
channels and [7] proposed a 6 channel EMG sensor ring. Another aim of this
paper is to design a proper sEMG electrodes array with 16 channels for capture
forearm muscular activity, which we think is the tradeoff among many practical
factors, like the distance between electrodes, the size of the arm, the mess of
connecting wires and the cost.

The remainder of the paper is organised as follows. Section II describes the
materials and methods for multi-channel sEMG array design, including elec-
trodes configurations and analogy circuits. Section III presents the structure of
the data acquisition software system, where some details of software design are
involved. Section IV describes a novel representation of sEMG array. Section V
gives the experimental results, where graphic patterns of several groups of hands
gestures are demonstrated.

2 Materials and Methods

2.1 The Configuration of 16-Channel sEMG Electrodes Array

Typically, EMG data collection guidelines aim to increase signal amplitude while
minimising noise, thus increasing the signal-to-noise ratio [15, 16]. Monopolar
montage and bipolar montage are two usual methods to pick up sEMG sig-
nal. Experiments of Staudenmann ect.[17] have demonstrated that monopolar
montage signals show a strongly homogeneous pattern over the muscle, but the
bipolar montage show a less homogeneous pattern. In other words, bipolar mon-
tage signal has a better discrimination than bipolar montage signal. In terms
of noise suppression, bipolar montage has better performance than monopolar
montage due to the shorter distance between two electrodes. On the other hand,
with the same number of single electrodes, monopolar montage can obtain more
sEMG channels than bipolar, which reduce the complexity of electrodes layout.
This paper proposes a novel electrodes distribution with bipolar montage and
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Fig. 1. This figure shows the distribution of electrodes on a 2-D space. Blue solid circles
are the sEMG electrodes labelled from 1 to 16. The red triangle indicates a bipolar
channel that amplifies two neighbouring electrodes connected by dot lines.

meanwhile keeps the number of channels as the same as monopolar montage by
way of sharing one electrode in neighbouring channels as shown in Fig.1.

The electrodes in our system are modified from standard disposable Ag/AgCl
ECG electrodes, which is widely used for EMG signal collection (The original
Ag/AgCl electrodes were bought from Ebay). Two reasons spur us to modify
the traditional Ag/AgCl electrodes. On one hand, one disposable Ag/AgCl ECG
electrode cover too much area of the skin and result in low density of electrodes
array. On the other hand, disposability would generate a big waste because of
the large use of electrodes in one electrodes array.

2.2 SEMG Analogy Circuit

The aim of the sEMG analogy circuit is to extract clean EMG signal from a
noisy background. The noise source includes power line interference [18], baseline
wander and motion artefact [19], amplifier saturation, poor electrode contact and
physiologic interference and so forth, among which power line noise is the main
contamination source. This paper use differential mode amplifiers as first-stage
amplifiers, and thus the common mode noises (e.g., power line noise) can be
suppressed dramatically. Because the frequency band of sEMG signal is relatively
narrow, ranging from 20 Hz to 500 Hz, a band pass is designed to reduce the
frequent components beyond that range. Fig. 2 shows the circuit diagram. The
use of In-Amps can dramatically suppress common mode noise due to the high
common-mode rejection ratio (CMRR). Following the In-Amp, two Sallen-Key
filters are used to compose the band pass filter with a bandwidth ranging from
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Fig. 2. The framework of sEMG analogy circuit. LPF, BPF and NF indicate the low-
pass filter, band pass filter and a notch filter, respectively. In-Amp and MA are the
instrumentation amplifier and the main amplifier. LU denotes level uplifting circuit.

20 Hz to 500 Hz, which can help to remove baseline wander and motion artefact
as well as the white noise.

In ideal conditions, power line noise is common, thus can be removed by an
In-Amp. But the imbalance of tissue resistance and skin-electrodes resistance
transfer common noise to differential noise easily. Therefore, a notch filter with
50 Hz (UK power line frequency) center frequency is added to suppress distortion
common noise. This filter consists of a multiple feedback band-pass filter and
an adding circuit. Once the 50 Hz noise removed, the possibility of saturation
distortion decrease, thus a main amplifier can fellows to enhance EMG signal
further. Finally, a level uplifting circuit is placed to adjust the output voltage to
be compatible with the AD converter.

As mentioned above, monopolar montage and bipolar montage are two differ-
ent combinations of EMG electrodes for multi-channel sEMG signal acquisition.
In this paper, bipolar montage is adopted to build up two 8-channel sEMG rings
(seen in Fig.3). The circled configuration of electrodes and amplifiers makes the
system be suitable to capture sEMG signals on forearms with different size.

3 Data Capturing and Display

In this paper, micro-controller STM32L151V8 (STMicroelectronics Inc.) is used
to complete the task of converting analogy signals to digital signals, which in-
tegrated up to 20 channels of AD converters and a USB signal processing unit.
Fig.4 demonstrates the data stream of sEMG signal after being sampled by ADC.

After being processed by analogy circuits, sEMG signalsare sampled by ADC
at 1 kHz requency that is two times of the maximum frequency of the sEMG
signal, conforming to Nyquist sampling theorem. Discrete sEMG data will be
kept in a buffer with a customised format. When the buffer is full, the data will
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Fig. 3. This is the system diagram of an 8-channel sEMG ring. Single channel sEMG
amplifiers are indicated by triangles ordered from C1 to C8 and electrodes are indicated
by dots ordered from 1 to 8.

Fig. 4. This picture shows the sEMG data stream direction, where a STM32 micro-
controller and a PC are included

be copied to a special buffer in the USB unit and prepared to be read by the
USB host (seen in Fig.4). In order to guarantee real time processing, the USB
buffer would be updated no matter whether the data are read. Calculated from
ADC resolution, the number of channels and sampling frequency, the minimum
transfer speed should be no lower than 16 KB/S, which can be achieved by the
cooperation of reading period ( controlled by the Multimedia Timer in Visual
C++ ) and the buffer size in both PC software and STM32 firmware.

In the PC, a USB driver is designed to recognise the sEMG capture device
(USB unit in micro-controller) and keep transfer protocol consistent. Visual Stdio
6.0 and Driverstudio are utilised to develop the USB driver and the driver runs in
a PC with Windows XP operating system. For easy operating the sEMG device,
we designed an application software to display, save and process the sEMG signal.
In the software, a multimedia timer is used to read the data from the USB port
periodically to keep synchronization with the device (seen in Fig.4).
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4 Graphic Representation of Multi-channel sEMG
Signals

This paper proposes a novelmethod to represent forearmmulti-channel sEMG sig-
nal in the form of images (seen in Fig.5). The colour of each block is determined by
the root mean square (RMS) of sEMG signal that can be calculated by Equ.1,

RMS(j) =

√√√√ 1

N

N+jL∑
i=jL+1

x2
i , (1)

where xi is the raw sEMG value, N is the length of the window, L is the size of
the window shift.

To obtain stable and smooth patterns of forearm muscular activities, some
tricks are conceived. Firstly, this paper applies a logarithmic scale to the RMS
value, which is used to reduce the impact of the transient EMG signal and
highlight the steady-state EMG signal. In the graphic representation, the steady-
state of the EMG signal is easy to be observed and keep the whole pattern being
stable. Secondly, the processed RMS values will be calculated and be mapped

Fig. 5. This is the graphical representation of a 16-channel sEMG signal. One blue
solid circle indicates one electrode and one red triangle denotes one sEMG channel.
There are total 16 electrodes and 16 channels in the map. The inner belt labelled from
1 to 8 denotes the sEMG ring near the hand and the outer belt is near to the body
trunk. Each block that divided by black curves will be brushed in different colours that
present the strength of the corresponding sEMG signal.
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to a scale from 0 to 255 further (seen in Equ.2), and each value corresponds to
an RGB colour in the JET colour map.

RMSnormalized =
ln(RMS)− ln(RMSmin)

ln(RMSmax)− ln(RMSmin)
× 255 (2)

5 Results and Discussions

Experiments have been carried out to verify the hardware device, PC software
and the sEMG graphic representation (seen in Fig.6). In the experiment, the
window size N is set to 300 ms, which has been widely accepted to guarantee
the real-time performance of the system [9, 20] and the shift size L is set to 20
ms. The software runs in a PC installed Windows XP Service Pack 3 with 3GHz
Core 2 CPU, 3 GB memory space.

We use two groups of hand gestures to carry out the experiments. The first
group is to test all the channels with two hand status: relax status and fist
status(seen in Fig.7).The second group is to show the changes of graphic patterns
with two wrist states: wrist up and wrist down(seen in Fig.8).

Fig. 6. This picture shows the experimental scene. A subject wears the proposed sEMG
electrodes on the right forearm and sits in a chair with the elbow on the armrest.
Electrodes are connected to the sEMG device that connects to a PC via a USB port.
The software GUI is used to process 16 sEMG signal channels and display it in graphic
patterns in real time.

In Fig.8, it is easy to find the borders that separate the image into two sets.
One set contributes to make wrist upward, which is highlighted by dot line in
range A. The other set contributes to keep wrist downwards in range B. These
two wrist motions can be used to calibrate some pattern recognition methods in
further applications due to the clear distinguish-ability.
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Fig. 7. It shows the graphic patterns of a fist gesture and relax status

Fig. 8. These two figures show the sEMG graphic patterns of two wrist motions

6 Conclusion

In this paper, a variety of existing sEMG acquisition systems are investigated in
literature, which lead us to design a new sEMG acquisition system to capture
the sEMG signal on the forearm with a novel wearable electrodes array. Both the
hardware and software are developed to meet this specific application. According
to the structural characteristic of the sEMG array, this paper presents a graphic
presentation to demonstrate the muscle activities on the forearm. Some experi-
ments were completed to show the potential of the new graphic presentation. In
the graphic patterns, the strength and location of the muscular activities can be
observed clearly, which will certainly contribute to further pattern recognition
algorithm.
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Abstract. A hybrid force-position fuzzy control strategy is proposed to control a 
four-link prosthetic hand. Firstly, a dynamics model of the prosthetic hand 
system is obtained by using Newton-Euler method. Then, a control strategy is 
designed by combining a PD and a fuzzy logic controllers. The PD controller in 
the outer-loop is used to control the grasping force. The fuzzy controller in the 
inner-loop is adopted to control the grasping position. Finally, the prosthesis 
system with the proposed controller is simulated by pinching different virtual 
springs and compared with a hybrid force-velocity controller. The simulation 
results show the hybrid force-position fuzzy control method is more effective.  

Keywords: Prosthetic hand, force-position control, fuzzy logic control. 

1 Introduction 

Amputees expect to own prosthesis with rich functionality looking like a real limb 
long on their own bodies. Although researchers present many control methods for 
prosthetic hands, the prostheses’ dexterity is still far away from human hands’.   The 
design and the low-level control architecture of these prostheses are strictly limited 
due to technology [1]. 

For prosthetic hands, one of important works is to design a proper control strategy. A 
prosthetic hand described in [2] is considered to be the world's oldest dexterous hand. 
The hand has two level controls: a movement control and a simple adaptive control 
circuit. Early control method is usually position or velocity control. Until 1972, 
Groome used force feedback control in a teleoperator system [3]. The force control 
started to be researched for industrial robots. In 1981, Raibert and Craig proposed the 
classic hybrid position /force control strategy [4]. This compliance control method 
realizes the force control and position control on two different channels. 

                                                           
∗ Corresponding author. 
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For a dexterous prosthetic hand, the control system is usually composed of two 
parts: an upper-layer control and a low-layer control. The upper-layer control is the 
interface between prostheses and users. Typically the input to the system is electro-
myographic (EMG) signals of human skin surface [5]. The bottom-layer control is 
often based on position/velocity or force feedback from the prosthetic hand to fulfill 
effective actions expected by amputees. 

When a prosthetic hand grasps an object, there are usually two procedures: 
no-contact step before touching the object and grasping step. In the no-contact step, 
the distance between fingers and the object is unknown. Amputees expect the pros-
thetic hand to close quickly. When the hand almost contacts the object, the hand 
should touch it smoothly to avoid impulsion. In the grasping step, the weight of the 
object is also unknown. No enough grasping power will lead to objects sliding from 
the prosthesis. An excessive grasping force may damage some delicate objects. For 
these problems, the prosthetic hand needs an effective control strategy.  

The hybrid control technique applied in prostheses shows very good application 
prospects [6][7][8]. Engeberg proposed a hybrid force-velocity sliding mode control-
ler with an outer force control loop and an inner position/velocity control loop that 
uses a sliding mode controller [9]. The controller is effective to prevent unwanted 
force overshoot but is out of work to reach the desired force in gripping steady state 
so the grasped object is prone to slipping down.  

In this paper, a hybrid force-position controller is proposed to realize accurate force 
control with almost no overshoot. The proposed control strategy addresses the dual 
nature of prosthetic hand control by the use of a single input to control not only the 
position and velocity of the fingers and the thumb before they contact the environ-
ment, but also the force exerted upon the environment once contact is established [9]. 
The hybrid force-position fuzzy controller has an exterior force feedback loop that 
uses a proportional-derivative (PD) control technique to minimize the error between 
the actual and desired forces and an interior position feedback loop that uses a fuzzy 
logic controller (FLC) described in [10] and [11]. A dynamics model is presented for 
a prosthetic hand composed of a four-link system, a DC micro motor, a gear train and 
a virtual spring. Based on the model, the force-position fuzzy controller is imple-
mented. In simulation, we set three kinds of spring to simulate different gripping en-
vironment. And the control performance of hybrid force-position controller is com-
pared with a hybrid force-velocity controller presented in [9].  

2 System Modeling 

As shown in Fig. 1, the basic structure of the prosthetic hand presented includes a DC 
micro motor, a gear train and a linkage system. The hand has one degree of freedom. 
The micro motor drives the sector gear through a reduction gear and a transition gear. 
The thumb link and the sector gear are connected into a whole through a hinge shaft. 
The index finger is derived by the sector gear through a connecting rod (BC). Thus, 
the closing and opening function is realized. The point A and ray AD are settled as the 
origin and the x-axis of the Cartesian coordinate system, respectively. 
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Fig. 1. Schematic diagram of a prosthetic hand 

Table 1. Nomenclature of the motor and four-link system parameters 

Nomenclature Meaning Nomenclature Meaning 
Ra Terminal resistance of motor R0 Radius of sector gear 
Ke Back-EMF constant UN Nominal voltage of motor 
Kt Tongue constant wN Nominal speed of motor 
La Rotor inductance m3 Mass of BC 
Jm Rotor inertia JA Inertia of thumb link to A  
Tf Friction torque of motor JD Inertia of index link to D 
B Viscosity coefficient of motor JC3 Inertia of BC to centroid 
u Input voltage to motor θ Angle from x-axis to AB  
ω  Rotor speed α Angle from x-axis to BC 
i Current of armature circuit β Angle from x-axis to CD 

TL Load torque on motor s Distance from tip E to F  
i1 Ratio between motor gear & reduction gear 
i2 Ratio between transition gear & sector gear 
Lk The length of link k. k is 1~6 corresponding to link AD, AB, BC, CD, AE, CF  
Θj The jth angle. j is1~4 corresponding to ∠BAE, ∠FCD, ∠MEA, ∠NFC 

To facilitate the modeling process�the nomenclature of the motor and linkage pa-
rameters are listed in Table 1. All the parameters’ units are used the international 
system of units (SI), such as mass [kg], length [m], time [s], current [A], angle [rad]. 

We will build a mathematical model of the prosthetic hand system by the method of 
classical mechanics. The model scheme of the model is shown in Fig. 2, where u is the  
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input voltage to DC motor; TL is the load torque on the motor; F1 is the acting force 
between the transition and sector gears; F2 denotes the force exerted by the environ-
ment; and s denotes the distance between the thumb and index tips. 

 

Fig. 2. Model scheme of a prosthetic hand system  

The DC micro motor has a precious metal commutation. Here, the friction torque 
(Coulomb friction and Static Friction) is considered as a constant and its direction is 
opposite to that of motor angular velocity. 

The dynamic model of the motor is given as follows:  

sgn( )m t L fJ K i B T Tω ω ω= − − −


 ,   (1) 

a e au L i K R iω= + +


,   (2) 

where sgn( )ω is defined as 0, -1, or +1, depending on if ω  is zero, negative or posi-

tive, respectively (The counterclockwise is positive direction). 
Based on gear transmission properties, the angular velocity and acceleration of 

thumb link (i.e. ABE, see in Fig. 1(b)) are: 

1 2/( )i iωθ =  ,  1 2/( )i iθ ω=
 

.   (3) 

According to geometric properties of the four-link mechanism, it’s easy to get the 
equations described below: 

2 3 1 4cos cos cosL L L Lθ α β+ = + ,   (4) 

2 3 4sin sin sinL L Lθ α β+ = .   (5) 

Then, the Eq. 6 and Eq. 7 are easily derived based on Eq. 4 and Eq. 5 as follows: 

4 4
2

3 3

cos sin sin

cos sin cos d

L L
g L

L L

β βα θ
θ

α α θβ

       =      −   





,   (6) 

2
4 4 3 42

2 2
3 3 3 4 2

cos sin cos cossin cos

cos sin sin sincos sin d

L L L L
L L g

L L L L

β β α βα θ θ α
θ θ

α α α βθ θβ β

    −          = + −          −−            

 


 

,   (7) 

where 3 41/[ (sin cos cos sin )]dg L L β α β α= − . 

In order to establish moment equilibrium equations of different links in the pros-
thetic hand system, the mechanics analysis are shown Fig. 3. 
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Fig. 3. The mechanics analysis of links (a) Thumb link (b) Connecting rod (c) Index link 

Based on Newton's classical laws of mechanics, the equilibrium equations are de-
rived as follows: 

1 0 2 5 3 2 2sin sin( ) cosA Bx ByJ F R F L F L F Lθ θ θ= − Θ − − −


,  (8) 

3 3 3 3 3 3 3sin ( )sin cos ( ) cosC Bx C Cx C By C Cy CJ F L F L L F L F L Lα α α α α= + − − − − ,  (9) 

4 4 2 4 6 4 2sin cos( ) sin [ sin( )]
2D Cx CyJ F L F L F L L
πβ β π β= + − − Θ + Θ −


,  (10) 

where 1F  is the driving force on the thumb link but the resistance on transition gear. 

Similarly, BxF , ByF , CxF  and CyF  are the forces on the related hinge joints, as shown in 

Fig. 3. 2F  is the force on fingertips, perpendicular to the surface of fingertips. 3CL  is the 

distance between point B and point C3. Point C3 is the center of mass for link BC. 
In addition, the acceleration of centroid C3 can be derived by the same means that 

used to get Eq. 7. The acceleration axial component of centroid C3 is: 

2 2
3 3

2 3
3 2 2

3

(cos ) (sin ) (cos ) (sin )

(sin ) (cos ) (sin ) (cos )

C x C
C

C y
C

a x
L L

a
y

θ θ θ θ α α α α

θ θ θ θ α α α α

     − − − −      = = +          − + − +        

   

   
.  (11) 

To the link BC, the force balance equations are: 

3 3C x Cx Bxm a F F= − ,   3 3C y Cy Bym a F F= − .  (12) 

Combining Eq. 6~Eq. 12 and eliminating intermediate variables, we can obtain the 
dynamics model of the four-link system in the form: 

2
1 1 2 2( ) ( ) ( ) ( )f g F h F hθ θ θ θ θ θ+ = +

 
    ,  (13) 
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where ( )f θ  and ( )g θ  are very complex nonlinear functions of variableθ , respec-

tively. The 1( )h θ  and 2 ( )h θ  are also nonlinear functions. (Here to save space, the 

details are omitted). 
Based on gear transmission properties, the load torque on the motor is: 

1 0 1 2/( )LT F R i i= .  (14) 

The dynamics model of the prosthetic hand system composed of the motor model 
and the four-link system model is built by Eq. 1, Eq. 2, Eq. 13 and Eq. 14. 

Assigning state variables x1, x2 and x3 corresponding to i , θ  and θ , respectively, 
yields the following form of the system model: 

( )1 1 2 3 1 /e a ax u K i i x R x L= − −
,  (15) 

2 3x x=
,  (16) 

2
1 2 1 1 2 3 3 0 2 3 2 0 2 2

3 2
1 2 1 2 0 2

[ sgn( ) ] ( ) ( )

( ) ( ) ( )
m t f

m

J i i K x Bi i x x T R g x x F R h x
x

J i i h x R f x

− − − −
=

+
 .  (17) 

Define the coordinates of thumb tip and index tip as E (xe, ye) and F (xf, yf), re-
spectively. According to the geometric relationship, the distance between fingertip E 
and fingertip F is given as: 

2 2
2| | ( ) ( ) ( )e f e fs EF x x y y s x= = − + − = ,  (18) 

where s(x2) is a function of state variable x2 , the detail isn’t shown to save space. 
The four-link prosthetic hand is similar to a second-order system [9], but the lin-

kage system is coupled and the external force 2F  is uncertain. Actually, the prosthetic 

hand is a highly non-linear system as shown in Eq. 17. The damping effects of the 
linkages are neglected because the linkages are all at a lower speed. The friction tor-
queses in the hinge joints are assumed to be zero. 

3 Hybrid Force-Position Fuzzy Control 

A hybrid force-position fuzzy control is designed as shown in Fig. 4 with dual feed-
back loops: the outer force control loop and the inner position fuzzy control loop. 
Only a single input (i.e. desired force) is used to control the prosthesis. In the outer 
force feedback loop, a classical PD controller is described by the following model  

d Fp F Fd FK e K es = + 
,  (19) 

where Fe  is the force error, ds  is the desired distance, FpK  is proportional gain 

and FdK  is derivative gain [12]. The output sd of the PD controller is used to specify 

the desired distance between the thumb and index tips.  
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Fig. 4. Hybrid force-position fuzzy controller 

In the inner loop, a fuzzy logic controller (FLC) [10] is used to improve an-
ti-interference and parameter adaptability of the system. The input to the fuzzy con-
troller is the position error. The position error e  is defined as: 

de s s= − ,  (20) 

where s  is the actual distance between the thumb and index tips. 
The detail design of the FLC was discussed in [10] and [11]. Here, only the structure 

of the FLC is shown in Fig. 5. Generally, for a FLC, the fuzzy rule adopts  

“If E is Ai and R is Bj then u  is Gi+j” 

where E , R and Ai , Bj (i, j = −N,… ,−1,0,1,…, N) denote input variables and input fuzzy 
sets, respectively; u  and Gi+j denote the control action and output fuzzy set, respec-
tively; N denotes the number of input fuzzy sets. 

 
Fig. 5. Structure of the fuzzy logic controller 

Practically, rules are always finite in real-world application, i.e., N is finite. Here, we 
select N=3, as shown in Table 2, where the linguistic labels are negative large (NL), 
negative medium (NM), negative small (NS), zero (ZO), positive small (PS), positive 
medium (PM) and positive large (PL).  
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Table 2. Fuzzy rule base in finite rules 

R/E NL NM NS ZR PS PM PL 
PL ZR PS PM PL PL PL PL 
PM NS ZR PS PM PL PL PL 
PS NM NS ZR PS PM PL PL 
ZR NL NM NS ZR PS PM PL 
NS NL NL NM NS ZR PS PM 
NM NL NL NL NM NS ZR PS 
NL NL NL NL NL NM NS ZR 

The standard triangular membership functions(MFs), as shown in Fig. 6, are used. 

 

Fig. 6. Membership functions of input and output variable 

When there are infinite rules, the output model of the rule base becomes [10] 
sgn( ),| | 1

( )
( ),| | 1

u sat
g

σ σ
σ

σ σ
>

= =  <
 ,  (21) 

with  

( ) (1 )( )g khσ σ γ σ= + − − ,  (22) 

where E Rσ = +  
Thus, the mathematical model of the fuzzy PID controller can be easily derived as  

0 0 1( ) ( )f tu K udt K u K sat dt K satσ σ= + = +   ,  (23) 

where u  is given in Eq. 21. 

4 Simulations 

Here, we assumed a five centimeters compression spring that can be pinched by the 
prosthetic hand. For convenience, the reaction force of the spring on the fingertips is 
assumed always perpendicular to the surface of the tips. And every time the prosthesis 
moves from the fully opening. Until the distance between the thumb and index tips 
reduces to 5 centimeters, the tips start to contact the virtual spring. Thus, the process 
has two procedures: no-contact step before touching the spring and pinching step. The 
values of the prosthetic hand system parameters are listed in Table 3. As comparison, a 
hybrid force-velocity controller is applied on our prosthetic hand as shown in Fig. 7 [9]. 
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Fig. 7. Hybrid force-velocity controller 

Three kinds of stiffness have settled: a spring with constant stiffness k1, a spring with 
a non-linear stiffness k2 and a damping spring with stiffness k3 and damping coefficient 
D.  

Case 1: Consider a spring with constant stiffness. The stiffness k1 is defined as: 

1 1200 / ,0 0.05k N m l m= ≤ ≤   (24) 

where 1l  is the length of the first spring.  

The force on the tips F2 can be easily derived as: 

0
2

1 0 0

0,

( ),0
ms s s

F
k s s s s

< ≤
=  − ≤ ≤

,  (25) 

where s0 is the position contacting the spring firstly i.e. 0.05m; sm is the maximum 
distance between tips i.e. 0.10m. For the pinched spring with stiffness k1, the control 
performance of step response is shown in Fig.8. The parameters of the outer PD force 
controller are chosen as KFp=1, KFd=0.0005. The parameters of the FLC are selected as 
Ke=0.6, Kd=0.3, K0=0.8, K1=0.56. And a sinusoidal force tracking is shown in Fig. 9 
with the first spring. 
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Fig. 8. Control performance of controllers for case 1 
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Fig. 9. Sinusoid force tracking performance of hybrid force-position fuzzy controller for case 1 

Case 2: Consider a spring with non-linear stiffness. The non-linear stiffness k2 is 
defined as: 

2
2 2 2( ) / ,0 0.05k a b l N m l m= − ≤ ≤ ,  (26) 

where 2l  is the length of the second spring, a=500N/m, b=60000N/m3. The force on 

tips is similar to Eq.25.For the spring with non-linear stiffness k2, a step response is 
shown in Fig. 10. The parameters of the outer PD force controller and FLC are set as 
KFp=0.3, KFd=0.0001 and Ke=1, Kd=0.4, K0=0.8, K1=0.5, respectively. 
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Fig. 10. Control performance of hybrid force-position fuzzy controller for case 2 

Case 3: Consider a damping spring. For the damping spring, the force exerted by the 
third spring is given by: 

0
2

3 0 0

0,

( ) ,0
ms s s

F
k s s Ds s s

< ≤
=  − + ≤ ≤

 .  (27) 



 Hybrid Force-Position Fuzzy Control for a Prosthetic Hand 425 

 

where k3 =300 N/m; the value of damping coefficient D is 0.3 N•s/m when 

0 max 0s d s s− ≤ ≤ , or D =0 with dmax=0.01m. A step response is shown for the damping 

spring in Fig. 11. The parameters of the outer PD force controller and FLC are chosen 
as KFp=0.1, KFd=0.0001 and Ke=1, Kd=0.4, K0=0.8, K1=0.5, respectively. 
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Fig. 11. Control performance of hybrid force-position fuzzy controller for case 3 

Table 3. The value of the prosthetic hand system parameters 

i1 i2 Ra [Ω] Ke[Vs/wad] Kt[Nm/A] La [H] Jm[kgm2] T f[Nm] B[Nms/rad] 

10:1 12.5:1 1.94 6.92x10-3 6.92x10-3 4.5x10-5 2.7 x10-7 2x10-4 1x10-8 

L1 [m] L2 [m] L3 [m] L4 [m] L5 [m] L6 [m] R0 [m] Θ1[rad] Θ2[rad] 

0.0402 0.0190 0.0430 0.0143 0.0537 0.0600 0.0252 3.32 2.97 

Θ3[rad] Θ4[rad] m3[kg] JA [kgm2] JD [kgm2] θ [rad] s [m] UN [V] Nω [ rad/s] 

1.27 1.27 0.007 3.1x10-5 1.5x10-4 -1.51~-0.88 0~0.1 6 837.8 

The simulation results in different situations (Fig. 8~Fig. 11) show that the hybrid 
force-position fuzzy control we proposed has a good control performance on our 
prosthetic hand system. From fully opening to contacting the virtual spring, the spent 
time is about 0.3s and the whole time from opening to reaching the desired force is 
about 0.5s in all situations. Note that the forces have almost no overshoot by the fast 
speed. And the prosthetic hand can grasp objects with rather accurate force. Obviously, 
the new controller is better than the hybrid force-velcocity controller.     

There is a little impact of the control signals when the prosthesis contacts the spring. 
The motor has a very large deadband beacause of Coulomb friction, viscous friction, 
and backlash. And it’s hard to modulate grip force once that is excessive because the 
motor have to be given negative voltages. Thus, to maintain the accurate gripping force, 
the control signal will change drastically. 

5 Conclusion 

A hybrid force-position fuzzy control method is proposed to control a prosthetic hand. 
Only use a single input to control not only the position and velocity of the thumb and 
index fingers by an inner position feedback loop but also the grasping force on objects 
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by an outer force feedback loop. The inner loop adopts a fuzzy logic control strategy 
and the outer loop uses the PD technique. Three kinds of environment are simulated by 
different springs. And the proposed control strategy is applied to control the prosthesis. 
The simulation results demonstrate the effectiveness of the hybrid force-position fuzzy 
control method. In the future, we will apply the proposed control strategy in our expe-
riments to verify its effectiveness. 
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2011CB013302), a Postdoctoral Foundation of Central South University, China.  
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Abstract. Mock circulatory system has been an essential tool for ventricular 
assist device (VAD) developing. It can replicate the characteristics of the 
natural human circulatory system, such as the flow and pressure of the aortic 
root. In this study a new method to establish a mock circulatory system using 
basic hydraulic elements is proposed. The system consists of a self-designed 
centrifugal pump, one electromagnetic switch valve, three vessels with a certain 
volume and a throttling valve. All of the hydraulic elements are modeled by 
means of fluid dynamics and ideal gas law. Once combining the components to 
form a system, numerical calculation is employed to get the results. Then the 
results are compared to the data obtained from the human circulatory system to 
validate the effectiveness of the new mock circulatory system. It can be found 
that this system is simple but valuable for VAD evaluating. 

Keywords: hydraulic system, mock circulatory system, modeling, simulation. 

1 Introduction 

Heart failure has become a severe disease. It contributes to a large number of patients, 
most of whom will face a danger of death. For now, there is only one way to cure the 
end stage heart failure, which is called heart transplantation. But the heart donors are 
rare, only about a few thousandths of the patients who need a new heart. Ventricular 
assist devices (VAD) as an effective method of transition can solve the problem of 
donor shortage. VAD developing is a costly, time consuming process, needing to 
continually adjust the design according to the animal experiments. Although a mock 
circulatory system can’t replace the animal experiments completely, it will reduce the 
number of the animal tests, thus decreasing the expenses and development cycle. 

As a mock circulatory system, it must be capable of reproducing the main 
characteristics of the human blood circulation. By physiology knowledge, the heart is 
the core of the blood circulation, playing a role as a power source. Blood is ejected 
from the heart into the vascular network which has the property of resistance, 
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compliance and inertance. At last, blood returns to the heart, making the blood system 
a complete circulation. The mock circulatory system should repeat this process and 
meanwhile replicate the pressure and flow of the human circulatory system. 

There have been some mock circulatory systems for VAD testing in the world. The 
most difference between them is the realization of the cardiac function. G. Ferrari 
utilized a cylinder-piston system to reproduce the ventricular function [1], and 
Romano Zannoli etc. used this method as well [2]. In addition, Daniel Timms and F. 
M. Colacino employed a pneumatic system as the ventricle respectively [3] [4]. These 
mock systems are good but have the limitation of complexity or large volume because 
of the introduction of transmission or air supply devices. 

In this research we propose a new system to reproduce the characteristics of the 
human blood circulatory system, and establish the mathematical model of the system, 
and then use Simulink (Mathworks Inc., Massachusetts, USA) to get the results. 

2 Methods and Materials 

The schematic diagram of the mock circulatory system is shown in Fig. 1. The system 
consists of a self-designed centrifugal pump, an electromagnetic switch valve, three 
vessels and a throttling valve. For simplicity, the pulmonary circulation is ignored. It 
is just included in the component of veins and atrium reservoir. The pump pumps the 
fluid into the sealed ventricle chamber, compressing the air above the liquid level. 
While the switch valve is open, the fluid is ejected into the sealed aorta chamber 
which also contains a certain volume of air. The air in these two chambers is used to 
reproduce the compliance property of the ventricle and the vessels. The switch valve 
is controlled by a signal with a frequency of heart rate (HR). And the throttling valve 
represents the resistance of the vascular network. 

 

Fig. 1. The schematic diagram of the mock circulatory system 
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According to the work of Simon Mushi et al., the centrifugal pump can be modeled 
as the following equation [5]: 

 ∆ ( + ) +    (1) 

where ∆  is the pressure drop across the pump head, ω is the pump rotational 
speed in revolutions per minute (rpm), and  is the pump flow rate in liters per 
minute (L/min). The parameters 7.9, 8.4 10 , 2.1 10  are 
get from the fitting of the CFD simulation data listed in TABLE 1. The fitting 
analysis uses the least square method. Fig. 2 shows the fitting curves of the pump 
according to the simulation data. 

Table 1. The CFD simulation data of the pump 

ω=3000rpm ω=2500rpm 
Q(L/min) Δp(mmHg) Q(L/min) Δp(mmHg) 

1 176.5 1 114.2 
2 161.2 2 99.8 
3 145.5 3 89.0 
4 130.3 4 77.2 
5 113.5 5 64.7 
6 93.6 6 50.0 
7 70.8 7 33.1 

 

Fig. 2. The linear fitting of the data of the pump, to obtain the values of k , k , k  

The model of the switch valve is regarded as an orifice, and can be expressed as 

 
2∆ ⁄ , +0,                    + ( + 1)      (2) 
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Where ∆  and  are the pressure drop across the valve and the flow 
through the valve, respectively. During the systolic period, the valve is open and the 
flow rate is . At other time, the flow through the switch valve is always zero. 
The systolic period  and the cardiac cycle T are set differently in normal and 
heart failure conditions. And other parameters such as the fluid density  in this 
equation are with constant values. 

Compliance is a very important characteristic of both ventricles and vessels. When 
referring to the ventricle, we often call this characteristic with another name - the 
elastance. It is a classical method to use a chamber with a certain volume of air to 
reproduce compliance [3] [6]. When this method is applied, the pressures distributing 
in the arterial segments are regarded as a constant. That is, the artery is a lumped 
parameter model. The modeling of the chamber, using ideal gas law and continuity 
equation, can be expressed as 

 ∆   (3) 
 · ·   (4) 
 ⁄   (5) 

Where C is the instantaneous compliance of a chamber, n is the air polytropic 
exponent value, ∆  is the difference between the inlet and outlet flow rate,  and 

 are the initial and instantaneous volume of the air in the chamber,  and  
are the initial and instantaneous pressure of the air. The initial value of  is set 
according to the physiological parameters, for example 80mmHg for the aorta 
chamber in normal condition. And the value of  is calculated from the maximum 
compliance, using the equation as follow 

 V  (6) 

Where  is the maximum compliance. The other parameters are with the same 
meaning of those mentioned before. 

The throttling valve, which is used as the vascular resistance, is simply described 
by 

 ∆ ·   (7) 

Where ∆  is the pressure drop across the throttling valve, and  is the 
flow through the valve. 

3 Implementation, Results and Discussion 

The previous models of the system components are combined together in Simulink, 
and the parameter sets for normal and pathological conditions can be found in 
TABLE 2. When all of the parameters set properly, simulation is implemented for 10 
seconds with the ode45 solver in normal mode. 
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Table 2. Parameter sets for normal and pathological conditions 

 
Normal 

condition 
Pathological 

condition 

Pump speed ω (rpm) 3000 2200 

Cardiac cycle T (s) 0.8 0.5 

Systolic period  (s) 0.3 0.2 

The initial pressure of the air in ventricle 
chamber  (mmHg) 

10 30 

The initial volume of the air in ventricle 
chamber  (mL) 

18.6 21.8 

The initial pressure of the air in aorta 
chamber  (mmHg) 

80 100 

The initial volume of the air in aorta 
chamber  (mL) 

47.8 38.8 

Fluid density  (kg/m3) 1055 1055 

Valve coefficient  (cm2) 1.5 1.5 

Vascular resistance  (mmHg·s/mL) 1.25 4.0 

Results obtained from the simulation of this mock circulatory system for the 
normal and pathological conditions are shown in Fig.3 and Fig. 4, respectively. In the 
normal condition, the aortic pressure varies from 80mmHg to about 120 mmHg, with 
an average flow of about 4 L/min. when the heart fails to eject enough blood, the 
aortic average flow decreases to only about 1.5 L/min. Although the vascular 
resistance rises, the pressure reduces to the range of about 60~80 mmHg. The heart 
rates in these two conditions are different. It’s in accordance with the fact that the 
heart will beat more quickly if the body can’t get enough blood. All of the results are 
within physiologic levels. 

This is a preliminary simulation study about using the off-the-shelf hydraulic 
products to reproduce the hemodynamics of the natural blood circulatory system. The 
results show that this method is feasible. Compared to other mimicking method, it’s 
simpler and economical, which will save a lot of time and expense. Due to the 
controllability of the components, this system is expected to replicate more 
characteristics such as the preload and afterload sensitivities of the mock ventricle, 
which will benefit the testing of the VADs. More work about the experiments will be 
carried out in the future. 
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Fig. 3. Simulation results in the normal condition 

 

Fig. 4. Simulation results in the pathological condition 
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4 Conclusions 

A mock circulatory system has become a useful tool for VAD evaluating. This paper 
provides a new method to construct a mock circulatory system. The numerical 
simulation demonstrates the effectiveness of the system. By changing the parameters 
of this system, some other conditions can also be reproduced, such as the 
hypertension status. In the future, experiments will be carried out, validating the 
ability of the mock circulatory system. It will be a strong support for VAD and 
artificial heart developing. 
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Abstract. Wearable gait retraining could enable benefits from laboratory 
retraining systems to extend to a broad portion of the population, which doesn’t 
live near or have access to laboratory gait retraining testing facilities. While few 
portable gait retraining systems utilize both wearable sensing and wearable 
feedback, several systems employ critical components. The purpose of this 
paper is to provide a brief overview of various wearable sensing and wearable 
feedback components for gait retraining. We discuss wearable inertial sensors 
including accelerometers, gyroscopes, and magnetometers to estimate gait 
kinematics, wearable haptic feedback for retraining gait kinematics, wearable 
goniometers for measuring 2D and 3D ankle kinematics, and wearable 
measures of foot force and foot pressure. We conclude with a look at the future 
of wearable gait retraining systems and possible applications.  

Keywords: Real-time training, rehabilitation, gait, feedback. 

1 Introduction 

Technological advances in computing power have enabled human movement to be 
measured and relevant biomechanical parameters to be calculated in real-time. 
Concurrently, wearable haptic (touch) feedback devices have been shown to be 
particularly effective for informing humans to move in new ways. By combining real-
time motion sensing with real-time haptic feedback, humans can in theory be trained 
to move in ways that prevent injury, increase athletic performance, or treat 
musculoskeletal or neurological disease. Real-time movement training has often been 
used for relatively slow movements, such as upper extremity reaching tasks where 
haptic sensations can provide direct feedback regarding trajectory errors [1], [2], [3]. 
Recent research has shown that real-time feedback can be used to train relatively 
faster movements such as gait [4], [5], [6]. However, most real-time gait retraining 
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systems do not provide wearable sensing and wearable feedback [7], but rather are 
performed in a laboratory setting with equipment which is tethered to the ground. 
While this type of biofeedback has been clinically effective, such as reducing knee 
loading and pain for knee osteoarthritis patients [8], the benefits are limited to 
populations living near facilities equipped with the necessary and specialized 
equipment. Thus, wearable gait retraining systems could provide the same benefits 
seen in the laboratory to a much wider populous. While few portable gait retraining 
systems with both wearable sensing and wearable feedback exist, several systems 
have employed necessary components. The purpose of this paper is to provide a brief 
overview of various systems with either wearable sensing or wearable feedback for 
gait retraining. We discuss wearable sensor arrays of accelerometers, gyroscopes, and 
magnetometers to estimate gait kinematics, wearable haptic feedback for training gait 
kinematics, wearable goniometers for measuring 2D and 3D ankle kinematics, and 
finally, wearable measures of foot force and foot pressure. We conclude with a look at 
the future of wearable gait retraining systems and possible applications. 

2 Overview of Real-Time Movement Retraining 

Real-time movement retraining through wearable systems requires several 
components: a human user, sensing, real-time biomechanics model, desired 
biomechanics, and feedback (Fig. 1).  

 

Fig. 1. Block diagram and information flow for real-time movement retraining systems 

Human movements are sensed with wearable sensors such as accelerometers, 
gyroscopes, or goniometer (more details in Section 3), and this data is sent to the real-
time biomechanics model. The model converts sensor signals into relevant 
biomechanical parameters of interest. The model could be as simple as a unity gain or 
as complex as a full-body musculoskeletal real-time simulation. Sensed 
biomechanical measurements are then compared with the desired biomechanical 
measurements and the error signal is used to provide wearable feedback to the user to 
alert a movement correction. The real-time biomechanics model and the desired 
biomechanics may be initialized in a way that is specific to each subject, though this 
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is optional and could also be the same for all subjects. It is also possible for the real-
time biomechanics model and the desired biomechanics to be updated throughout 
testing [9]. While the above block diagram is general for any movement retraining, it 
is relevant for gait retraining in this paper. 

3 Wearable Sensing and Feedback for Gait Retraining 

While there are many types of wearable sensors for measuring human movement 
parameters, we choose to highlight some of the most common including: inertial 
sensors, goniometers, foot force, and foot pressure sensors. We also highlight 
wearable auditory and haptic feedback for informing kinematic gait changes.  

3.1 Accelerometers, Gyroscopes and Magnetometers  

Accelerometers, gyroscopes and magnetometers are miniaturized motion sensors that 
can be seen in many mobile devices such as smartphones and tablets. These sensors 
are responsible for sensing orientation when you tilt your smartphone and your device 
display rotates accordingly. Over the last few decades, Micro-Electro-Mechanical 
Systems (MEMS) technology has been responsible for the dramatic advance of these 
types of motion sensors. The sensors have become smaller, cheaper, more energy 
efficient, and more accurate. However, these sensors still has some shortcomings.  

Accelerometers can sense the accelerations of an object it is attached to. Typically, 
accelerometers have higher signal-to-noise ratio at higher frequencies than at low 
frequencies. Thus, position estimates at higher frequencies will yield better results 
than at low frequencies where bias error from small to no movement becomes an 
issue. Gyroscopes can sense angular rates, or rate of turning, of an object. By 
integrating the signal, orientations (roll, pitch, and yaw angles) can be computed for a 
given object. However, over time, gyroscope signal drift errors accumulate and result 
in reduced accuracy. Magnetometers can sense the earth’s magnetic field strength. 
Similar to a compass, it can be used to calculate the North Pole direction as an 
absolute reference direction. Magnetometers are susceptible to signal interference 
when ferrous material is present nearby. Due to some of these shortcomings, 
researchers usually use accelerometers, gyroscopes, and magnetometers in 
combination to leverage the strength of each. When accelerometers and gyroscopes 
are packaged together, they are sometimes called inertial measurement units (IMUs), 
and when all three sensors are present, some may refer to them as MARG (magnetic, 
angular rate, and gravitational) sensor. By combining multiple sensors together, we 
can achieve better performance than from each sensor alone through sensor fusion 
algorithms. Over the years, many algorithms have been developed and implemented 
to help improve the accuracy such as various kinds of Kalman filters [11, 15, 16, 17] 
or machine learning algorithms [12]. 

Due to their small size, portability, high accuracy, and low power consumption, 
these types of body-fixed sensors give rise to the possibility of bringing gait-lab 
quality measurements outside the traditional laboratory settings [10]. Several systems 
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have been developed over the years, both wired and wireless. For example, Simcox et 
al. [13] developed a wired body-fixed sensor pack using accelerometers and 
gyroscopes to measure the trunk and lower-limb sagittal plane angles, as seen in Fig. 
2A. Similarly, Watanabe et al. [18] developed a wireless version of this type of 
system that can also be used to estimate stride length. In addition, some researchers 
have developed calibration procedures and algorithms to accurately measure three 
dimensional knee angles, which is particularly important for evaluating knee anterior 
cruciate ligament (ACL) injury [14]. The challenge in using these miniaturized 
motion sensors lies in finding a robust sensor fusion algorithm that can achieve good 
accuracy over a long period of time.  

 

Fig. 2. A.) Wired body-fixed sensor packs. Image modified from [13]. B.) Placement of inertial 
sensors on the human body with joint angles definitions. Image modified from [18] 

3.2 Wearable Feedback  

Compared to wearable sensing, there are relatively fewer studies employing wearable 
feedback for gait retraining. The most common human sensations for wearable 
feedback of gait retraining are auditory and haptic, while vision, sight, and smell are 
less common. Basaglia et al. [19] used audio biofeedback to control knee recurvation 
during gait for patients with neurological diseases. An electrogoniometer was used to 
measure knee flexion angle and an audio signal alerted the user when knee flexion 
exceeded a threshold of 180 degrees. Riskowski et al. [20] used an instrumented knee 
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brace to provide auditory biofeedback for the rate of loading. Once the rate of loading 
exceeded a specified threshold during gait an auditory signal would be sent to the user 
to alert a needed change. Shull et al. [4,21] retrained trunk sway, tibia angle, and foot 
progression angle by placing a wearable skin stretch device [22] and/or C2 tactor 
vibration motors near the location of desired kinematics change (Fig. 3). Wheeler 
 

 

Fig. 3. (A) Real-time sensing and (B) haptic feedback to retrain gait kinematics. A rotational 
skin stretch device [22] on the lower back applies rotational skin stretch via two contact points 
on the skin to inform lateral trunk sway adjustments. One vibration motor on the lateral knee 
joint and two motors on the foot inform lateral tibia angle and foot progression angle, 
respectively. Image modified from [4]. 

et al. [23] strapped a vibration motor to the forearm to give feedback on the knee 
adduction moment (estimate of medial compartment loading). This alerted the user to 
choose a kinematic change to reduce the knee adduction moment. Finally, Dowling et al. 
[24] used a vibration motor on the shoe to retrain foot center of pressure during gait, 
which in turn changed the knee adduction moment. The challenge with wearable 
feedback is designing and selecting appropriate feedback devices and body locations to 
present intuitive feedback which encourages the user to move in a more optimal way. 

3.3 Goniometers  

Goniometers have long been used to measure human kinematics [25], [26]. Unlike 
some inertial sensors such as accelerometers or gyroscopes, which require integration 
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to obtain kinematic positions, goniometers directly measure angular changes. There 
are several types of goniometer sensing elements: potentiometer, strain gauge, 
mechanical-flexible, inductive, and optical. Rigid goniometer sensing is most often 
performed with one or more potentiometers located at the desired axis of interest (Fig. 
4). Alternatively, flexible goniometers use strain gauges, changes in elongation 
between multiple wires, and optical fiber to measure changes in bending angles. The 
challenge with goniometers is designing a sensor that is both accurate and 
comfortable. 

 

 

Fig. 4. (A) One degree-of-freedom goniometer to measure ankle flexion-extension. Image 
modified from [25]. (B) Three degree-of-freedom goniometer to measure ankle flexion-
extension, internal-external rotation, and abduction-adduction. Image modified from [26]. 

3.4 Foot Force and Pressure 

In a typical gait laboratory, there are usually force plates embedded into the ground or 
underneath a treadmill to measure ground reaction forces. This measurement allows 
researchers to analyze different walking characteristics such as their center of pressure 
and joint forces and moments via inverse dynamics. In order to obtain the same 
measurements outside the gait laboratory, researchers have developed several systems to 
capture ground reaction forces and moments or other correlated parameters [28, 31]. 

One simple version of foot force sensing comes in the form of force-sensing 
resistors (FSRs), seen in Fig. 5B. As its name suggested, the resistance changes as the 
force changes. Despite the non-linearity of the signal, FSRs are quite robust and 
accurate for gait phase detection such as foot strike, swing, and stance [27]. For 
pathological gait disorders, the detection may become more difficult and less 
accurate. Still, FSRs have proven to be useful in many other applications. Redd et al. 
[32] developed FSR-embedded insoles to be used with a smartphone and successfully 
induced gait asymmetry in normal subjects. This may lead to the possibility of using it 
in rehabilitation for patients with asymmetry problem. De Leon Rodriguez et al. [33] 
demonstrated the use of in-shoe foot pressure sensing to minimize the new at-risk foot 
area for diabetes patients.  
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A high accuracy version of foot force measurement unit is a miniaturized force 
plate, as seen in Fig. 5A. This type of sensor gives more information than FSRs do. It 
can measure three axes of forces and three axes of moments, thus providing 
researchers with the ability to estimate joint forces and moments when coupled with 
other motion sensors such as IMUs [30]. However, the higher accuracy and more 
information come at a price. The sensor cost is several thousands dollars or more for 
one unit. Furthermore, the weight of these instrumented force plate shoes is still 
relatively high and has a slight effect on normal gait [29]. The challenge with this 
type of sensor lies in the tradeoff among its accuracy of measurement, cost, weight, 
robustness, and ease of use.  

 

  

Fig. 5. A.) Instrumented shoe with miniaturized force plates and inertial measurement units 
(IMUs). Image modified from [30]. B.) Force-sensing resistors (FSRs) embedded insole Image 
modified from [32]. 

 

Fig. 6. An array of wireless sensors could potentially be linked to networks for analysis by a 
clinical professional in a remote location. Image modified from [18] 
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4 Conclusion and Future Work 

This article provided a brief overview of several key components for wearable gait 
retraining systems. While there are few completely portable systems with wearable 
sensing and wearable feedback, much research has proven the effectiveness of key 
components. Combining these various components into a cohesive wearable system 
could provide gait retraining benefits to a diverse patient population. Furthermore, 
with the increased connectivity of portable computing devices such smart phones, it 
may soon be possible to stream movement performance data from the user to a 
clinical professional in a remote location (Fig. 6), which could potentially expand the 
expertise of clinical professionals as far as the internet can extend.  
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Abstract. Vibrotactile stimulation has been widely used in haptics. This paper 
describes a method of quantifying roughness sensation by performing assigned 
patterns of vibrotactile stimuli on human finger pads. In order to design the 
stimulus parameters, an active touch model for human finger pad is fabricated. 
To validate the model, a roughness sensation experiment is conducted using 11 
selected types of sandpapers. The frequencies and amplitudes of vibrotactile 
stimuli are derived from the active touch model. The results show that a strong 
relationship exists between the stimulus patterns and perceived roughness 
sensation. Also, we prove that the correlation between the rates of growth in 
human sensation and increasing stimuli intensities matches psychological 
disciplines.   

Keywords: Haptics, Skin model, Vibrotactile stimulation, Roughness, Active 
touch. 

1 Introduction 

Haptic technology is intimately connected with robotics through its reliance on 
dexterous mechatronic devices and draws heavily on the theoretical foundations of 
manipulator design, actuation, sensing, and control [1]. In the field of haptics, 
vibrotactile, electrotactile and mechanotactile [2] are three main methods. Vibrotactile 
stimulation evokes tactile sensations using mechanical vibration of skin, typically at 
frequencies of 10-500Hz [3]. Tactile perception is complex, and its neurophysiology 
and perceptual basis are still under active research. It is reported that glabrous human 
skin contains four types of mechanoreceptors (see Table 1).  

Roughness sensation usually concerns about the texture and material features of real 
objects. In order to render more realistic roughness sensation to human, many studies 
have been conducted to make tactile feelings actively using vibrotactile stimulation. 
Masashi Konyo et al. proposed representing Virtual Touch by stimulating the 
mechanoreceptors selectively [4]. They developed a useful tactile synthesis method 
that controlled three sensations related with roughness, softness, and friction as tunable 
parameters of texture feel. Especially they mentioned that roughness sensation can be 
evoked by stimulating FAI. Ki-Uk Kyung et al. studied on the correlation of perceived 
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roughness and vibrotactile stimuli and found that frequency and amplitude played an 
important role in vibrotactile sensation [5]. Seung-Chan Kim et al. proposed using 
sandpapers as a method to evaluate human sensibility on perceived texture under 
variations of vibrotactile stimuli [6]. Takashi Maeno et al. introduced ultrasonic 
vibration to texture sensation to generate the realistic surface of touching materials [7]. 

Table 1. Basic properties of four types of mechanoreceptors. 

Mechanoreceptors SAI SAII FAI FAII 

End Organ Merkel Disk Ruffini Ending 
Meissner 
Corpuscle 

Pacinian 
Corpuscle 

Sensory Adaptation Slow Slow Fast Fast 
Receptive Field Small Large Small Large 

Frequency Range 5~15Hz 15~400Hz 3~100Hz 10~500Hz 
Perceiving Property Pressure Stretch Flutter Vibration 
 
Although vibrotactile stimulation has been studied and applied in some aspects, the 

basic mechanisms are rarely discussed or explored. In previous studies, researchers 
attempted to create various roughness sensations by combinations of several kinds of 
frequencies and amplitudes. As a result, they always had to find complex relationships 
between stimulation and sensation in a trial-and-error way, which is not convincible 
some times. In this paper, we propose an active touch model to set up the vibrotactile 
stimulation parameters to quantify the perceived roughness sensation. The primary 
objective of this research is to use specific stimulation patterns for different roughness 
sensation evaluation. 

2 Mathematical Model of Active Touch 

In this part we designed to construct a theoretical touching model to obtain the 
parameters of vibrotactile stimuli and then evaluate perceived roughness sensation. 
According to the duplex theory of tactile texture perception [8], active touch is more 
sensible for human than passive touch so we consider the case in which a human finger 
moves on the sandpaper. As sandpapers are selected as touching materials, the 
numerical features of sandpapers are considered to define roughness. Grit number and 
particle size are two main properties of sandpapers. Grit number refers to the number of 
abrasive particles per square inch of paper. The larger the grit number, the more 
particles per square inch. Particle size refers to the average diameter of abrasive 
particles. In this way, we will approximately define the surface of sandpapers as a 
sinusoidal surface, which the wavelength λ and the amplitude A can be deduced from 
grit number and particle size respectively.  

 When the finger moves on the sandpapers, a dynamic longitudinal deformation 
occurs on the finger pad. As the sandpaper has been considered as sinusoidal surface, 
this deformation will be a kind of periodical vibrational movement. When the finger 
slides on the sinusoidal surface at a given velocity v , the period of the stimuli 
generated on the surface of fingerτ is expressed by a wave equation as follows, 
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v

λτ = (1)

In this paper, we set the value of v to be 0.1 /m s in order to simulate the actual 

touching speed. Therefore, a displacement of stimulus ( )sy t at a given time t  is 

expressed as a sinusoidal function as follows, 

2
( ) sin( )s

v
y t A t

π
λ

=
 

(2)

 

2
( ) sin( )s

v
y t A t

π
λ

= sy

by

 

Fig. 1. Ski model for numerical analysis of the deformation of a finger pad when touching the 
sandpaper actively. Left figure is a schematic model of finger moving on sandpaper. Right figure 
shows a simple dynamic structure of finger pad vibration. 

( )sy t
( )by t s by y−

 

Fig. 2. Finger pad motion trajectory derived from the active touch model 
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In this model, we try to obtain the vibrational features of the finger when applying 
the sinusoidal stimulus. And we ignore the force caused by pressing the finger and the 
gravity of the finger. As shown in Fig. 1, the finger is expressed as a mass point with a 
spring and damper connected by a simple Kelvin model. The equation of finger sliding 
is expressed as follows, 

 
( ) ( ) 0b b f b s f b sm y c y y k y y+ − + − =  

 
(3)

In this equation, bm represents the mass of the finger, fk is the spring coefficient 

and fc is the damper coefficient. The movement of the finger mass point is expressed 

as ( )by t  and ( )sy t is the sandpaper stimulus mentioned above. Some physical 

parameters are based on the report of [9]. By solving this equation, we obtain the actual 

finger motion and then we can get the longitudinal skin stretch s by y− . Fig. 2 shows 

the diagram of the finger motion curve on a kind of typical sandpaper.  

3 Roughness Sensation Experiment 

3.1 Subjects 

Six subjects participated in the experiment and none of them had any knowledge 
about the field of haptic research. All of them were right-handed and none of them 
had any sensory or motor impairment in their index fingers. 

3.2 Apparatus and Stimuli 

Vibrotactile stimuli are delivered through a linear resonant actuator (Model C10-100, 
Percision Microdrives, UK). A power amplifier (Serenade HP, Tempotec 
Corporation) is used to adjust the vibrating strength of the actuator. Instead of setting 
the vibration amplitude of the actuator, we transfer the amplitude into acceleration for 
control convenience and an accelerometer (Biometrics, UK) is used.  

Sandpapers of grit size 120,150,180,220,240,280,320,500,800,1200,2000 is used. 
According to the Weber fraction [5], the log scale of the sandpaper grit should be 
linearly with the grit number so that subjects can better discriminate the roughness 
sensation of different sandpaper. Fig. 3 displays the grit size and log-scaled size. The 
sandpaper specimens have dimensions of 10cm*3cm. 

The two basic parameters of the vibrotactile stimuli are amplitude and frequency. 
From the roughness sensation model we described above, we can control the amplitude 
(acceleration) and frequency of the actuator. The vibration curve of the actuator is 

expressed by s by y−  . And the vibration parameters of the actuator specific to every 

kind of sandpapers are shown in Table 2. 
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Fig. 3. The log values of grit size of 11 selected types of sandpaper. The black fitted line shows 
that the sandpaper specimens are suitable for human roughness sensation experiment. 

Table 2. Properties of sandpaper specimens and stimulus parameters derived from the active 
touch model. As sandpaper feels less rough with the increasing of grit number, we set the 
roughness magnitude for each sandpaper type for experiment convenience. Also, the frequency 
and amplitude provide the unique features of stimuli, so we use stimulus pattern numbers to mark 
the stimuli we use in the experiment.  

 

Grit 
number 

Roughness 
magnitude 

Particle 
size(um) 

Stimulus 
frequency(Hz) 

Stimulus 
acceleration 

amplitude(G) 

Stimulus 
pattern 
number 

120 11 124 43.1 0.491837 1 
150 10 100 48.2 0.426531 2 
180 9 83 52.8 0.37449 3 
220 8 65 58.4 0.311224 4 
240 7 59 61 0.290816 5 
280 6 51 65.9 0.264286 6 
320 5 44 70.4 0.231633 7 
500 4 28 88 0.178571 8 
800 3 19 111.4 0.146939 9 

1200 2 12 136.4 0.110204 10 
2000 1 6.5 176.1 0.07551 11 

3.3 Procedure 

The subjects had to sit comfortably on a chair with their arms extended toward the 
experiment platform. Their hands rested while only the index fingers were extended 
towards the stimulus. The subjects were instructed to do active touch with their right 
index fingers by touching the 10cm sandpaper bar in one second each time. In this way, 
this experiment situation meets the hypothesis of touching speed in the touching model. 
And their left index fingers were exposed to a vibrotactile stimulus with the linear 
resonant actuator (Fig. 4).  
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Fig. 4. Experiment Setup. The right index finger touches the sandpaper bar while the left index 
finger receives the vibrotactile stimuli. 

The subjects were trained to experience the eleven vibrotactile stimulus and try to 
match the touch feeling with the corresponding sandpapers first. After that 4 sets of 
eleven vibrotactile stimulus (44 trials in all) were randomly presented to the subjects 
and the period of each stimulus was 20 seconds. During that time, the subjects could 
actively touch the sandpaper bars and choose the one which matched the feeling of the 
vibrotactile stimulus. The subjects took a 10-second break before the next trial. 

3.4 Results and Discussion 

In order to quantify the perceived roughness sensation, we classify sandpapers of 
different grit numbers into roughness degrees. As the roughness sensation decreases 
with the grit number, we graded grit 120 as roughness 11, grit 150 as roughness 10, and 
so on (see Table 2). We averaged the responses of all the subjects and the results are 
shown in Fig. 5. The stimulus number means the specific stimulation pattern we 
derived from the mathematical model corresponding to the specific sandpaper. And the 
theoretical linear trend is what we expect the perceived roughness to be. Generally, the 
experimental results show that the perceived roughness decrease with the stimulus 
pattern number. As the stimulus parameters are all calculated from the active touch 
model, it is proved that both the frequency and amplitude have relationships with 
roughness sensation.  

Our goal is to stimulate FAI selectively to produce roughness sensation, but actually 
it hard to stimulate only one kind of mechanoreceptor. So from the experimental results 
we see that around stimulus pattern 3 and stimulus pattern 9 the errors are relatively 
large. The corresponding stimulus frequencies are around 50Hz and 110Hz. From 
Table 1 we see that the vibrotactile stimuli are also likely to stimulate SAII and FAII in 
these two frequencies. So this phenomenon brings subjects of sensation illusion and 
finally leads to wrong responses.  

To further analyze the experiment data, we introduce Stevens’ Power Law [10]. 
Stevens’ Power Law relates sensation magnitude to stimulus intensity: 

( ) eI kIψ = (4)
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In this equation, ( )Iψ stands for sensation magnitude, I stands for stimulus 

intensity, e is a power exponent dependent on modality and k is constant. The 
exponent e determines the growth rate of the perceived magnitude, and it ranges from 
0.35 to 0.86 for vibrotactile stimuli [11]. As in our experiment, we can calculate the 
stimulus intensity of every stimulus pattern to verify the results of the experiment.  
Fig. 6 shows the relationship of perceived roughness sensation magnitude and stimulus 
intensity. We fit this plot with a curve: 

0.530623.742y x=  
 (5)

We observe that this fitted curve perfectly matches the form of Stevens’ Power Law 
and the power exponent 0.5306 is within the vibrotactile stimuli modality range. This 
result shows that the stimuli pattern derived from the touching model can be used to 
correlate with human perceived roughness sensation. 

 

Fig. 5. Experimental results of all subjects 

 
Fig. 6. The relationship of perceived roughness magnitude and stimulus intensity. The black 
curve fits the original experiment data and gives out the equation. 
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4 Conclusion and Future Work 

The objective of this research was to quantify perceived roughness sensation by 
constructing human active touch model. From the experimental results, the active touch 
model proved to be useful in roughness sensation by setting the stimulus frequencies 
and amplitudes. In addition, the stimulus intensity is matched with perceived roughness 
magnitude. Through the active touch model, roughness sensation can be correlated with 
the physical properties of touching materials. 

In this paper we adopt sandpapers as experiment materials because its parameters are 
easy to be obtained and calculated. The next-stage work will consider several kinds of 
different materials to better verify our physical model. Touching force is not considered 
in our current experiment, so we will consider putting touching force into model 
construction and using force sensors in the future.  
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Abstract. The flickering source is an indispensable component in steady-state 
visual evoked potentials based brain-computer interface, and its background 
severely influences the potentials evoked by the repetitive stimuli.  In this 
paper, we designed the experiment paradigm under three different backgrounds 
in the context of the SSVEP controlled small car, including black screen, static 
scene of the environment, and dynamic scene of the environment. From the 
spectrogram analysis of the EEG signals at occipital cortex, we found apparent 
decrease in SSVEP amplitude in dynamic scene condition comparing to the 
reference condition black screen. And the SSVEP amplitude changes under 
these three conditions further resulted in identification accuracy decreasing in 
dynamic scene condition as compared to black screen reference condition, 
which was evaluated from 10×10 cross validation. Besides, in real-time 
control of the small car, our results indicated that training in static scene 
condition exhibited better performance than that in black screen.  

Keywords: SSVEP, LDA, Stimulation Background, Power Spectrum. 

1 Introduction 

A brain computer interface (BCI) provides a non-muscular channel for 
communication and control with external world, which facilitates people who suffer 
from some sort of locked-in syndrome or amyotrophic lateral sclerosis [1]. Up to now, 
various BCI modalities have been proposed, such as motor imagery based BCI, 
steady-state visual evoked potentials (SSVEPs) based BCI, P300 evoked potentials 
based BCI, sensory motor rhythm (SMR) based BCI. These systems can be divided 
into different categories according to their inputs, feature extraction, outputs, and 
other characteristics. Among them, the SSVEP-based BCI with much higher 
information transfer rate, little or no subject training, receives much attention, and has 
been adopted in applications, such as cursor movement [2], letter or icon selection [3], 
and device control [4].  

Brain controlled wheelchair is especially useful for those people with severely 
disabled mobility [5]. While brain driven small car control takes a first step towards 
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the wheelchair control. Various detection algorithm, as well as local machine control 
strategy could be extensively evaluated before real-life application such as the 
wheelchair control [6]. 

As we utilized the SSVEP based BCI as the interface between the subject and the 
machine, the SSVEP amplitude is largely determined by the characteristics of the 
flickering sources, including the frequencies of the flickering blocks, duty cycles, 
colors of the flickering sources [7]. The surrounding environment around the 
flickering sources receives less attention, although it has an important impact on 
subject's attention. Attention effects may further influence the flickering light 
processing of the brain's visual cortex. This is a critical issue, especially in the real-
time control of the small car. As we use the real-time video captured from the camera 
fixed in the car to guide the subject’s control, the change of the environment will 
affect the subject’s attention to the flicker blocks in front of the video pictures. 
Therefore, this study focuses on the background effect of the flickering source on the 
decoding of SSVEP-based BCI, and characteristic changes of these neurophysiologic 
signals. 

2 System Overview 

The schematic of the experiment system is shown in Fig.1. There are three flickering 
blocks of separate frequencies which are mapped to different control command of the 
car. Accordingly, the gazed target can be identified by finding the visual stimulus, 
which contributes to the major frequency component in the induced SSVEP. As we 
designed, the major frequency component detected from EEG were 12.5hz, 9.37hz 
and 8.33hz, and they were separately used to control the forward, left and right 
movements of the small car correspondingly. Then the command will be transmitted 
from computer to the car through a wireless transmitter. As a feedback, the scene 
captured by the camera will be delivered to the computer’s monitor. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Schematic diagram of the SSVEP controlled car experiment 
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3 Methodology 

The Neurophysiology and electrophysiology experiments give the result that when the 
human continuously focuses on instantaneous visual stimuli with constant time 
interval, steady state visual evoked potential (SSVEP) will occur in primary visual 
cortex of the brain. And the collected EEG signals will show corresponding stimuli 
frequency and its harmonic wave components obviously in frequency domain. That is 
the EEG signal is modulated with the stimulus frequency in aspect to signal 
modulation theory. Then the signal processing is aimed to obtain the features relating 
to stimuli frequency from the complex modulated EEG signal.  

In terms of the result of the Neurophysiology and electrophysiology experiments, 
stimuli frequency and its first harmonic wave component should be extracted as the 
classification features in SSVEP [8]. Fig.2 shows the EEG spectrum of channel CB2 
on primary visual cortex when the subject is staring at the flicking light at 9.37Hz. It 
is clear that the 9.37Hz flicking frequency and its harmonic component are sticking 
out in frequency domain.  

 

Fig. 2. The EEG spectrum at Channel CB2 

3.1 Feature Extraction and Classification 

Suppose ( )iS t  is the EEG signal from channel i  with 1...i N= , and jf  is the j th 

stimuli frequency with 1...j M= , and ( )W t c− is the window function with the 

center at c . We apply inner product to extract the specified frequency as projecting 
the signal to sine and cosine space. The continuous form of feature extractions as 
follows: 

2 2
( ) ( ) ( ), cos(2 ) ( ) ( ),sin(2 )ij i j i jA c S t W t c f t S t W t c f tπ π= − + −

2 2
( ) ( ) ( ),cos(2 *2 ) ( ) ( ),sin(2 *2 )ij i j i jB c S t W t c f t S t W t c f tπ π= − + −  
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( )ijA c is the j th frequency component from EEG channel i  at time point c ; 

( )ijB c  is the harmonic wave component of j th frequency from EEG channel i  at 

time point c .  
Combining following experiment setup in section 4, with the sampling interval 

1 / sT fΔ = , and window sliding length 1000*p T= Δ , the continuous form could be 

converted to the discrete form as follows: 

1 2( ) ( ) ( )ijA n L n L n= +  

1 2( ) ( ) ( )ijA n H n H n= +  

where  
2

1( ) ( ) ( ),cos(2 )i jL n S m T W m T np f m Tπ= Δ Δ − Δ  
2

2 ( ) ( ) ( ),sin(2 )i jL n S m T W m T np f m Tπ= Δ Δ − Δ  
2

1( ) ( ) ( ), cos(2 *2 )i jH n S m T W m T np f m Tπ= Δ Δ − Δ  
2

2 ( ) ( ) ( ), sin(2 * 2 )i jH n S m T W m T np f m Tπ= Δ Δ − Δ  

So the feature vector for the classification could be expressed as follows: 

11 12 1 11 12 1 21 22 2 21 22 2 1 2 1 2( , ,..., , , ,..., , , ,..., , , ,..., , ..., , ,..., , , ,..., )T
M M M M N N NM N N NMF A A A B B B A A A B B B A A A B B B=  

There are three classes to be classified, we apply Linear Discriminant Analysis 
(LDA) in pairwise strategy based on the considerations that the features to different 
categories are quite discriminable and the training samples are relatively large 
enough. 

Take i th and j th categories classification problem for example, Suppose iF and 
jF be i th and j th training feature sets. The average feature of each sets are as 

follows: 
( )i

i E Fμ =  

( )j
j E Fμ =  

E  denotes the Expectation operator. And the within class covariance is defined as 

( )( ) ( )( )ij i i T j j T
w i i j jS E F F E F Fμ μ μ μ   = − − + − −     

The parameters of the LDA classification could be derived from Fisher method 
which tries to find an optimal projection direction that maximizes the difference 
between the two classes while minimize the difference within the class. 

The discriminant plane could be expressed in the linear formulation as follows: 
Ty w x b= +  

Where 
1

1 1( ) ( )ij
ww S μ μ−= −  

1 1

2
Tb w

μ μ+
= −  
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4 Experimental Validations 

There are five healthy subjects participating in the experiment. Only one of these 
subjects has been trained for SSVEP experiments before. All of them were informed 
of the whole experiment process. 

4.1 Experiment Setup 

Hardware of the experiment is shown in Fig.3. The computer with a LCD screen is 
used to display the on-line video transferred from the camera fixed in the small car, 
and meanwhile three flickering blocks mapped to different control orders will be 
displayed in front of the scene. 

 

Quick-Cap Neuroscan Monitor 

 

Fig. 3. Hardware of the experiment 

EEG signals are recorded from primary visual cortex of the brain with a SynAmps 
system (Neuroscan, U.S.A). Eight channels useful in our experiment are PO3, POz, 
PO4, O1, Oz, O2, CB1, CB2. The reference electrode locates between Cz and CPz, 
and ground electrode locates on forehead. An analog high-pass filter with 2Hz was 
applied, and sampling frequency is 1000Hz. The flickering frequencies of three 
blocks representing left, right and forward are 8.33Hz, 9.37Hz and 12.5Hz. 

The experimental target is to control the small car mentioned before. The car is 
simply combined with two motors, two lithium batteries, a Single Chip Micyoco, a 
camera and a wireless transmission. Commands are transmitted to the SCM through a 
Bluetooth. The camera is used to deliver the scene around the car to the subject. The 
whole structure is shown in Fig.4. 

 
 
 
 
 
 
 
 
 
 

Fig. 4. The structure of the little car 

Camera Battery 

SCM Motors 
Wireless 

transmission
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4.2 Experiment Paradigm 

This experiment includes two runs: Training run and on-line controlling run. In the 
former one, the subject will be introduced to gaze at one of the three flickering blocks. 
A color ball appears randomly besides one of the three flicking blocks, indicating 
which the subject should gaze at. Each indicating cue lasts for 5 seconds. Three trials 
make up a session, and each trial will be done under different stimulation background. 
Those three stimulation background are shown in Fig.5. In the first trial, the 
background is black screen, the second one is a static picture and the last one is a 
dynamic video. Three sessions are performed as a training run, and there is a short 
rest between two sessions. During the experiment process, EEG signals are recorded 
for the further analysis. Therefore, the main purpose of this study is to compare the 
training result of different stimulation background. 

 
 
 
 
 

 
 
 
 

(a)                         (b)                        (c) 

Fig. 5. Three kinds of stimulation background: (a) black screen; (b) static scene; (c) dynamic 
scene 

In the on-line controlling run, subjects will be introduced to control the car to orbit 
around piles. Locations of the piles are shown in Fig.6. The subject should control the 
car to travel across the piles, if he or she can make the car to go through the piles one 
by one, then we can regard the system as effective. Otherwise, we should check the 
experiment system or give up the subject. In the on-line controlling run no data will 
be recorded. The whole experiment was carried out as in Fig.7. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Locations of the piles in the online-control run. The subject should control the car to 
travel across the piles and the result will be regarded as a criterion of the system’s workability. 

Static Dynamic 
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Fig. 7. The experiment paradigm 

5 Results and Discussion 

5.1 Results of the Experiment 

In the online-control run, all of the five subjects are able to control the car freely, so 
we conclude that the BCI system is working and the subjects are suitable for the 
SSVEP experiment. In this case, we can use the training data to analyze the impact of 
different stimulation background. We firstly separate the filtered data into three 
sections and each section is corresponding to one of the three stimulation frequencies: 
12.5Hz, 9.37Hz and 8.33Hz. Then we draw the frequency spectrum of three sections 
to check out whether the fundamental frequency and its first and second harmonic 
component are sticking out. We can find in Fig.8 that the signal feature is distinct. 

 

Fig. 8. Frequency spectrum of different stimulation frequency from one specific subject 

In the following analysis, the window size for feature extraction and classification 
was 1s, and the moving step size was 0.1s. Firstly, we combined all the data from 
three sessions according to the stimulation background, and secondly we carried out a 
10-fold cross validation for ten times with each data set. Then we can get the average 
accuracy for three different kinds of stimulation background. The results are shown in  
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Cue 

Rest Rest 
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Session4 

Rest 

Online-control run Training run 
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Table 1. Average accuracy for 10-fold cross validation 

Stimulation 
background 

Black screen Static scene Dynamic scene 

Subject1 97.62 95.44 94.91 

Subject2 97.48 98.55 96.15 

Subject3 96.49 94.96 91.98 

Subject4 98.53 98.22 93.81 

Subject5 97.4 91.91 86.4 

 
Table 2. Recognition accuracy of a single trial 

Subject index Stimulation background session1 session2 session3 

Subject1 
Black Screen 92.91 89.53 92.91 
Static Scene 95.16 91.22 95.50 

Subject2 
Black Screen 96.62 92.12 92.00 
Static Scene 98.76 93.36 92.45 

Subject3 
Black Screen 78.60 74.10 80.18 
Static Scene 83.78 79.73 84.91 

Subject4 
Black Screen 83.11 79.05 84.68 
Static Scene 81.76 81.19 90.09 

Subject5 
Black Screen 76.91 79.62 81.42 

 Static Scene  73.20  83.33 84.80 

 
It is clear that the stimulation background has large impact on the recognition 

accuracy. Except for subject2, the other subjects had a distinct drop in their accuracy 
when the stimulation background was changed to static scene or dynamic scene. And 
the dynamic scene has an even worse performance. 

However, we separately compared the accuracy between black screen and static 
scene while using the data of dynamic scene as testing set. In detail, the testing data 
and training data are from an identical session to overcome the influences of time. 
The result is listed in Table.2. It is interesting that we got higher recognition 
accuracies when the subject was stimulated under the static background rather than 
the black screen. 

5.2 Discussions 

Stimulation background seems to have large impact on the recognition accuracy 
according to the results above. Firstly, the additional scene background will reduce 
the differentiation of the EEG signals. As shown in Table.1, if we carry out a 10-fold 
cross validation on the data from an identical stimulation background, then the 
accuracy with static scene or dynamic scene will drop. What’s more, in the power 
spectrum figures from five subjects we find that an obvious decrease of the amplitude 
appeared. The comparable result from subject1 is shown in figure.9. Such being the 
case, we may attribute the impact of recognition accuracy to the change of the power 
spectrum induced by visual distractions with different stimulation background. 
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(a) (b) 

Fig. 9. Comparative result of the power spectrum with subject1: (a) is the power spectrum 
corresponding to black screen stimulation background; (b) and (c) separately corresponds to 
static and dynamic scene stimulation background. And each row shows one of the three 
stimulation frequencies 

But when the data sets from different stimulation background were tested with an 
identical data set from dynamic scene, the static scene seems to have a positive effect 
on the accuracy. We can see an improvement of the accuracy in most sessions of the 
five subjects (Table.2). To compare with the results from Table.1, we may have a 
conclusion that a static scene relative to the experiment surroundings will not only 
reduce the EEG signal’s power spectrum, but also has an improvement of the 
recognition accuracy than black screen. 

6 Conclusion and Future Work 

In this work, we have investigated the background effect of visual stimulus on the 
characteristics of the SSVEP signals. The experiment showed that dynamic scene 
takes the most serious distractions for the users, and followed by the static scene. To 
explore the essential reason of the impact, we drew up the power spectrum figures for 
every subject. In the power spectrum, we find out an obvious decrease of the 
amplitude, so we get the conclusion that visual distractions will impact the power 
spectrum of the SSVEP signals. 

In the future, more sophisticated algorithms should be adopted to better trace the 
changes of the SSVEP signals according to the change in environment factors relating 
to the flickering visual sources. Our next work will move the current research on 
controlling the small car to the real-life control of the wheelchair for people with 
locomotion disabilities. 
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Abstract. Recent advances in neurology showed that human controls dozens of 
muscles for hand motions in a coordinated manner. Such coordination is 
referred as to a postural synergy and synergies could be combined to form 
various hand poses. Implementing the synergies digitally in the controller, 6 to 
12 motors of a robotic prosthetic hand can be controlled by a few synergy 
inputs from an amputee’s bio-signal interfaces. This paper proposes to 
implement the synergies via a mechanical transmission unit so that two rotation 
inputs can be scaled, combined and mapped to 13 rotary outputs to enable not 
only grasping but also manipulation of a prosthetic hand. Synthesis of the 
postural synergies and design of the prosthetic hand are briefly reviewed, 
whereas the transmission design is elaborated as the implementation of the 
postural synergies. Tests were performed to quantify how well the synergies 
could be reproduced via the transmission. Experiments that follows are 
expected to demonstrate the effectiveness of constructing a low cost yet 
versatile prosthetic hand by mechanically implementing the postural synergies.  

Keywords: Prosthetic hand, postural synergies, underactuated mechanisms, 
planetary gears. 

1 Introduction 

It is a challenging task to construct an anthropomorphic prosthetic hand that can 
reproduce the delicate motions of the biological original. In order to achieve this goal, 
the prosthetic hand shall be versatile enough for various daily tasks and controllable 
through a bio-signal interface, such as EMG (electro-myography) or EEG (electro-
encephalography). However limited bandwidth of these interfaces used to prevent 
fully actuated robotic hands from being applied as prostheses if each DoF (Degree of 
Freedom) requires individual control, even though many designs were absolutely the 
state-of-the-art (e.g. the ones in [1-4]). 

Recent advances in neurology suggested a possible way of achieving dexterous 
control of a prosthetic hand via limited inputs. It was showed that CNS (Central 
Nervous System) controls dozens of muscles for hand poses in a coordinated manner. 
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Such coordination is referred as to a postural synergy, which corresponds to flexion 
and/or extension actuation statuses of the involved muscles. CNS combines postural 
synergies, adjusting each synergy’s coefficient (weight), to realize various hand 
motions. Combination of two primary postural synergies accounts for about 84% of 
the variance of dozens of different grasping postures [5]. What’s more, CNS switches 
between different sets of postural synergies for distinct grasping and manipulations 
tasks [6].  

These findings have led to the application of a robotic hand with many actuators as 
prosthesis. Two channels of the bio signals as synergy inputs would act as coefficients 
while combining two postural synergies. Several existing designs have practiced this 
idea, such as the DLR II Hand with two synergies [7], the SAH hand with three 
synergies [8], the UB hand with two synergies [9], and the ACT hand which uses two 
and three postural synergies to control 24 actuators to perform writing and piano 
playing [10, 11]. The aforementioned designs are certainly functional but the cost of 
such a prosthetic hand could also be quite high (multiple sets of miniature 
servomotors with amplifiers, feedback sensors and controllers). If postural synergies 
could be mechanically implemented, such a prosthetic hand could potentially be more 
affordable with a low cost. 

Mechanical implementation of postural synergies was attempted by Brown and 
Asada using differential pulleys [12]. Various postures of the hand were formed. 
However, grasping performance and effectiveness of the mechanically implemented 
postural synergies were not studied. This paper proposes a different approach to 
realize the mechanical implementation of the postural synergies using planetary gears. 
Positive results of this paper could prove the effectiveness of implementing postural 
synergies mechanically. 

Synthesis of the postural synergies are briefly summarized in Section 2, which was 
detailed in [13]. Mechanism designs of the prosthetic hands and the transmission as a 
mechanical implementation of the posture synergies are elaborated in Section 3. Tests 
and experiments are presented in Section 4 with conclusions and future work 
followed in Section 5. 

2 Postural Synergy Synthesis 

Unlike referring to the discrete grasp taxonomy as in [14-16], using the postural 
synergies introduced a new way to reproduce various hand grasping motions. As 
shown in a milestone work by Ciocarlie and Allen [17], poses of several different 
hands were optimized to achieve various grasping tasks. Since two synergy inputs can 
be optimized for the grasping of distinct objects, they could also be used to perform 
manipulation of the same object (manipulating one object is essentially a smooth 
transition between consecutive grasping patterns of the same object). It’s possible to 
upgrade the motion capability of a prosthetic hand from grasping to manipulation 
using the concept of the postural synergies.  

The postural synergies are usually extracted as the first two principal components 
from a series recorded hand poses. If the synergies are implemented digitally, the 
controller would map the two synergy inputs 1q  and 2q  to the actuator outputs p  
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as shown in Eq. (1), where 1u  and 2u  are the postural synergies, and p  is an 

average output. If the prosthetic hand has n  actuators, p , 1u , 2u  and p  are all 

1n ×  vectors. 
 

1 1 2 2q q= + +p p u u  . (1) 

 
While performing grasping tasks as in [7-9, 17], the synergy inputs were optimized 

to properly form poses of the hand. As a matter of fact, these adjustments essentially 
compensated for the discrepancy between the original postural synergies and their 
implementations. While planning a manipulation task for a prosthetic hand, the 
synergy inputs will be mainly used to transform the hand from one pose to another in 
a continuous manner, limiting their roles in compensating the implemented postural 
synergies. Hence, the synergy discrepancy should be minimized to satisfactorily 
reproduce the specific sequenced motions via only two synergy inputs. 

In order to minimize the synergy discrepancy, this paper introduces a novel 
technique of synthesizing the postural synergies by constructing a dummy hand. 
Instead of inviting 5 to 10 human subjects, asking them to manipulate one or more 
objects, recording and analyzing the human hand motions using sophisticated systems 
such as CyberGloveTM or the ViconTM cameras, this dummy hand was constructed and 
manually posed for manipulation tasks with each pose measured. Constructing a 
dummy hand and measuring its poses could produce direct results for the synergy 
synthesis in a very cost-efficient way. More importantly it avoided unnecessary errors 
while designing prosthetic mechanisms with lower kinematic pairs (e.g. revolute 
joints) based on measurements of human hands whose joints are essentially higher 
kinematic pairs (e.g. the carpometacarpal joint, the metacarpophalangeal joints). 

The dummy hand was constructed as in Fig. 1-(a). All the joints were passive with 
enough friction against external disturbance (e.g. gravity). The arrangement of its 
revolute joints provided motion capabilities similar to a human hand. The joints are 
named as follows. Letters T, M, R, L and I before the underscore indicate the joints for 
the thumb, the middle finger, the ring finger and the little finger respectively. 
Abbreviations of rot, mcp, ip, abd, pip and dip after the underscore indicate the 
rotation joint, the metacarpophalangeal joint, the interphalangeal joint, the abduction 
joint, the proximal and the distal interphalangeal joint respectively. 

The specific motion paradigm is the manipulation of two rehabilitation training 
balls on the palm in a cyclic way, as shown in Fig. 1. This exercise helps the seniors 
or mild-stroke patients to maintain or recover their hand motor function. Although 
this paradigm might not seem practically meaningful to amputees, the motivation is to 
demonstrate the effectiveness of this presented synergy synthesis. 

In each pose, joint angles were measured using an optical tracker (MicronTracker 
SX60 from Claron Technology Inc) as shown in Fig. 1-(b). The two intersecting 
surfaces of the two adjacent phalanxes were first characterized by obtaining 
coordinates of three points on the surfaces. The joint angle was then obtained from the 
dot product of the two surface normals. Six key poses as in Fig. 1-(c) to Fig. 1-(h) are 
identified and recorded. With detailed processes and numerical values available in 
[13], results of the postural synergies are briefly summarized. 
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Fig. 1. The dummy and its poses: (a) construction, (b) measurement process of the joint angles 
using an optical tracker, (c) to (h) six key poses for manipulating two training balls 

Each pose in Fig. 1-(c)~(h) corresponds to a pose vector 19 1i ×∈ℜp , , , ,i 1 2 6=  . 

Since motions of the four distal interphalangeal joints (I_dip, M_dip, R_dip and 
L_dip) were coupled to the motions of the four proximal interphalangeal joints (I_pip, 
M_pip, R_pip and L_pip), dimension of the pose vector can be reduced, 15 1i ×∈ℜp . 

Six poses in Fig. 1-(c)~(h) can be put side to side to form a pose matrix P . 
Singular value decomposition of the pose matrix P  is as in Eq. (2).  
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By neglecting the singular values iδ  ( i 3,4,5,6= ), hand poses (the pose matrix 

P  and the individual pose vector ip ) can be reproduced as in Eq. (3) and Eq. (4). 

Vectors 1u  and 2u  are referred to as the postural synergies. With 1iq  and 2iq  as 

synergy inputs, various hand poses could be approximated. The average pose vector 

( )a ( )b

( )c ( )d ( )e

( )f ( )g ( )h
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p , the postural synergies 1u  and 2u  , and inputs kiq  ( k 1,2=  and 

, ,i 1,2 6=  ) are summarized in Table 1. 
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Table 1. The average pose, the postural synergies and the synergy inputs 

Joints 
Average 
pose (°) 

Postural synergies Synergy  
inputs (°) 1u  2u  

T_rot 59.7 -0.49 0.24 11 36.2q = °  

T_mcp 38.7 -0.16 -0.21 21 21.0q = °  

T_ip 44.0 -0.15 -0.23 12 28.1q = °  

T_abd 43.0 -0.2 -0.17 22 1.1q = − °  

I_mcp 44.8 0.34 -0.66 13 37.6q = °  

M_mcp 28.2 0.56 0.12 23 31.5q = − °  

R_mcp 35.8 0.44 0.5 14 38.5q = − °  

L_mcp 58.3 0.15 -0.25 24 25.1q = − °  

I_pip 54.8 0.01 0.06 15 52.4q = − °  

M_pip 72.0 -0.01 -0.11 25 2.6q = °  

R_pip 72.5 -0.02 0.08 16 11.0q = − °  

L_pip 70 -0.13 0.14 26 34.1q = °  

I_abd 8. 7 0.03 0.08 
 R_abd 9. 7 -0.05 -0.02 

L_abd 15.5 -0.02 0.07 

 

3 Design Descriptions of the Prosthetic Hand 

3.1 Design Overview 

This paper proposes to implement postural synergies mechanically. According to Eq. 
(4), a pair of synergy control inputs 1iq  and 2iq  shall be combined and scaled, then 

mapped to the outputs through a transmission to drive the prosthetic hand from its 
average pose p . This transmission is referred as to the mechanical implementation of 

the postural synergies. 
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This mechanical implementation of synergies could be installed in forearm since it 
is unlikely such a complicated transmission could be fully embedded in palm. All the 
outputs from the transmission will be connected to the prosthetic hand to drive the 
finger joints using flexible shafts, as shown in Fig. 2. Decisions on i) how to realize 
the mechanical implementation of synergies, ii) how to actuate finger joints, and iii) 
how to connect the transmission outputs to the finger joint axes, should be made 
consistently and compatibly.  

 

 

Fig. 2. Design overview of the prosthetic hand and the mechanical synergy implementation 

Since inputs 1iq  and 2iq  ( , ,i 1,2 6=  ) shall be combined and scaled, there are 

only a few options to realize this function mechanically. Possible options include 
designing a differential hydraulic system, using differential pulleys (as in [12]), using 
planetary gears, etc. This paper chose to use planetary gears because this option might 
provide better accuracy than that of using differential pulleys and might be easier to 
fabricate than that of designing a differential hydraulic system. Then the synergy 
outputs will be rotations (instead of being translations as in the other two options). 
The most direct way to connect these synergy outputs to the finger joint axes is to use 
flexible shafts. What’s more, rotations of these flexible shafts would not be affected 
by a future presence of possible wrist motions. Using worm gears and gears, rotations 
of these flexible shafts will drive all the finger joints.  

Section 3.2 summaries the transmission and actuation designs of the prosthetic 
hand which were detailed in [13], whereas Section 3.3 elaborates the design of the 

The prosthetic hand 

The transmission as the 
mechanical implementation 
of the synergies: two 
synergy inputs will be 
combined and mapped to 
drive the joints of the 
prosthetic hand via the 
flexible shafts. 

Flexible shafts 

Two synergy inputs
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mechanical implementation of synergies. The prosthetic hand and the mechanical 
synergy implementation were then fabricated, assembled and connected. Two 
actuators are expected to drive all the joints of the prosthetic hand to realize the 
desired motion sequence. 

3.2 Design of the Prosthetic Hand 

As shown in Fig. 3, several flexible shafts were connected to the worms to the drive 
worm gears. Then the worm gears were attached to a train of spur gears to actuate the 
hand joints. The train of spur gears was used to allow proper positioning of the worms 
and worm gears so that they could be fully housed inside the thumb. All the worm 
gears used had a gear ratio of 20:1. 

As shown in Fig. 3-(a), a dual arrangement of worm gears introduced coupling 
between the T_mcp and the T_ip joints. Once the worm gear for the T_mcp joint was 
actuated, in order to keep the thumb distal phalanx stationary with respect to the 
thumb proximal phalanx, the worm gear for the T_ip joint should be actuated 
accordingly. This coupling should be accommodated while designing the 
transmission. 

 

 

Fig. 3. Design of the prosthetic hand: (a) structure of the thumb, (b) structure of the middle 
finger, and (c) the structure for the abduction of the fingers 

Similar to the actuation of the thumb joints, flexible shafts were connected to the 
worms and the spur gears to drive the metacarpophalangeal and interphalangeal 
joints. Since actuation of the index, the middle, the ring and the little fingers are 
essentially similar, Fig. 3-(b) only shows the structure of the middle finger. Coupling 
between the distal interphalangeal joint and the proximal interphalangeal joint was 
realized using trains of spur gears inside the fingers. Axes of these gears were offset 
to accommodate their specific pitch radiuses.  

( )a

( )b

M_mcp

( )c

Parallel 
worm gears 
for M_mcp 
and M_pip 

T_abd 

T_rot 

Flexible shafts

T_mcp 

T_ip 



470 K. Xu et al. 

 

According to Eq. (4) and Table 1, abduction motions of the index, the ring and the 
little fingers were also subjected to inputs 1iq  and 2iq . However, their synergies 

values (abd rows for iu ) are substantially smaller than those of other joints. In order 

to reduce the complicity of the transmission, abduction motions of the three fingers 
were made coupled. Gear profiles were fabricated on components of the finger 
subassemblies so that one set of worm & worm gear will drive abduction motions of 
the index, the ring and the little fingers through a train of spur gears. 

3.3 Implementation of the Postural Synergies via a Mechanical Transmission 

This paper proposes to implement the postural synergies mechanically. In other 
words, two synergy inputs will be scaled, combined and mapped to the synergy 
outputs through a mechanical transmission unit. Due to the coupling between the four 
distal interphalangeal joints and the respective proximal interphalangeal joints, 19 
joints of the prosthetic hand originally required 15 synergy outputs from the 
transmission. The abduction motions of the index, the ring and the little fingers were 
made coupled and hence these three joints only required one synergy output. In total, 
13 synergy outputs would be needed to drive the prosthetic hand. All the synergy 
outputs will be connected to the corresponding worms using flexible shafts. 

A schematic of the planetary-gear-based transmission for the implementation of the 
postural synergies is shown in Fig. 4. Two inputs 1q  and 2q  were shared by 

multiple sets of planetary gears. 2q  was connected to all the sun gears, while 1q  was 

connected to all the ring gears (annuluses). Idlers were added to make up for the 
distance between the two input axes. Rotations of the planet carriers were used as 
outputs which were connected to joint worms through the flexible shafts.  

An overall transmission can be derived as in Eq. (5), where oq  is a synergy 

output, iz  and kiz  are the numbers of the indicated gear teeth. The gear teeth can 

be adjusted so that Eq. (5) is consistent with the numerical values from Table 1. 
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4 Preliminary Experiments and Tests 

All the components of the prosthetic hand were fabricated and assembled. Four 
rotations are needed for the T_rot, the T_abd, the T_mcp and the T_ip joints of the 
thumb. Two rotations are needed for the metacarpophalangeal joint and the proximal 
interphalangeal joint of the four fingers (their distal interphalangeal joints are actuated 
by the proximal interphalangeal joints though couple gear trains). One more rotation 
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Fig. 4. A schematic of the transmission as a mechanical synergy implementation 

is needed for the abductions of the fingers. In total, 13 rotational outputs are needed 
from the transmission to drive the 19 joints in the prosthetic hand (abduction of the 
middle finger is fixed). 

4.1 Motion Capabilities of the Hand 

The prosthetic hand was manually posed by rotating its flexible shafts, to verify 
motion ranges of the joints as in Fig. 5. It can be seen that the prosthetic hand can be 
successfully posed for the six key postures which are needed for manipulating the two 
rehabilitation training balls.  

The experiments performed here only tried to show motion ranges of the prosthetic 
hand design to qualitatively verify its capability for this intended task. Since the 
manual actuation of the flexible shafts doesn’t correspond to the coupled outputs from 
the transmission, these poses are naturally different from the ones shown in Fig. 1.  

4.2 Transmission Error Quantification 

The transmission as the mechanical implementation of the postural synergies was 
designed, fabricated and assembled as a set of planetary gears, as shown in Fig. 6. 

Two Maxon DC servomotors were controlled by a Matlab xPC Target to drive the 
two synergy inputs. Motion control cards included the D/A card PCL-727 from the 
AdvanTech Inc and the counter card CNT32-8M from the Contec Inc. The synergy 
outputs were examined one by one using an encoder. Readings from the encoder for 
one synergy output was plotted with respect to the two synergy inputs, as in Fig. 7. 
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Fig. 5. The assembled prosthetic hand was manually posed by rotating the flexible shafts to 
qualitatively verify its motion capability for the intended task of manipulating two training balls 

 

Fig. 6. An experimental setup for quantifying transmission errors of the planetary gears 

 

Fig. 7. The synergy output with respect to the two synergy inputs 

 

Synergy inputs

Synergy output 
reading 

( )a ( )b ( )c ( )d ( )e ( )f
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According to the Eq. (4), a synergy output can be visualized as a plane while 
plotted with respect to the two synergy inputs, which could be seen in Fig. 7. The blue 
dots represent the measured rotary outputs. The distances between the dots and the 
plane are transmission errors. According to the experiments, all the errors have been 
kept under 0.25%. These errors come from the backlash of the gear system. 

5 Conclusions and Future Work 

This paper presents the latest results of a prosthetic hand project regarding the 
mechanical implementation of the postural synergies, summarizing the structural 
design and the postural synergy synthesis from previously published results. This 
project attempts to upgrade motion capability of a prosthetic hand from object 
grasping to more delicate motions (such as manipulation of objects) using the concept 
of the postural synergies. A specific manipulation paradigm is the manipulation of 
two rehabilitation training balls in a cyclic manner using two synergy inputs. 

The postural synergies synthesized from several key poses of a dummy hand were 
implemented mechanically via a transmission unit. The transmission unit combines, 
scales and maps two synergy inputs to 13 synergy outputs and the outputs are routed 
to the prosthetic hand via flexible shafts to drive the prosthetic hand. The transmission 
unit was tested through a series of experiments and the transmission errors were 
quantified.  

Future work includes several aspects. The first aspect is to further improve the 
kinematic performance of the prosthetic hand. Currently the hand joints have quite 
some backlash which should be eliminated by preloading the joints using a spring. 
Secondly inter-pose planning of the synergy inputs will be investigated, trying to 
realize the proposed manipulation task in a continuous manner. Thirdly, motion 
capabilities of additional grasping and manipulating tasks will be explored using the 
same transmission and the prosthetic hand. 

Acknowledgments. This work was supported by the Chinese National Program on 
Key Basic Research Projects (the 973 Program) #2011CB013300. 

References 

1. Bicchi, A.: Hands for Dexterous Manipulation and Robust Grasping: a Difficult Road 
toward Simplicity. IEEE Transactions on Robotics and Automation 16(6), 652–662 (2000) 

2. Gazeau, J.P., Zeghloul, S., Arsicault, M., Lallemand, J.P.: The LMS Hand: Force and 
Position Controls in the Aim of the Fine Manipulation of Objects. In: IEEE International 
Conference on Robotics and Automation (ICRA), Seoul, Korea (2001) 

3. Liu, H., Meusel, P., Seitz, N., Willberg, B., Hirzinger, G., Jin, M.H., Liu, Y.W., Wei, R., 
Xie, Z.W.: The Modular Multisensory DLR-HIT-Hand. Mechanism and Machine 
Theory 42(5), 612–625 (2007) 

4. Grebenstein, M., Chalon, M., Friedl, W., Haddadin, S., Wimböck, T., Hirzinger, G., 
Siegwart, R.: The Hand of the DLR Hand Arm System: Designed for Interaction. 
International Journal of Robotics Research 31(13), 1531–1555 (2012) 



474 K. Xu et al. 

 

5. Santello, M., Flanders, M., Soechting, J.F.: Postural Hand Synergies for Tool Use.  
The Journal of Neuroscience 18(23), 10105–10115 (1998) 

6. Weiss, E.J., Flanders, M.: Muscular and Postural Synergies of the Human Hand. Journal of 
Neurophysiology 92(1), 523–535 (2004) 

7. Wimböck, T., Jahn, B., Hirzinger, G.: Synergy Level Impedance Control for Multifingered 
Hands. In: IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), 
San Francisco, CA, USA, pp. 973–979 (2011) 

8. Rosell, J., Suárez, R., Rosales, C., Pérez, A.: Autonomous Motion Planning of a Hand-
Arm Robotic System Based on Captured Human-like Hand Postures. Autonomous 
Robots 31(1), 87–102 (2011) 

9. Ficuciello, F., Palli, G., Melchiorri, C., Siciliano, B.: Experimental evaluation of Postural 
Synergies during Reach to Grasp with the UB Hand IV. In: IEEE/RSJ International 
Conference on Intelligent Robots and Systems (IROS), San Francisco, CA, USA,  
pp. 1775–1780 (2011) 

10. Rombokas, E., Malhotra, M., Matsuoka, Y.: Task-specific Demonstration and Practiced 
Synergies for Writing with the ACT Hand. In: IEEE International Conference on Robotics 
and Automation (ICRA), Shanghai, China, pp. 5363–5368 (2011) 

11. Zhang, A., Malhotra, M., Matsuoka, Y.: Musical Piano Performance by the ACT Hand.  
In: IEEE International Conference on Robotics and Automation (ICRA), Shanghai, China, 
pp. 3536–3541 (2011) 

12. Brown, C.Y., Asada, H.H.: Inter-Finger Coordination and Postural Synergies in Robot 
Hands via Mechanical Implementation of Principal Components Analysis. In: IEEE/RSJ 
International Conference on Intelligent Robots and Systems (IROS), San Diego, CA, USA, 
pp. 2877–2882 (2007) 

13. Xu, K., Zhao, J., Du, Y., Zhu, X.: Design and Postural Synergy Synthesis of a Prosthetic 
Hand for a Manipulation Task. In: IEEE/ASME International Conference on Advanced 
Intelligent Mechatronics (AIM), Wollongong, Australia (2013) 

14. Cutkosky, M.R.: On Grasp Choice, Grasp Models, and the Design of Hands for 
Manufacturing Tasks. IEEE Transactions on Robotics and Automation 5(3), 269–279 
(1989) 

15. Feix, T., Pawlik, R., Schmiedmayer, H.-B., Romero, J., Kragić, D.: A Comprehensive 
Grasp Taxonomy. In: Robotics, Science and Systems Conference (RSS), Seattle, 
Washington, USA (2009) 

16. Zheng, J.Z., De La Rosa, S., Dollar, A.M.: An Investigation of Grasp Type and Frequency 
in Daily Household and Machine Shop Tasks. In: IEEE International Conference on 
Robotics and Automation (ICRA), Shanghai, China, pp. 4169–4175 (2011) 

17. Ciocarlie, M.T., Allen, P.K.: Hand Posture Subspaces for Dexterous Robotic Grasping. 
The International Journal of Robotics Research 28(7), 851–867 (2009) 



J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 475–483, 2013. 
© Springer-Verlag Berlin Heidelberg 2013 

A Micro-wires Based Tactile Sensor for Prosthesis 

Guanhao Liang, Deqing Mei*, Yancheng Wang,  
Yu Dai, and Zichen Chen 

The State Key Laboratory of Fluid Power Transmission and Control,  
Department of Mechanical Engineering,  

Zhejiang University, Hangzhou, Zhejiang, 310027, China 
medqmei@zju.edu.cn 

Abstract. Tactile sensor is indispensable in prosthesis for object manipulation. 
This study presented a novel tactile sensor based on the conductive micro-wires 
that can measure the normal and shear forces. The developed sensor consists of 
four layers, from bottom to top are the substrate supporting, polyimide based 
matrix circuit, micro-wire based sensing, and top surface bump layers, 
respectively. To improve the sensing performance, structural dimensions were 
optimized. According to the optimization results, analytical models and finite 
element analysis (FEA) were conducted to study the normal and shear force 
sensing performance of the sensor. To develop the tactile sensor, the carbon-
black based conductive polymer was firstly fabricated, and then the conductive 
micro-wires were manufactured by using the method of micro-contact printing 
(μCP). The results demonstrate that the machined micro-wires have dimensions 
of 250 μm in width and 50 μm in height.  

Keywords: tactile sensor, normal force, shear force, micro-wires, prosthesis. 

1 Introduction 

The tremendous development of the prosthesis has proposed great demands for high-
sensitivity flexible tactile sensors. Tactile sensor that capable of normal and shear 
force measuring is indispensable in prosthesis for object manipulation. To manipulate 
object, gentle touch is a very important function to determine whether the prosthesis 
get in touch with some object or not. With a high-sensitive tactile sensor, the 
prosthesis can perceive the environment as the skin of human being, which will 
largely improve the performance of gentle touch and tactile sensitivity.  

So far, several kinds of tactile sensors have been developed with the sensing 
principles of piezoresistive [1-3], capacitive [4-5], piezoelectric [6-7], optical [8], etc. 
Organic field-effect transistors (OFETs), due to its flexibility and high sensitivity, 
have been preferred by researchers to develop flexible tactile sensor [9-11], especially 
with nano-wires field-effect transistors (NW FETs) [12] to amplify the sensing 
signals. In addition, there exist tactile sensor that compose of two sensing layers, 
which are capacitive layer to detect gentle touch and piezoresistive layer to detect 
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common static force [13]. These studies have proposed many useful ways to increase 
the sensitivity of tactile sensor, but there still exists some problems to be solved, such 
as the flexibility. And the sensitivity of tactile sensor needs to be improved more to 
achieve better performance of the prosthesis. 

Taking advantage of high sensitivity of the conductive micro-wires, this paper 
presented a micro-wire based tactile sensor to measure the normal and shear force. 
Structural optimization was conducted to improve the sensing performance. Then, 
analytical models and FEA were conducted to study the normal and shear forces 
measuring behavior. This was followed by the manufacture of the carbon-black based 
polymers. The conducted micro-wires were fabricated by the method of μCP [13-15]. 
Finally, the results and conclusions were conducted, respectively. 

2 Design of the Tactile Sensor 

As shown in Fig. 1, the designed tactile sensor mainly consists of four layers: 
substrate supporting layer, polyimide based matrix circuits layer, conductive micro-
wires sensing layer, and top surface bump layer. One sensing element consists of four 
arrayed micro-wires with the substrate made of PDMS at 10:1 of monomer to curing 
agent, and laminated by a thin polyimide film, on which the matrix circuits are 
deposited by magnetron sputtering. The conductive micro-wires generated on the 
matrix circuits can measure the normal and shear forces. The total view of the tactile 
sensor is shown in Fig. 2, and the force applied on the surface of the bump can be 
decomposed into Fx, Fy, and Fz in x, y, z axis respectively. 
 

   
 

Fig. 1.Sensing layers of tactile sensor          Fig. 2. Total view of the tactile sensor 

 
The original state of the tactile sensor is shown in Fig. 3(a). When applying the 

normal force on the top surface bump, four micro-wires arrays will be compressed 
uniformly as shown in Fig. 3(b), which induces the decreasing of the resistivity of the 
micro-wires, thus can measure the normal force. When applying the shear force, two 
micro-wires arrays on the left side are stretched and the other two arrays on the right 
side are compressed, which lead to the increasing and decreasing of the resistivity of 
the micro-wires, respectively, as shown in Fig. 3(c). 
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             (a)                       (b)                          (c) 

 

Fig. 3. Force sensing principle of the tactile sensor: (a) original state, (b) normal, and (c) shear 
force 

3 Optimization and Modeling of the Tactile Sensor 

To improve the sensing performance, structural dimensions of the tactile sensor need 
to be optimized. And according to the optimal dimensions, analytical models and 
finite element analysis (FEA) need to be conducted to establish relationship between 
the external force that applied on the tactile sensor and the forces that acting on the 
micro-wires. 

3.1 Optimization of the Bump of the Tactile Sensor  

The external forces are directly applied on the top surface bump, thus the dimensions 
of the surface bump are critical to the sensing performance of the tactile sensor. As 
shown in Fig. 2, one element of the tactile sensor is designed with dimension of 2 mm 
× 2 mm and with height of 0.36 mm. The bump is designed with height of 0.7 mm, 
the top square surface with dimensions of 0.82 mm × 0.82 mm. Totally, we can get 
dimensions L1 = L2 = 2 mm, L3 = 0.82 mm, H1 = 0.36 mm, H2 = 0.7 mm. The 
dimensions of the bottom surface bump L4 (as shown in Fig. 2) need to be optimized 
to increase the sensing performance of the sensor.  

To optimize the surface bump geometry, FEA was conducted to find out an optimal 
L4 as shown in Fig. 2 using ANSYS software. With the optimal bump geometry, the 
micro-wires will be deformed largest when applying the same force, which means that 
the micro-wires are more sensitive to the force. The material properties values used in 
FEA model had been obtained by stretching and compression tests, as shown in 
Table. 1.  

Fig. 4(a) and (b) show the average deformation in z direction of the micro-wires 
varies with the L4 of the bump when applying 0.5 N normal force in z direction and 
0.5 N shear force in x direction, respectively. The deformation of the micro-wires 
increases as the L4 of the bump increase and reaches a peak value and then decrease. 
For the normal force, the peak value occurs at 1.3 mm (Fig. 4(a)), while for the shear 
force, the maximum deformation of the micro-wires I, III, and II, IV (Fig. 5(b)) 
occurs at L4 = 1.2 mm (Fig. 4(b)). When L4 of the bump is at small value, the  
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deformation of the micro-wires is mainly concentrated on the central area. As L4 
increase, the surface bump becomes larger, making the micro-wires receive less force 
and lead to a smaller average deformation. Thus, the peak value of the average 
deformation occurs at the optimal L4 of the bump. From Figs. 4(a) and (b), the 
optimal L4 of the bump equals 1.2 mm or 1.3 mm. In the following sections, L4 that 
equals 1.2 mm will be adopted. 

Table 1. Material properties used for FEA 

Material Young’s modulus(Mpa) Poisson’s ratio 
PDMS(7.5:1) 2.90 0.49 
PDMS(10:1) 1.97 0.49 
PDMS(20:1) 0.55 0.49 
Polyimide 3500 0.34 
Conductive micro-wires 2.90 0.49 

 

   
 

          (a) Normal force                     (b) Shear force in x direction 
 

Fig. 4. Dimension effects of the bump on the micro-wires deformation 

3.2 Analytical Modeling of the Tactile Sensor 

To measure the changes of the resistance of the micro-wires when the external force 
applied, analytical models need to be developed. Assuming the force is applied on the 
top surface of the bump, the force can be decomposed into three components: Fx, Fy , 
and Fz in x, y, and z directions, respectively, as shown in Fig. 5(a). F1 , F2, F3, and 
F4 are the forces acting on each of the micro-wires I, II, III, IV. Figs. 5(b) – (d) show 
the force component acting on each of the micro-wires when applying Fx, Fy , and Fz 
separately. Fxj, Fyj, and Fzj (j=1, 2, 3, 4) are the forces acting on the micro-wires when 
applying Fx, Fy , and Fz respectively. 
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(a)               (b)                (c)               (d) 

 

Fig. 5. Force distribution of the micro-wires when applying (a) 3D force, (b) Fx in x axis, (c) Fy 
in y axis and (d) Fz in z axis 

As applying Fx, micro-wires I and III feature the same deformation, and micro-
wires II and IV feature the same deformation as shown in Fig. 5(b). As applying Fy, 
micro-wires I and II feature the same deformation, and micro-wires III and IV feature 
the same deformation as shown in Fig. 5(c). And when applying Fz, micro-wires I, II, 
III, and IV feature the same deformation. Consider that the deformations of the tactile 
sensor are small, the tactile sensor can be considered as deforming linearly, so it can 
be inferred that there exists a linear relation between the force applied on the bump 
and the force acting on the micro-wires. So the following equations can be assumed: 
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where lk , uk , rk , dk , ak  are coefficients that are assumed and to be calculated 
though FEA. 

According to the force superposition, Eq. 2 can be obtained: 

xj yj zj jF F F F+ + =
 (2)

where j = 1, 2, 3, 4. 
The relationship of the forces that acting on the micro-wires and their deformations 

can be expressed as: 

DEF
xi yi zi

dE S E SF F F
l

ε= = = ⋅ ⋅ = ⋅ ⋅
 

(3)

where i = 1, 2, 3, 4; E is the Young’s modulus of the micro-wires; ε is the average 
strain of the micro-wires; S is the top surface area of one array of the micro-wires; l is 
the height of the micro-wires; dDEF is the deformation in z direction of the micro-wires. 

To obtain the relationship between Fi (i = 1, 2, 3, 4) and Fx, Fy , Fz , FEA were 
conducted to calculate the coefficients kl, ku, kr, kd, and ka. When normal force in z 
direction and shear force in x direction applied separately as shown in Fig. 5(b) and 
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          (a) Normal force                        (b) Shear force 

Fig. 6. Force effects on the deformation of the micro-wires 

(d), the deformations of the micro-wires are shown in Fig. 6. As the normal force 
increase, four micro-wires arrays deform linearly with the increasing of the normal 
force as shown in Fig. 6(a). From Fig. 6(b), micro-wires II and IV are compressed and 
micro-wires I and III are stretched, and they both deform linearly with the increasing 
of the shear force. 

In this FEA, E = 3 MPa, S = 0.15 mm2, and l = 100 μm. And the slope of the line in 
Fig. 6(a) can be expressed as follows according to Eqs. (1) and (3): 

1.922DEF
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So ka can be calculated from Eq. (4). In the same way, from Fig. 6(b) and Eqs. (1) 
and (3), kl, ku, kr, kd can be obtained as follows: 
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From Eqs. (1) – (5), the following expressions can be obtained: 

1 2

3 1

32
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F F
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− =


− =


− =
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where F1, F2, F3 are the forces acting on micro-wires I, II, III.  
From Eq. 6, the relationship between Fi (i=1, 2, 3, 4) and the force applied on the 

bump are developed. But we can notice that F4 do not appear in Eq. (6), that’s 
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because three arrays of micro-wires are already enough to calculate the force applied 
on the bump, and for the fourth micro-wires, its deformation can be used to increase 
the accuracy of the force measurement. The relation between Fi (i=1, 2, 3, 4) and 
resistance of the micro-wires can be linear in our designed range and it will not be 
discussed here. By measuring the Fi (i=1, 2, 3, 4) on each micro-wire array, the 
normal and shear forces can be calculated by using Eq. 6. 

4 Fabrication of the Conductive Micro-wires 

Nano-wires used in the tactile sensor have high sensitivity [12]. It can be inferred that 
if the conductive wires scale down to micron or even nanometer, they represent high 
sensitivity. Thus, the conductive micro-wires with high sensitivity are critical 
component of the designed tactile sensor. How to fabricate micro-wires that is as 
small as possible is challenging. This paper presents a μCP method [14-16] to 
fabricate the micro-wires. 

 
250μm 

Conductive micro-wires 

 

Fig. 7. Micro-wires fabricated on the slide glass 

The fabrication process is as follows: 1) the carbon black with diameter of 30 nm 
were dispersed in toluene solution at 1:15 weight ratio, and magnetically stirred for 2 
hours; 2) ultrasonic dispersion for 3 minutes to make the carbon black disperse more 
uniformly in toluene solution; 3) PDMS base polymer was added into toluene at 1:3 
weight ratio, 4) these two solutions were mixed together and placed on magnetic 
stirring instrument (75 ºC) to evaporate the toluene completely, forming the liquid-
state conductive polymer nano-composites; 5) the composite was spin coated on a 
silicon wafer; 6) a micro-wires patterned mold was placed on the composite thin layer 
for 10 seconds before lifting the mold up, leaving a thin layer of nano-composites on 
the patterns of the mold; 7) the mold was then stamped onto a slide glass to transfer 
the nano-composite pattern, forming the arrays of micro-wires on the slide glass; 8) 
then place the slide glass in the oven to cure the micro-wires at 80 ºC for 3 hours.  
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The fabricated micro-wires are shown in Fig. 7, the width and height of the micro-
wires are 250 μm and 50 μm, respectively. Electrical characteristics will be tested in 
the future work. 

5 Conclusions and Future Works 

This paper presented a novel micro-wires based tactile sensor and μCP method to 
fabricate the micro-wires. The four micro-wires arrays using as the sensing element 
can measure the normal and shear force. To increase the sensing performance of the 
tactile sensor, the top surface bump geometries were optimized by using the FEA 
modeling. The optimal dimensions of the bump are 1.2 mm side length and 0.7 mm 
height. Based on the optimal surface bump, analytical models for the tactile sensor to 
measure the normal and shear forces were developed. The results show that the tactile 
sensor can measure the applied forces by measuring the resistance changes of the four 
micro-wires. To fabricate the micro-wires, μCP method and its fabrication process 
were proposed, the manufactured micro-wires features width of 250 μm and height of 
50 μm. Conclusion can be drawn that micro-wire array based tactile sensor is feasible 
and can measure the normal and shear forces. 

Future work will be to characterize the conductive ability of the micro-wires and 
sensing performance of the tactile sensor. Smaller micro-wires will be fabricated to 
achieve a higher sensitivity and utilized as the sensing element to develop a tactile 
sensor. 
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Abstract. The purpose of this research is to eliminate the noise of sEMG signal 
which it used to control the upper arm rehabilitation robot. In this paper, we 
propose an anti-aliasing and de-noising hybrid algorithm for signal processing 
based on wavelets theory and FFT. Experimental results showed that the hybrid 
algorithm is quite effective for signal anti-aliasing and de-noising.  

Keywords: Rehabilitation robot, De-noising, Anti-aliasing, DWT, FFT, Hybrid 
algorithm. 

1 Introduction 

Signal processing techniques are mathematical procedures that can be usefully 
applied to extract information from biomedical signals. The more popular methods 
include fast fourier transform(FFT), discrete wavelet transform(DWT) and wavelet 
package transform(WPT). These mathematical representations are powerful tools 
used to detect and quantitatively describe the recorded signal resulting from 
physiological events. But a raw signal often corrupted by noise in its acquirement and 
transmission because of interference of environment and internal factors of circuit. 
Therefore de-noising becomes a first importance question in signal processing, in 
essence, signal de-noising used all kinds of circuits or algorithms to eliminate the 
noise while retaining as much as possible the important signal features.  

We can find that in some wavelets literature one often used the term just is de-
noising. For example, articles by Mallat and Hwang[1]. Wavelet provides an 
appropriate basis for separating noisy signal from the raw signal, the small coefficient 
are more likely due to noise and large coefficient due to important signal features[2]. 

Threshold plays an important role in each scale using wavelet de-noising. Donoho 
and Johnstone [3] [4] proposed several thresholds, which work excellent for signal de-
noising such as universal threshold. Universal threshold is at least as smooth as the 
target function and it achieves minimax convergence rates up to a logarithmic penalty 
over a wide range of function classes[4]. However, it has its own drawbacks, it 
removes too many terms in the wavelet series by having the threshold value higher 
than what ought to be. Thus we propose level dependent thresholds since these offer 
greater flexibility. 
                                                           
∗ Corresponding author. 
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There is heavy aliasing in mallat’s fast algorithm since the low-pass filter and high-
pass filter used in wavelet transform is not properly band-limited, then we propose  
an hybrid algorithm for signal anti-aliasing and de-noising based on wavelets theory 
and FFT. 

The remainder of this paper is organized as follows: A brief review of WT is 
provided in Section 2. Detailed analysis of aliasing causes in down-sampling and soft 
threshold de-noising, then we proposed a hybrid algorithm for signal anti-aliasing and 
de-noising based on wavelet and FFT in Section 3. Section 4 we gave the experiment 
results and discussions. Finally, conclusions are presented in Section 5. 

2 Wavelet Analysis  

Multiresolution theory was developed by Meyer[5], Mallat[6] and Daubechies [7], the 
concept of multiresolution analysis play a central role in Mallat’s fast pyramid 
algorithm for the decomposition and reconstruction of signal. Using this algorithm, 
we are able to compute the DWT and inverse DWT for the signal much faster than  
FFT. Such a multiresolution analysis(MRA) requires a description of two basic 
functions: the scaling function xφ（） and the wavelet function xψ（）. A scaling 
function xφ（） gives a set of approximations of the signal as a set of resolution levels 
j, by projecting it on a set of subspaces jV which are generated by stretched and 
translated versions of xφ（）. For a given resolution level j, the subset jV is spanned by 
the base of scaling functions: 

2
, ( ) 2 (2 - ), , .

j
j

j k x x k j k zφ φ= ∈     (1) 

Given a discrete signal  [ ], 1, ...,X n n N= ; the approximation coefficients yield: 

, ,,j k j kc x φ=< >     (2) 

By setting stretching factor equal to 2, we have ( )xφ corresponding to 

( ) ( )2 2 .k
k z

x h x kφ φ
∈

= −     (3) 

where  

  1/ 2 ( ),  (2 - ) .kh x x kφ φ= < >     (4) 

it is called low-pass filter. The MRA is completely defined by the function xφ（）or 

equivalently by the sequence kh  from equation (4). The scale function always defines 
the low frequency signal components.  

The information lost between two successive approximations is called a detail, it is 

obtained by projecting the signal on the complement of jV , denoted by 

1( )j j j jW W V V ++ =  , it defined by the wavelet functions: 
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2
, ( ) 2 (2 - ), , .

j
j

j k x x k j k zψ ψ= ∈     (5) 

where ( )xψ  is the mother wavelet 

( ) 2 (2 ).k
k z

x g x kψ ψ
∈

= −     (6) 

where  

  1/ 2 ( ), (2 - ) .kg x x kψ ψ= < >     (7) 

It is called high-pass filter. The detail coefficients are computed as follows: 

, ,, .j k j kd xψ=< >     (8) 

The signal can be reconstructed from the approximation of resolution level 0J  and 
the details of lower levels: 

0 0

0

, , , ,( ) ( ) ( )J k J k j k j k
k j J k

x t c t d tφ ψ
≤

= +       (9) 

where ( )x t is a reconstructed signal, , ( ) ,j k t j k zψ ∈ and , ( ) ,j k t j k zψ ∈ are scaling 

functions and wavelet functions for signal reconstruction respectively. 

3 Method for Anti-aliasing and De-noising  

There are a number of practical considerations such as choice of wavelet filter and the 
low-resolution cut-off 0J of DWT that must be addressed in order to come up with a 
useful wavelet analysis of a signal. Furthermore, since the wavelet filter bank is not 
an ideal filter bank, it should be lead to heavy aliasing in fast pyramid algorithm. Each 
of these problems we shall discuss in more detail as following: 

3.1 Choice of Wavelet Filter and the Low-Resolution Cut-Off J0 of DWT 

The first practical problem in constructing a wavelet analysis is how to choose a wavelet 
filter from all the wavelet filters. A reasonable choice depends very much on the practical 
application, this paper our choice is dictated by a desire to balance two considerations: 
firstly, wavelet filters of the very shortest widths can sometimes introduce undesirable 
artifacts into the resulting analyses (such as unrealistic blocks, sharks’ fins and triangles). 
On the other hand, while wavelet filters with large support width N can be a better match 
to the characteristic features in a signal. But their use can result in (i) more coefficients 
being unduly influenced by boundary conditions (ii) some decrease in the degree of 
localization of the DWT coefficients (iii) an increase in computational cost.  

A reasonable overall strategy is thus to use the smallest wavelet support width N 
that gives reasonable results, we keep increasing wavelet support width N until we 
come to an analysis that is free of any artifacts attributable to the wavelet filter alone. 

The second practical problem is the choice of low resolution cut-off level 0J of 
DWT. As was true for the choice of the wavelet filter, a reasonable selection of the 
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level 0J for DWT must take into account the application in practical. It should also be 
noted that the support width N of the wavelet filter can impact the choice of 0J  
somewhat. A default for 0J is to set it such that [9]. 

0 0 1
0(2 1)(2 1) 1  (2 1)(2 1)J JN N N+− − + ≤ < − − .  (10) 

where 0N is the number of original sampling points. We are able to calculate the level 

0J  of partial DWT. 

3.2 Remove Aliasing during Getting Approximations and Details Coefficients 

The process of signal decomposed based Mallat’s fast pyramid algorithm[8] include 
two step: the first step is convolution approximation coefficients ,j kA with low-pass 
filter { }

l
h or high-pass filter { }

l
g ; second, to do a down-sampling after convolution. 

However, as a key step, down-sampling can lead to heavy aliasing. 
Down-sampling in the time domain is direct: ( 2)V X= ↓  (operator ↓ represent 

down-sampling) means ( ) (2 )V k X k= , but in the frequency domain, ( 2)V X= ↓ has 
transform ( ) [ ( )+ ( + )]2 2 2V X Xω πω ω= ,soω enters the down-sampled vector V not 
only by doubling 2ω but also by doubling 2+ω π [10]. 

 

Fig. 1. Down-sampling this band-limited signal no aliasing 

 

Fig. 2. ( 2) X↓ cause of typical aliasing 

In Fig.1, the input ( )X ω is properly band-limited. that is, 2ω π< . The stretched 
transform ( 2)X ω does not overlap the aliasing term ( 2 )X ω π+ . The output ( )V ω  
from down-sampling still contain this aliasing part. But a non-overlapping alias can 
be filtered away, so down-sampling ( 2)ω π<  does not lead to aliasing. But in 
Fig.2, the input ( 2) X ω is not band-limited 2ω π< , that is 2max ω π> . The 
stretched transform ( 2) X ω overlaps the aliasing term ( 2+ ) X ω π . The output 
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( ) V ω from down-sampling should cause typical aliasing , it should be symmetrical 
and centered on points which ω π= .In order to do down-sampling for the input 

 ( )X ω without aliasing, the input ( ) X ω should correspond to 2ω π< . 
The same situation happened in the process of convoluting time signal{ }( )X t with 

high-pass filter { }lg , the process of down-sampling should not lead to aliasing  if  
the input ( )X ω  is properly band-limited to 2π ω π< < . 

The Method of Remove Aliasing in the Process of Obtaining the 1jA −  

Based on the above analysis, we proposed an anti-aliasing algorithm for the process 
of DWT as following: 

(1) To apply fast fourier transform (FFT) to '
jA  which is convolutional result of 

approximation coefficients 1jA− with lower-pass filter{ }lh ; 
(2) The result of the FFT in step (1) which is greater than 12 j

sf
+  would be set to 

zeros. That is, to set ' ( ) 0jA k =  if 1 1/ 4 3 / 4j jN k N− −< < , where 1jN − is the number of 
approximation coefficients 1jA − ; 

-1

1

( 1)( 1)
'

0

1 1
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0            / 4 3 / 4

j

j

N
n k

N
nj

j j

X n o therw ise
A k

N k N

ω
−

− −

=

− −


= 
 < <


   (11) 

where 1

1

( 2 )/ j

j

i N

N e πω −

−

−= . 
(3) Apply inverse fast fourier transform (IFFT) to the result in step (2), we down-

sampled to the results of IFFT and obtained the approximation coefficients jA . Go 
on the next decomposition until 0j J= . 

The Method of Remove Aliasing in the Process of Obtaining the Dj 
(1) To apply fast fourier transform (FFT) to '

jD which is convolutional result of 
approximation coefficients 1jA − with filter{ }hg ; 

(2) The result of the FFT in step (1) which is less than 12 j
sf

+  would be set to 
zeros. That is, we shall set ' ( ) 0jD k = if 10< / 4jk N −<  or 1 13 / 4j jN k N− −< < , where  

1jN −  is number of approximation coefficients 1jA −  ; 
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1
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1 1 1
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j

j

N
n k

N
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j j j
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D k
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ω
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where 1

1

( 2 )/ j

j

i N

N e
πω −

−

−= . 
(3) Apply inverse fast fourier transform (IFFT) to the result in step (2).Don’t 

down-sampled to the results of IFFT and obtained the detail coefficients jD .  

3.3 Apply Soft Threshold Function to High Frequency Coefficients and 
Reconstruct Signal with Wavelet Transform 

To get { }1,j n
A−  from { },j kA and { },j kD  is called reconstruct algorithm. And we have 

the reconstruction equation as following: 
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1, , 2 , 2j n j k n k j k n k
k k

A A h D g− − −= +     (13) 

where 2  ,n kh n k z− ∈ is the low-pass reconstruct filter and 2  ,n kg n k z− ∈  is the high-
pass reconstruct filter. ,j kA and ,j kD had been obtained according to the algorithm as 
mentioned in the section 3.2. 

Before the calculation of approximation coefficients 1,  ,j kA j k z− ∈ ,we should 
apply soft threshold function to the wavelet coefficients 1,  ,j kD j k z− ∈  in each 
resolution level .The soft threshold function ,j kη  is defined as following : 

, , ,

,

,

{ }{  }    

0                                      

j k j k j j k j

j k

j k j

sign D D if D

if D

λ λ
η

λ

 − >= 
≤

 (14) 

where jλ is the sub-band level dependent threshold of wavelet coefficients in the 
j th−  level. In order to eliminate noise, we proposed level dependent thresholds as 

follows: 

22 ln( ) / ln( 1)j jn jελ σ= +    (15) 

For practical use, it is important to estimate the noise level εσ  from the data rather 
than to assume that the noise level is known. In practical we derive an estimate 
standard deviation from the jD , this standard deviation estimator was given by 
Donoho and Johnstone[3] : 

,0
, 1

2

{ ,... }

0.6745

jj N
j

median D D

εσ
−

=  
  (16) 

We chosen the threshold as this that can be interpreted with the reason as the 
following :  

1
[max{ } ]

4 ln( )l j
l

P e
N

λ
π

> ≤    (17) 

where N is the sample size of the original signal, this threshold thus ensures with high 
probability, that the reconstruction is as smooth as or smoother than the true 
deterministic signal. 

After all the wavelet coefficients are filtered by soft threshold functions we can 
recover the signal using equation (9). 

4 Results and Discussion 

In order to validate the performance of hybrid algorithm which proposed in section 3, 
let us use this algorithm to analyse a typical signal y . The signal y  is defined as: 
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sin(30 ) sin(60 ) sin(90 ) sin(120 ) sin(150 ) sin(180 )

      sin(240 ) sin(300 ) sin(500 ) sin(600 )  [0,0.5]

y t t t t t t

t t t t t

π π π π π π
π π π π

= + + + + +
+ + + + ∈

   (18) 

Choosing 4096 points from y  with 800Hz sampling rate and using wavlet sym10 

and calling related functions from Matlab wavelet toolbox, the signal y  is 

decomposed to level 3. Ideal components in each sub-band after applying DWT are 
given in Table 1. Figure 3 shows the spectra of sub-band signals after applying DWT 
with sym10 to signal y. From Fig.3 we can find heavy aliasing appears. Figure 4 
shows the spectra of sub-band signals after applying anti-aliasing algorithm. 
Contrasting every sub-band spectra in the Fig.4 with Table1, we can find that the 
frequency components at each sub-band are exactly the same. The aliasing is avoided 
rather effectively by the anti-aliasing algorithm. 

According to the rule mentioned in the section 3. We chose wavelet function 
named “Symlets”(sym10) and 0 7J =  for signal de-noising. In Figure 4, the first is 

the raw signal, and the second is the signal corrupted with white noise, the third 
showed the noised signal have been removed noise utilizing hybrid algorithm 
proposed in previous section. In figure 4, we can see that the reconstruction signal is 
as smooth as the raw signal. 

All of results show that wavelet-based method for de-noising and we proposed  
anti-aliasing algorithm in wavelet decomposition is suitable for processing signals. 

Table 1. Ideal components in each sub-band of signal y (Hz) 

Level 1 2 3 

a 15,30,45,60,75,90,120,150 15,30,45,60,75,90 15,30,45 

d 250,300 120,150 60,75,90 
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Fig. 3. The spectra of sub-band signals after applying the DWT with sym10 to signal y  
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Fig. 4. The spectra of sub-band signals after applying the anti-aliasing with sym10 to signal y  
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Fig. 5. Raw signal and reconstructions using hybrid anti-aliasing and denoising algorithm 

5 Conclusion  

This paper has presented a hybrid algorithm for signal anti-aliasing and de-noising 
based-on wavelet transform and FFT. Experimental results demonstrated that anti-
aliasing could effective for avoiding aliasing and level dependent threshold performs  
good for signal de-noising. We suggest that it is used as a pre-filter technique for 
sEMG signal, which been used to control rehabilitation robot after action pattern 
recognition. 
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Abstract. This paper studies the continuous estimation of finger an-
gles with state-space model to realize the simultaneous and proportional
control of finger joint motions, where the test model of mirrored bilat-
eral movements is first applied to decode the fingers’ continuous motion.
First a linear method was proposed for simultaneous and proportional es-
timation of 10 degrees of freedom (DOFs) finger joint angle with surface
eletromyography (EMG). The state-space model was adopted to esti-
mate one finger joint angle from 8 channel surface EMG signals recorded
from contralateral limb mirrored bilateral movements. The average es-
timation performance of 8 DOFs of the hand except little finger can
achieve 0.824(index R2), while the index R2 can achieve as high as 0.924
with the estimation thumb metacarpophalangeal joint (MCP). Although
the estimation performance of the little finger was not good enough, the
results demonstrate that state-space model is a feasible method to esti-
mate the finger joint angles. Because the proposed method requires only
the contralateral finger joint angles as the model identification reference,
there is a great potential application for unilateral amputees in control
of dexterous myoelectric prosthesis with multiple DOFs.

Keywords: EMG, state-space model, continuous, finger, estimation.

1 Introduction

Surface electromyography (EMG) signals collected from the residual muscles
have been widely used as the inputs of a human-machine interface (HMI). The
pattern recognition method has been clinically applied in upper limb amputees
for 30 years[1]. However, the clinical receptance of powered upper limb prostheses
based on pattern recognition is still limited, even though the recognition accuracy
rate could attain > 0.96 by using current technology[2]. The material causes are
the relative fewer functions that can be classified with acceptable recognition
rate, in addition it is not continuous and is inherent sequential with ON/OFF
control mode[3].

As dexterous myoelectric prosthesis with multiple degrees of freedom (DOFs)
developed pretty fast in recent years, there is a growing need for continuous es-
timation of finger joint angles. Simultaneous and proportional control signals for
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a dexterous myoelectric prosthesis with multiple DOFs is one of the most sig-
nificant challenges in myoelectric control[4]. The simultaneous and proportional
control for multiple DOFs of the wrist movements has been analyzed[5][6]. Al-
though mirrored bilateral movements has been used in simultaneous and propor-
tional estimation wrist force and kinamatics[3][6], there is no work on continuous
estimation finger joint angle using mirrored bilateral movements before. As arti-
ficial neural network (ANN) was widely used in continuous estimation of finger
joint angles from EMG signals[7][8][9], linear model has never been took into
considered in finger joint angles estimation area.

In this work, a linear state-space model used for continuous estimation of 10
DOFs finger joint angles was proposed. Both finger joint angles and EMG signals
of contralateral arm were concurrently recorded. Mirrored bilateral training was
first adopted to continuously decode the finger joint angles.

2 Methodology

2.1 Subjects

As a preliminary study, the proposed method in a limbed normal subject was
analyzed, which is a necessary basis for future testing in disabled subjects. One
limbed normal (man, age25) took part in the experiment. The subject partic-
ipated in the experiment had signed the informed consent and the procedures
accorded with declaration of Helsinki.

2.2 Experimental Setup

As shown in Fig. 1, a limbed normal subject was asked to sit in the chair with
his arm along the body resting on the armrests. The subject was instructed
to reproduce a series of mirrored bilateral finger movements starting from the
neutral position. The subject was instructed to move one single finger while
holding the rest of fingers in a neutral position. The subject was told to move
the finger reaching the maximum angle of flexion and extension in the following
order: thumb, index, middle, ring and little finger.

2.3 Data Acquisition

For surface EMG signals acquisition, a Trigno Wireless System (Delsys Inc.,
USA) was used in this work. As shown in Fig. 1, eight channel EMG signals were
recorded from six finger movement-related muscles: 1. Flexor Pollicis Longus, 2.
Flexor Pollicis Longus, 3. Flexor Digitorum Superficialis, 4. Flexor Digitorum
Profundus, 5. Extensor pollicis Brevis, 6. Abductor Pollicis Longus, 7. Extensor
Digitorum, 8. Extensor Digitorum[8]. Eight wireless noninvasive surface elec-
trodes were placed over the target muscles using medical adhesive tape. The
electrodes were wirelessly connected to the Trigno Base Station which commu-
nicating with a computer through the USB link. The EMG signals were band-
pass filtered(pass band 20-450Hz) and sampled at 2000Hz by the EMG data
acquisition system.
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Fig. 1. Sitting position of a subject and position of the EMG electrodes. EMG signals
were acquired from the right arm and finger joint angles were recorded from left hand.

For finger joint angles acquisition, a 5DT Data Glove 14 Ultra (5DT Inc.,
USA) was used in this work. As shown in Fig. 2, the subject wore the 5DT
Data Glove on the left hand and the metacarpophalangeal joint (MCP) and the
proximal interphalangeal joint (PIP) of each finger was measured. The scaled
finger joint angle from the 5DT Data Glove was used in this work.

Software Development Kits (SDKs) of Trigno Wireless System and 5DT Data
Glove 14 Ultra were used to compile an c program that can simultaneously
sample EMG signals and finger joint angles at 2000Hz and write the data to a
txt file.

2.4 Data Preprocessing

The EMG signals were full-waved rectified and low-pass filtered (2th order zero-
lag Butterworth digital filter, cut-off frequency 10Hz) to obtain the muscle ac-
tivity envelopes. And the finger joint angles were low-pass filtered (2th order
zero-lag Butterworth digital filter, cut-off frequency 10Hz) as well. Then the fil-
tered EMG signals and the angle data were used as the inputs and output for
the EMG-angle model identification to get the model set 1. In order to explore
how normalization of the data can affect the performance of model identifica-
tion, the filtered EMG signals and the angle data were normalized before used
for EMG-angle model identification to get the model set 2. For model set 3 and
4, moving window was used to compute the mean absolute value(MAV) and the
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Fig. 2. Finger joint angles acquired by the 5DT Data Glove 14 Ultra from the left arm

root mean square(RMS) of the normalized data. The window length was set to
200ms and the window increment was set to 50ms.

2.5 Estimation of Finger Joint Angles from EMG

As we have done estimation of wrist kinematics from EMG in previous work,
state-space model was feasible to estimate 2 DOFs of wrist movements. In this
work, a state-space model was also used to estimate the finger joint angles from
EMG signals.

x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k)

(1)

where x is the hidden state vector, y is the finger joint angle, u is the muscle
activations, A is the system matrix that represents the dynamic behavior of the
hidden state vector x, B is the matrix that maps the EMG signal u to the state
vector x, and C is the matrix that represents the relationship between the finger
joint angle y and the state vector x. We used different state-space models for
different finger joint angles to obtain a better estimation performance for each
DOF. Therefore, ten state-space models were used to estimate the MCP and PIP
of each finger of contralateral hand. Each state-space model had the EMG signals
as input and one of the finger joint angles as output. The state-space models
were identified using the ’N4SID’ algorithm[10], which is a subspace method for
estimation of state-space models.

For all state-space models, the first half data was used for model parameters
identification and the rest half for estimation. In order to evaluate the estimation
performance of the state-space model in each finger joint angle, the coefficient
of determination R2[11] was used. The index R2 is defined as follows:
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R2 = 1−
∑N
t=0 (f̂(t) − f(t))

2∑N
t=0 (f(t) − f(t))

2 (2)

where N is the number of data samples, f(t) is finger joint angle function, f̂(t) is
the corresponding estimated finger joint angle from the state-space model, and
f(t) is the temporal average of f(t).

3 Result and Discussion

Fig. 3 demonstrates the R-squared value (index R2) between the estimation
angle and real angle: the index R2 of thumb is higher than others; and index
R2 of model 1, 2, 3 and 4 is 0.717,0.701,0.727 and 0.724, respectively. The above
results show that normalization of filtered EMG signal has no effect on improving
the estimation performance of finger joint angle. But MAV and RMS of filtered
EMG signal has a positive effect on prediction of finger joint angles. As can be
seen in Fig 3, although the estimation performance of the little finger was not
good enough, that of the other four fingers is much higher. Thus the state-space
model is feasible for continuous motion decoding for finger joint angles.

Fig. 3. Index R2 for each MCP and PIP joints of five fingers from model set 1 to set 4

Fig. 4 demonstrates that, although the motion of other fingers causes the cou-
pled motion of thumb partly, the state-space model still is capable of estimating
the MCP angle and PIP angle of thumb very well. Therefore, it goes to show
that, the state-space model used in this work is feasible for simultaneous and
proportional estimate of finger joint angles.



498 L. Pan et al.

−0.5

0

0.5

1

1.5

S
ca

le
d 

T
hu

m
b 

M
C

P
 A

ng
le

 

 

0 5 10 15 20 25 30 35 40 45 50
0

0.2

0.4

0.6

0.8

1

Time(s)E
rr

or
 o

f S
ca

le
d 

T
hu

m
b 

M
C

P
 A

ng
le

 

Estimated
Measured

Fig. 4. Measured and estimated MCP joint angles of thumb in model set3. In this
example, the index R2 achieved as high as 0.924.

In this work, the order of all the state-space models were chosen used the
default choice of the algorithm n4sid. But maybe the default choice is not the
best order for the estimation finger joint angle. More analysis on the state-space
model order chosen should be done in our future work.

In order to improve the finger joint angle prediction performance, more elec-
trodes like electrodes array should be adopted in continuous decoding finger
joint angle experiments. And we would like to use the cross-correlation analysis
between finger joint angles and EMG signals to choose the most relevant EMG
channels as the model inputs for each DOF of finger joints. We think that would
be helpful to improve the estimation performance.

4 Conclusions

This paper proposed a linear method for continuous estimation 10 DOFs finger
joint angle from EMG signals of contralateral arm using mirrored bilateral train-
ing. This study has shown that linear model like state-space model used in this
work can fit the problem estimating finger joint angle from contralateral EMG
signals well. It has a great potential application for unilateral transradial am-
putees on simultaneously and proportionally controlling a dexterous myoelectric
prosthesis. In the future, we would like to do the experiments on more normal-
limb subjects and extend the experiment to the unilateral limb amputees.
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Abstract. This paper focuses on developing a mechatronic platform for smart 
prosthesis touch studies of tactile sensory system. The platform was designed 
for stimulation of the tactile sensor arrays using multiple indenters driven by an 
auto positioner, providing repeatable stimuli with controlled force. Particular 
requirements were addressed to make the platform suitable for curved sensitive 
flat surface on fingertip of smart prosthesis hand. The design of the mechatronic 
platform is presented, as well as its performance in stimulating process.   

Keywords: Flexible tactile sensor, mechatronic stimulator, prosthesis hand. 

1 Introduction 

Tactile sensing of human represents many aspects of detections which include shape 
of object, texture, temperature, moisture, friction, force and many other physical 
properties [1]. In this paper, we are primarily interested in the tactile sensors that are 
sensitive to mechanical properties (such as friction and force), and the functions of 
measuring other properties have not been integrated on the proposed platform To 
study these kinds of tactile sensors for prosthesis hand, active and passive methods 
are adopted [2]. In active test prosthesis hand grasps the target covered with calibrated 
force sensor array, while in passive method prosthesis hand is kept still and stimuli 
are introduced by the test platform [3-5]. Both two protocols require stimuli 
standardized and repeatable to acquire useful data and to achieve this there should be 
a mechatronic stimulator mounted on the passive test platform to control parameters 
needed during the process of stimulation.  

This paper presents the development of a mechatronic system that could stimulate 
flexible tactile sensors attached on fingertip of a prosthesis hand with controllable 
indenting and sliding. While the stimulation is repeated, the system records both 
normal and tangential force applied on the fingertip and simultaneously the singles of 
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tactile sensors are acquired. The mechatronic system is designed to be programmable 
and is capable of being used in analysis of the performance of flexible tactile sensor 
after deformed and integrated on prosthesis hand.  

For testing tactile sensors which are applied on prosthesis hand, several of 
requirements should be followed in design of this mechatronic device. Firstly, the 
parameters involved should be controllable, such as indent force and sliding velocity. 
Secondly, the system should be able to produce stimuli that cover the measuring 
range of tactile sensors. Thanks to these sensors are designed to mimic human touch, 
so most of them have the same measuring range value as the perception of human 
hand: force sensitivity is about 0.1N-10N, spatial resolution is less than 1mm at 
fingertip [6]. Thirdly, it is necessary to record vibration during the sliding process 
because vibration sensors are usually used for detecting sliding movement in grasping 
task [7]. Fourth, due to the finger of prosthesis hand will not operate during the test 
and indenter should be perpendicular to the surface of contact area, the artificial hand 
will be rotated and its position should be adapted before the test.  

Heretofore, most of the stimulator reported have been developed mainly for the 
neurological study of tactile perception of human [2-5] and the mechatronic system 
could solve the problems mentioned above has not been specifically researched or 
addressed in scientific paper. In this work, a platform is proposed and presented that 
can meet all these requirements during research of tactile sensory arrays for 
prosthesis. A series of tests is applied on standard commercial sensors which are 
regarded as targets by this system, including static and dynamic indentation, sliding 
vibration and friction. By comparing data from target and stimulator, the 
performances of these tactile sensors are assessed. 

2 Materials and Setup of System  

2.1 Mechanism and Stimulator  

The mechatronic platform proposed in this paper has the function of indenting and 
sliding tactical stimuli towards the sensors on prosthesis hand (Fig.1). The indenter is 
driven by a linear guide (driven by a step motor) and the artificial hand is manipulated 
by an automation positioner (VP-25XYZL, Newport) associated with a step motor 
served as a rotator. In indention movement, positioner keeps the prosthesis steady and 
linear guide produces indenting force while in sliding movement, linear guide presses 
a rough surface on the finger and positioner will move prosthesis hand horizontally to 
cause vibration. Before each test, it has to adjust the spatial position of prosthesis 
hand by positioner and rotator to assure the contact force is perpendicular to touch 
surface.  

To stimulate prosthesis a series of rigid indenters are prepared with two type of 
ends, cylinder with plat or half spherical end for indentation and flat square with 
rough sandpaper attached for slide. The former indenters are manufactured in 
different diameter while the latters are attached by sandpaper with different 
roughness.  



502 X. Cheng et al. 

 

Fig. 1. Demonstration of mechatronic stimulator system with indenter head mounted (○1 laser 
distance sensor head, ○2 force gauge, ○3 indenter head, ○4 artificial finger with extrinsic 
sensors attached, ○5 rotating step motor, ○6 3-DoF positioner, ○7 liner guide) 

2.2 Sensors and Feedback   

The experiments require the force applied on target sensors is controlled and 
measurable. It is also necessary to measure the frequency of indenter when slide 
motion occurred. Between the linear guide and indenter a force gauge (EVT-14C-2kg, 
China) is implemented to measure the indentation force and the data are stored in PC. 
To record the vibration during slide motion, a piezoelectric stripe (PVDF) sensor 
(LDT0-028K, MEAS) is attached between sandpaper and rigid flat surface. The data 
from target sensors are acquired by a DAQ device (USB6212BNC, NI). Moreover, 
the rigid indenter of mechatronic stimulator is driven by a linear guide through a 
compressible force gauge, regarding the relatively low stiffness of the force gauge and 
elastic layer covered on artificial hand (which can improve the effectiveness of the 
grasping function and protect the frangible tactile sensors), a laser distance sensor 
(LK-G30, KEYENCE) is used for measuring the real indentation depth during the 
passive test to remove the effect of deformation (Fig.1).  

However, what the force gauge reads is not equal to the force applied on the 
surface of contact area which can be derived from follow equation, 

( ) ( ) ( )FG IF IH IHF t F t M z t M g= + − ,    (1) 

where FFG(t) is the value measured by force gauge, MIH is the mass of indenter head, 
z(t) is the indentation depth, g is gravitational acceleration and FIF(t) is the real 
indentation force caused by elastic layer over the rigid.   
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2.3 Control of System  

The control architecture of whole mechatronic system is divided into two parts, high 
level for human interaction and low level for bottom control of system.  

The high level control layer is used to input commands such as motion type 
(indentation or slipping), indentation force, frequency, position, slipping speed, etc. 
and output test results including data acquired from force gauge, distance sensor and 
target sensors. It not only saved some typical movement, like ramp of different speed, 
sine wave of different frequency and amplitude, but also could reproduce customized 
motions.  

The task of low level layer is mainly on exciting the commands received from high 
level. It is in charge of controlling the 3-DoF positioner and the liner guide producing 
target indentation force. It is also able to acquire data from sensors in the system and 
recording signals from target sensor.  

The indentation force (or normal pressure in sliding motion) is generated by liner 
guide driven by a step motor through a screw mandrel, so the low level layer is 
controlling the force in z direction by modifying the rotating speed of the step motor. 
The block diagram of closed-loop indentation force controller is shown in Fig.2.   

 

Fig. 2. The block diagram of closed-loop indentation force controller 

3 Experiments and Results 

3.1 Experiment Setup  

Indenting Motion. In indentation test, 3-DoF manipulation stage is used to adjusting 
the position of prosthesis hand and liner guide is the source of the indentation force 
(Fig.3a). When artificial hand is steady and contact area is right under the indenter 
head, the liner guide begins to drive the stimulator in low speed (around 0.1mm/s) 
until the contact happens (when force gauge can read out minimum force). Then the 
step motor is operating under controlled so that the indenting motion is performed as 
experimenter commands, such as ramp, sine wave or other combination movement. 
All the data from sensors in mechatronic system and the signals of target sensor are 
recorded contemporaneously in PC.  
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Fig. 3. The diagram of contact methods in indenting motion (a) and sliding motion (b) 

Sliding Motion. In sliding test, the liner guide is driving a rigid flat with different 
sandpapers covered to produce normal pressure and texture contact while 3-DoF 
manipulation stage not only ensures the contact position but also slides the prosthesis 
hand in horizontal direction (Fig 3b). A series of experiment can be carried out with 
contact force and motion speed varying and the data from sensors are storage as in 
indenting test. 

3.2 Data Acquired from Tactile Sensors  

In the experiment section of this paper, two kind of commercial sensors is involved, a 
piezoresistive force sensor and a piezoelectric vibration sensor. Normally, 
piezoresistive sensor is placed under cover layer for static force detection and 
piezoelectric sensor is applied on the surface to catch dynamic vibration [7-8]. In this 
paper, several combinations of these two kinds of sensors are implemented as shown 
in Fig.4. The flexible cover layer is made of polydimethylsiloxane (PDMS) with a 
mixing ratio of curing agent and prepolymer is 1:10 in weight. 
 

 

Fig. 4. The diagram of different combinations of PVDF and FSR sensors with PDMS covered 

In the indentation test, two indenting movements are performed, ramp motion with 
speed varying from 0.1mm/s to 0.5mm/s through a stroke of 1mm and sine wave 
motion with fixed frequency and different peak forces. Ramp test is carried out on 
FSR sensors in Fig.4a and 4c, sine wave test is on both piezoresistive and 
piezoelectric sensors in Fig.4a and 4b. Data results are shown in Fig.5.  
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Fig. 5. Data results in indentation test. a) Ramp motion on the FSR as in Fig.4a at different 
speed. b) Ramp motion on FSRs as in Fig.4c at 0.2mm/s. c) Value read from force gauge and 
laser distance sensor in sine wave motion. d) Real contact force calculated from Equ.1 and the 
response from FSR. e) Voltage output of PVDF sensor as in Fig.4b after amplified in sine wave 
test. f) A low pass filter is added to get rid of industrial-frequency noise. 

For FSR sensor, a voltage divider circuit is prepared and the output voltage 
calculated is described by 

M
out

M FSR

R V
V

R R
+=

+
,    (2) 

where V+ is 5V and RM is 5.1kΩ and the conductance of FSR is proportional to the 
force applied while the charge generated by PVDF sensor is amplified by a charge 
amplifier (DH5862, China,) and voltage outputs of  these sensors are acquired by NI 
device synchronously. 
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From Fig.5a is shown that the PDMS layer (2mm) reduced the minimum 
sensitivity of FSR to 2N (a standard FSR400 is 0.1N). In Fig.5b, with the equivalent 
pressure applied, resistant change of FSR on surface is 2 times of its counterpart in 
the bottom. The mass of the indenter head used is 40g and the curve of real contact 
force is calculated by Equ.1from the data in Fig.5c. Due to the reason mentioned 
above, the response curve of FSR in Fig.5d is not like that of contact force but in a 
spinous shape and also a lag between two waves is observed. A charge amplifier with 
a gain of 10mv/pC is implemented to get the result in Fig.5e. Due to high sensitivity 
to dynamic motion of piezoelectric sensors, it has to add a low pass filter (with 
passband edge at 10Hz and stopband edge at 20Hz) to get rid of power 
frequency(50Hz) noise and still a lag is generated.  

In the sliding test, the artificial finger is stroke for a distance (8mm) at different 
speed (from 1mm/s to 5mm/s) while it is being indented by a rigid plane with 
sandpaper covered. This test is only carried out on PVDF sensor on surface (Fig.4d). 
The result curves are drawn in Fig.6 

 

Fig. 6. Data results from sliding test. a) Motion stage position and voltage response of PVDF 
Sensor in 1mm/s test and a filter is used for noise removal. b) Frequency analysis of filtered 
signal from a). The same method is applied on results of the rest sliding tests and response 
frequency and amplitude related are shown in a graph. 

After being processed by a filter with 20Hz cutoff frequency, the signal from 
PVDF sensor when motion stage was operating at 1mm/s is much effective. To 
analysis the frequency property of this filtered curve in Fig.6a, a FFT method is used 
and the amplitude versus frequency is drawn in Fig.6b and in this graph, max 
amplitude can be found at 1.2Hz. Repeating this method on other sliding tests, we can 
get max amplitude and related frequency in each motion and the result is also in 
Fig.6b. It is obviously the response frequency is proportional to sliding speed and the 
reason is the texture pattern of sandpaper is fixed and vibration is caused by relative 
slip between contact surfaces, therefore the frequency of vibration is proportional to 
relative speed and so is the response of PVDF sensor.  
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3.3 Analysis of Mechatronic Platform 

To analyze the performance of the mechatronic stimulator, it is necessary to evaluate 
the effectiveness of motion control function of the developed system. In this analysis, 
several errors parameters related to indentation force are considered.  

In sine wave motion of indentation test, error parameter is defined to quantitatively 
evaluate the dynamic performance of this system as followed, 

( ) ( )2

_
1

1
1,

N

force peak peak des
i

N F F
N

σ
=

= − ,    (3) 

where σforce_peak is the root mean square error in the interval of N peak, Fpeak and Fdes 
are applied and target contact force peak respectively. In ramp motion, error 
parameters of linearity and static drift are calculated by 
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where σnonlinearity is the nonlinear error in ramp section, ΔFMax is max difference 
between contact force and linear value, σdrift is the static drift error during (ta, tb), ta is 
the time when indentation force stops increasing, Fgauge is the value read from force 
gauge and Fdes is the target indentation force. Several error parameters are calculated 
for each motion and given in Table.1. 

Table 1. Error parameters calculated for each motion 

Error parameter Motion type Motion property  Error value 

σforce_peak Sine wave motion 
Fdes=9N 0.1119N 
Fdes=12N 0.1445N 
Fdes=15N 0.1652N 

σnonlinearity Ramp motion  
Speed=0.1mm/s 17.07% 
Speed=0.2mm/s 16.91% 
Speed=0.5mm/s 18.6% 

σdrift Ramp motion  
Speed=0.1mm/s 0.3206N 
Speed=0.2mm/s 0.4431N 
Speed=0.5mm/s 0.6387N 

 
In sine wave motion, the stimulator can keep the error value under 0.2N when peak 

force is no more than 15N. The nonlinearity in ramp motion is mainly caused by 
elasticity of the cover layer (PDMS) on sensors so it did not change much when 
motion speed was increased. The tb in drift error calculation equals to ta+3s, and 
besides velocity of ramp, property of force gauge is another reason of this error. By 
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increasing the performances of liner guide and force sensor, these errors related to 
indentation force can still be reduced. 

4 Conclusions 

The development and validation of a mechatronic stimulator platform is presented in 
this work for research of tactile sensors on prosthesis hand. This system is able to 
produce precise repeatable and programmable stimulus in indenting and sliding 
motion on the surface of artificial hand with tactile sensors embedded. Future work 
will focus on fulfilling the function of active measurement which means the system 
could validate the sensors in prosthesis hand while the latter is operating. Meanwhile, 
the performance of indentation process will be improved with the means of replacing 
the liner guide by a controlled voice-coil motor associated with related controller. 
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Abstract. Brain-computer interface (BCI) based on magnetoencephalography 
(MEG) provides intentional signals with high spatial resolution for 
communications of patients suffering severe motor dysfunctions. However, the 
incomplete measurements of the extremely weak magnetic field outside head 
bring significant uncertainties to active neural source (ANS) localization. This 
paper presents a novel computational method to improve the ANS localization 
accuracy. Based on the fact that the external magnetic field obeys the Maxwell 
equations quasistatic, the field can be reconstructed via solving a Laplace’s 
equation with measured boundary conditions. By numerically solving Laplace’s 
equation with finite element method (FEM), the signal-to-noise ratio of the 
reconstruction can be improved with high-order interference eliminated. The 
inverse estimation model, the reconstructions, and reconstruction selection are 
presented, and validated via simulation. Results show that about half of the 
dipole localization error is eliminated compared with method utilizing only 
measurements. 

Keywords: Brain-computer interface (BCI), Magnetoencephalography (MEG), 
localization, magnetic field reconstruction, inverse computation. 

1 Introduction 

Brain-computer interface (BCI) provides a direct communication way by monitoring 
brain activities, and has brought great improvements to the life qualities of patients 
suffering severe motor dysfunction and loss of muscle control (such as spinal cord 
injury, locked-in syndrome and stroke). The detection methods of brain activity 
signals served for BCI include electroencephalography (EEG) [1], electrocorticogram 
(ECoG) [2], positron emission tomography (PET), functional magnetic resonance 
imaging (fMRI), and magnetoencephalography (MEG) [3]. Although technically 
demanding, the non-invasive MEG directly reflects the primary neuronal currents, 
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combines high spatial/temporal resolution, and requires little time for training; thus, 
attracts researches to develop MEG-based BCI [4-6]. In MEG-based BCI studies, the 
information researchers would typically to extract from the surface measurements is 
approximate location of active neural source (ANS) for communication. Since the 
active neural region extension is small enough compared to its distance to sensors, the 
point-like model of equivalent current dipole (ECD) is always employed for ANS 
model. With appropriate constraints, the inverse problem is reduced into nonlinear 
optimization problem of estimating unknown parameters of ECD, and can be solved 
through least-square (LS) technique from measurements. 

Considering high equipment cost, stringent requirements for measuring neural 
signals, simulation-based methods to improve ANS localization accuracy have 
became an effective way and been widely adopted [7, 8]. Various technologies have 
been developed for improving ANS localization accuracy, including whole-head 
superconducting quantum interference device (SQUID), signal space projection [9], 
independent component analysis [10], and signal space separation [8, 11]. 

This paper presents a synergistically computational and experimental method to 
enhance information associated to the estimated ANS via simulation. Unlike other 
estimation methods that rely solely on measurements, this synergistic method 
provides with reconstructed nearby magnetic field distribution with better signal-to-
noise ratio (SNR) and requires no additional measurements for the estimation and no 
alteration to existing measuring equipment. The remainder of this paper offers the 
followings: 

1) The principle and model of ANS localization are presented along with a 
statistical study on the selecting criterion of reconstruction for superimposing. 

2) The improvements brought by superimposing the numerically reconstructed 
external field with improved SNR have been analyzed using simulated MEG data 
from a single ECD in a spherical symmetric head model. It is shown that about half of 
the dipole localization error (DLE) in ECD location estimation is eliminated by 
superimposed RD. Estimation results for different SNR (in range of 3 to 10) are 
additionally evaluated to validate the method. 

2 Methodology 

2.1 Inverse ANS Localization 

Based on the fact that MEG is absolutely insensitive to the number shells [12], the 
head can be modeled as spherically symmetric conductor, and the ECD presented here 
represents a fixed neuroanatomical structure with fixed locations and orientations in 
different time slices [13]. As illustrated in Fig. 1(a), the neural activities are restricted 
in the sphere head (the black solid line) and the uniformly spaced sensor array (the 
blue dot-dashed line) measures the distribution of the normal flux density Dr_m on the 
upper half surface. Fig. 1(b) defines the spherical coordinates (r, θ, φ). 
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(a) (b) 

Fig. 1. (a). Cross-section on y-z plane illustrates an ECD locates at L(Lx, Ly, Lz) in a spherical 
head model which is modeled as a spherical symmetric conductor of radius rh (the black solid 
line), N mutually independent single-axis sensors are uniformly spaced on the outer surface of 
spherical head (the blue dot-dashed line) and measure the normal component of magnetic field, 
and the curl-free reconstructed region (the red dashed line) with its division; x axis of 
rectangular coordinate system is orthogonal to y-z plane pointing into the paper; there are M 
reconstructed points (RPs) in the curl-free reconstructed region which is divided into K 
reconstructed subregions (RSRs) with J points in each; (b). Corresponding spherical 
coordinates of sensing system, zenith direction is z axis and azimuth axis is x axis; the polar 
angle θ is the angle between the zenith direction and vector r, and the azimuth angle φ is the 
signed angle measured from the azimuth reference direction to the orthogonal projection of r on 
the reference plane. 

The forward mathematic model for magnetic field distribution Dr_f in Fig. 1(a) is 
presented below [12]: 

( )0
3( )
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μ
π

− ×
= •

−

r L r
L,Q,r q

r L
r_f

Q
D  (1) 

As shown in Fig. 1(a), the vector L defines the location of the ECD (moment Q=Qq 
with magnitude Q along unit vector q); as shown in Fig. 1(b), r defines the ith 
measured location or the jth RP position. 

Numerical approaches to the estimation of unknown source parameters are 
generally based on the widely used LS technique which attempts to find a set of 
parameters that minimizes the square of the difference between the observations and 
the predictions from the forward model in Eq. (1), as follows: 

2

=1

min ( , ) min( ( )- ( , , ) )= L Q L Q
N

r_m r_f
i

f D i D i  (2) 

where Dr_m(i) is the normal magnetic flux density recorded by the ith sensor; Dr_f(L, 
Q, i) is the normal component of instantaneous magnetic field at the ith measured 
position computed from Eq. (1). 
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2.2 Numerical Computation of External Magnetic Field 

Though MEG signals are time-varying, their variation is relatively slow so that 
induction effects can be neglected, and MEG measuring systems (such as SQUID) are 
constructed that sensors, their container (called Dewar), and the adjacent space around 
them are free of magnetic sources and materials, strictly nonmagnetic [3]; thus, the 
biophysiologically generated magnetic field outside the head can be treated as quasi-
static in current-free space as illustrated in Fig. 1 (the red dashed line) and presented 
as a gradient of a scalar magnetic potential obeying Laplace’s equation. In physics, 
any potential field obeying Laplace’s equation can be uniquely determined once the 
boundary conditions (BCs) are specified. 

As shown in Fig. 1(a), the sensor measurements provide the necessary Neumann 
boundary condition on the upper half for reconstructing the field outside the head. 
Based on the biophysiology fact that the ANSs generally occur on the cerebral cortex 
close to the upper half surface, it is reasonable to assume the lower half has negligible 
field and the field strength of the unmeasured lower half surface to be zero. 
Additionally, the potential at the outer spherical surface (or the far field) of the 
reconstructed region approaches zero. We employ a finite element (FE) software 
COMSOL Multiphysics to numerically solve Laplace’s equation with the mixed BCs. 
In the numerical computation procedure, the high-order noise is eliminated, leaving 
the computed external magnetic field with improved SNR. 

With the reconstructed magnetic field distribution outside the head, the unknown 
ECD parameters are estimated by minimizing the objective function which relates to 
two contributions: measurements Dr_m and reconstruction Dr_r 

2 2

=1 =1

min ( , ) min( ( )- ( , , ) ( )- ( , , ) )= + L Q L Q L Q
N M

r_m r_f r_r r_f
i j

f D i D i D j D j  (3) 

where Dr_r(j) is the reconstructed normal magnetic flux density at the jth RP; Dr_f(L, 
Q, j) is the normal component of instantaneous magnetic field at the jth RP computed 
from Eq. (1). 

According to the principle of LS estimation [14], the objective function can be seen 
as the residual sum of squares between the real and observation quality, thus the 
introduction of reconstruction in the second part of Eq. (3) with improved SNR brings 
more veracity to the estimation of ECD location than traditional method based only 
on measurements. 

In order to ensure both computational efficiency and high estimation accuracy, 
RSRs with more contribution to estimation improvement are needed to be selected. 
This selection procedure is detailed below: 

Step 1: As shown in Fig. 1(a), the equally spaced M RPs in the reconstructed region 
outside the head are divided into K small subregions Ω1, …, ΩK (called RSR) for  
pre-superimposing RSRs selection in next step, with each containing J RPs. 

Step 2: The goodness of each RSR is evaluated by the mean dipole localization 
error (mDLE), which is defined as the mean distance between the location parameters 
estimated from measurements combined a RSR and the real source locations. Those 
effective RSRs (eff_RSRs) with goodness smaller than that computed from 
measurements are selected out and ranked in ascending order for superimposing. 
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Step 3: The first RSR for superimposing (called “sup_RSR”) is the one with the 
smallest mDLE; then the rest of the sup_RSRs are chosen from the eff_RSRs as 
follows: 

a) The rest of the sup_RSRs are superimposed to the selected sup_RSRs and 
measurements separately following the ascending order to estimate the 
location parameters, and the one with the smallest mDLE is chosen out as 
the next member of sup_RSRs; 

b) When choosing the (w+1)th sup_RSR, if each mDLE computed from 
combinations of each of the left eff_RSRs, measurements and the selected 
w sup_RSRs, is larger than mDLE computed from measurements 
combined the selected w sup_RSRs, the selection procedure for the 
sup_RSR stops. 

3 Simulation and Results 

3.1 Simulation 

This method using reconstructions with the surface field measurements synergistically 
for ANS localization is evaluated by using simulated measurements. The head is 
modeled as spherically symmetric conductor of radius 95.0 mm [15]. The simulated 
instantaneous MEG data employed for estimation is composed of synthetically 
computed noise-free magnetic field and uniform zero-mean uncorrelated random 
Gaussian white noise with certain standard deviation. The mutually independent 
sensors are placed on a homocentric spherical surface at 16.0 mm above the surface of 
the head, sensor number N=55. Their locations are presented in Table 1, and the arc 
length between two adjacent sensors is approximately 40mm. 

Table 1. Sensors locations, S(i, j)=(R, θ, φ) stands for the jth sensor on θ-φ plane of the ith level 
on the θ-z plane with radius R (N=55) 

S(i, j) ∆φ 
( 1)( )

2
iπθ θ= − − Δ ; 

0.37θΔ = ; 
( )jϕ ϕ= Δ ; 

R=111.0 mm; 

i=1, j=1, …, 17 2π/17 

i=2, j=1, …, 16 2π/16 
i=3, j=1, …, 13 2π/13 
i=4, j=1, …, 8 2π/8 
i=5, j=1 θ=0, φ=0 

 
The uncertainty of estimation was analyzed statistically with total 100 samples, and 

the set of repetitions can be viewed as a set of independent realizations of MEG. In 
order to analyze the dependency between different levels of noise corruption and the 
corresponding achieved improvement, SNR ranging from 3 to 10 are simulated 
according to recorded MEG trials [16]. The SNR is defined as the ratio of the peak 
value of the computed noise-free results to the standard deviation of stated Gaussian 
white noise. 
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Fig. 2. Normal components distribution of the simulated magnetic field measurements with 
SNR=3 

A unity magnitude ECD is assumed to locate in the cortical areas responsive to 
somatosensory inputs (in the primary somatosensory cortex in the post central gyrus 
[17]), and its location is (Lx=-19.0 mm, Ly=5.0 mm, Lz=87.0 mm) and moment 
orientation is (θ=0.287, φ=1.28). The simulated MEG data with SNR=3 is shown in 
Fig. 2. 

 

Fig. 3. Derivation geometric model of reconstructed points on y-z plane view 

The derivation geometric model for reconstructed region is presented in Fig. 3. 
Based on the pre-estimated ECD location P΄ from measurements, the reconstructed 
region is chosen as the overlapping shaded part of a cone and the intersection of two 
homocentric spheres. As to the cone, its vertex lays at the origin of coordinate o, axis 
on the line directs from the origin of coordinate o to P΄, and the angle of the top of the 
cone is 90°. There are 1350 reconstructed sample points evenly distributed in the 
intersection space of two homocentric spheres (with outer boundary radius of 136.0 
mm, inner boundary radius of 116.0 mm) and the cone (the shaded region illustrated in 
Fig. 3). And the RPs are divided into 450 RSRs with 3 sample points in each RSR. To 
keep the completeness of information contained in RSR, the arc of each RSR on 
reconstructed sphere approximately equals the distance between each detecting sensor. 
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With simulated measurements as illustrated in Fig. 2, the magnetic field outside 
head was reconstructed via finite-element software COMSOL Multiphysics. In the 
discretization, we chose quadratic Lagrange elements, and the appropriate function 
ψ  is second-order polynomials on each mesh tetrahedron 

3.2 Results 

The proposed method combining measurements and reconstructed magnetic field 
outside the head are validated based on the simulation model aforementioned, with 
results presented below. 

 
(a) (b)

Fig. 4. (a) The observations contaminated by Gaussian white noise of the same level (SNR 3) 
of that on sensors on surface of radius 116.0 mm in the reconstructed region; (b) The 
reconstructed magnetic field distribution (normal component) on surface of radius 116.0 mm in 
the reconstructed region. 

The simulated observations and reconstructed magnetic field of the same region 
(points distributed on surface of radius 116.0mm in the reconstructed region) are 
presented in Fig. 4: the simulated observations which are contaminated by Gaussian 
white noise of the same level with that in measurements (SNR=3) are illustrated in 
Fig. 4(a); the reconstructed magnetic field distribution computed according to Eqs. 3, 
4 and 5 are presented in Fig. 4(b). The SNR of the reconstructed magnetic field in Fig. 
4(b) equals 6, which is improved greatly and twice of the measurement (SNR=3). The 
estimation results computed from measurements with different levels of SNR 
(SNR=3, 5 and 10) are presented in Table 2. 

The estimation results computed from measurements with different levels of SNR 
(SNR=3, 5 and 10) are presented in Table 2. The RSR selection results are illustrated 
in condition of SNR=3. According to step 1 of the RSRs selection criterion mentioned 
above, totally 437 eff_RSRs are picked out firstly. The ECD parameters are estimated 
again utilizing measurements superimposed each chosen eff_RSR, and those 
eff_RSRs are evaluated and ranked by goodness mDLE from small to large. Then the 
ranked RSRs are superimposed to measurements continuously following the principle 
in step 3 of the criterion. When looking for the 13th sup_RSR, the minimum mDLE of 
measurements superimposed all the previous 12 sup_RSRs together with each of the 
left eff_RSRs is larger than that computed from measurements superimposed the 
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previous 12 sup_RSRs, indicating the stop of superimposition. The selected 12 
sup_RSRs central location, their goodness of estimation (mDLE) and distance (dj) to 
simulated real ECD are presented in Table 2. 

Table 2. Central locations (LRSR_x, LRSR_y, LRSR_z), estimation goodness mDLE and distance 
from estimated ECD dj of sup_RSRs, SNR=3 

RSR NO. 
Central location of RSRs (mm)

mDLEa dj (mm) 
LRSR_x LRSR_y LRSR_z 

1 -11.8 16.0 124.4 10.4 39.7 
2 -39.4 -14.8 108.1 10.0 35.4 
3 2.7 13.2 23.3 9.5 36.5 
4 -51.9 -13.2 102.9 9.2 40.8 
5 -15.5 49.9 103.6 9.1 48.0 
6 0 -44.9 107.0 9.0 56.8 
7 -81.2 -27.1 92.4 8.9 66.3 
8 58.8 -30.7 95.2 8.8 86.0 
9 -60.0 -55.2 82.5 8.8 73.0 

10 -66.7 86.6 81.0 8.8 94.6 
11 67.9 30.3 107.8 8.7 92.9 
12 -54.3 -63.6 107.3 8.7 79.7 

a mDLE is the goodness computed from measurements combining RD of the jth superimposed 
RSR continuously. 

The improvements of 12 sup_RSRs δ defined as the difference of mDLE computed 
from measurements and mDLE computed from combination of measurements and 
sup_RSRs divided by mDLE computed from measurements are presented in Fig. 5, 
and the maximum improvement is 30.3% compared to estimated result only from 
measurements. From Fig. 5 we can see that the trend of improvements brought by 
superimposing RSRs is smooth with the increase of sup_RSRs, suggesting different 
contribution of RSRs to ECD estimation improvement and the necessary of RSRs 
selection. 

 

Fig. 5. δ of measurements combining 12 sup_RSRs sequentially, SNR=3 

To evaluate the feasibility of this method with various SNRs, this method is 
applied to SNR=5 and 10 with 55 sensors. The estimation results along with the 
improvements of estimation are displayed in Table 3. The results in Table 3 suggest 
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that superimposing RD improves the estimation accuracy in the same way with 
different levels of noise; the goodness of measurements superimposed RD with 
SNR=3 (mDLE=8.7mm) approximates to that computed from measurements with 
SNR=5 (mDLE=8.5mm), indicating the improvement of SNR from superimposing 
sup_RSRs. 

Table 3. The simulated real ECD location Lr, estimated localization Lm and goodness em 
computed from measurements, and estimated localization Ls and goodness es computed from 
measurements combining sup_RSRs with sensor number N=55 s and different levels of SNR 
(SNR=3, 5 and 10) 

SNR 10 5 3 

Lr (mm) (- 19.0, 5.0, 87.0) 

Lm (mm) (-18.5, 5.0, 87.3) (-19.5, 6.6, 87.3) (-19.6, 7.2, 86.7) 

Ls (mm) (-18.8, 5.3, 86.3) (-19.5, 6.8, 84.5) (-19.6, 6.9, 83.2) 

em (mm) 4.4 8.5 12.5 

es (mm) 2.7 6.0 8.7 

δ (%) 38.6 29.4 43.4 

 
In order to evaluate the proposed method, an example of estimation goodness 

computed from simulated measurements of 98 sensors (distributed in the same area 
on the sphere of 55 sensors, but has a higher distribution density) is conducted, and 
the mDLE estimated from 98 measurements is 7.1mm. Compared with mDLE of 55 
sensors, we can see that estimation result with better goodness is possible to achieve 
by computing from fewer sensors through improved method, making the feasibility of 
sensor number decrease for compact MEG device. 

4 Discussion and Conclusion 

A novel approach for ECD estimation in MEG utilizing synergistic reconstructed 
magnetic field outside the head and measurements has been presented. The 
biophysiologically generated magnetic field outside the head can be treated as quasi-
static in current-free space, thus the magnetic field is reconstructed by solving the 
Laplace’s equation with measured BCs on the outer surface of head and expressed as 
a linear combination in terms of infinite series of magnetic field derived from 
measurements compromising ANS and noises. With truncated series the external 
noise can be greatly eliminated from reconstructed external magnetic field with 
interested magnetic field preserved. Then, external magnetic field with better SNR are 
selected out, and superimposed to the measurements for improved localization 
accuracy and reliability. 

Simulation results show that the synergistic use of measurements along with 
reconstructed field improves ANS estimation accuracy. Twice SNR of the 
measurements can be achieved by exploiting the proposed method of magnetic field 
reconstruction. The inverse computation cost and time is greatly reduced by only 3% 
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of the RD involved the screening. The reduction of goodness mDLE by 
superimposing selected sup_RSRs with better SNR information eliminates nearly half 
of error in estimation compared with traditional estimation methods based on 
measurements solely. The approximate goodness of traditional method with signals 
SNR=3 equaling to proposed one with signals SNR=5, and the approximate goodness 
of traditional method with measurements of 98 sensors equaling to proposed one with 
55 sensors, clearly makes the synergistically computational and experimental method 
applicable in study of ANS estimation and implies better localization accuracy. 

In this paper, the sup_RSRs are off-line selected with the knowledge of real source 
location by simulations. Database of effective RSRs corresponding to different source 
locations will be created with systematic study in future work without dependence on 
real source location in sup_RSRs selection. Except that, replacement of measurement 
samples with less noisy reconstructed sample, investigation of the effects of sensor 
count, novel partitioning method of reconstructed region, and novel optimization 
algorithms on the efficiency and accuracy of the estimation, related to the 
improvement of ANS estimation will be carried out. 

Besides, the localization method proposed in this paper can also be applied to other 
areas including medicine and industry, such as magnetic localization of capsule 
endoscopy and localization of excitation system. 
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Abstract. This paper presents an efficient, centralized equivalent and fully 
decentralized solution to the cooperative localization of mobile robot teams. 
Formulating the cooperative localization problem in the framework of Bayesian 
estimation, the decentralized solution is designed by interlacing the calculation 
steps of prediction and update in a proper sequence. In the proposed solution, 
each robot fuses only the sensor data relevant to itself; information is shared 
among the robots by a chain communication topology. The solution yields 
linear minimum mean-square error estimates, equivalent to a centralized 
extended Kalman filter. There is no information redundancy and computation 
duplication among the robots. The solution can also be viewed from the 
perspective of implementing inference on a specific junction tree.  The 
performance of the proposed algorithm is evaluated with simulation 
experiments. 

Keywords: cooperative localization, decentralized solution, mobile robot team, 
Bayesian estimation, junction tree. 

1 Introduction 

In recent years, the cooperative localization of a robot team has received significant 
attention from the robotics community[1-3]. When the same external landmarks are 
used by different robots for self-localization or inter-robot observations are made, the 
states of the relevant robots are correlated. Cooperative localization is a joint 
estimation problem state over the time-history of the robot team, allowing the robots 
to share the localization resources and achieve higher overall performance.  

A centralized solution to the cooperative localization problem is straightforward 
yet expensive and lack of robustness. Various decentralized solutions are proposed by 
many researchers. A decentralized Kalman filter approach is proposed in [4]. The 
essence of this method is to distribute the expectation vector and the covariance 
matrix of the joint probability among the robots; each robot is allocated its state 
expectation and the covariance block-row related to itself. The prediction of the 
covariance block-row involves each robot broadcasting the state transition matrix. 
The fusion of each measurement, either a measurement regarding only one robot or an 
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inter-robot measurement, updates the parameters allocated to each robot, which 
requires the observer and the observed robot to broadcast the measurement 
information and the covariance block-rows. The operation scales poorly with the 
number of the robots and the number of the measurements. Actually, the update 
operation in standard Kalman filter framework is difficult to be distributed since the 
states are correlated to each other.  

The information filter with delayed states [5] is appealing since both the prediction 
and the update are local operations to each robot and can be easily distributed. The 
moment recovery, however, manipulates global information and seems to be an 
obstacle to a decentralized solution. The solution proposed in [6] employs the 
incremental Cholesky modifications for efficient moment recovery. The sparse 
Cholesky factors of the joint state estimate are pipelined from robot to robot and the 
moment recovery for a group of states is accomplished at some robot who 
accumulates enough Cholesky factors. The solution is communication expensive 
since the Cholesky factors are duplicated at each robot in fact. The solution presented 
in [7] reduces the communication cost at the price of lower localization accuracy. In 
[7], each robot maintains a set of information parameters with the same size of the 
parameters for the joint delayed states. Each robot only integrates data from its own 
sensors. When an inter-robot measurement occurs, the two robots exchange their 
stored data and fuse the data based on convex combination. The moment recovery can 
be implemented in a centralized manner at each robot. The result is consistent and 
unbiased, yet not a minimum mean square error estimate.  

Very recently another decentralized solution is presented in [8]. It achieves 
centralized-equivalent estimates, yet requiring a robot to transmit all odometric data 
to its neighbors, and to duplicate the data fusion effort.     

In [9], a decentralized approach based on junction tree algorithm is designed to 
solve the cooperative localization problem. In the decentralized formulation, the local 
sensor data at each robot are integrated into potentials of the cliques of junction trees; 
the information is shared among the robots through message passing between cliques. 
The information parameterization of Gaussian distributions is utilized. The 
decentralized junction tree approach actually provides a general framework, within 
which there are a number of implementations for a fixed problem due to multiple 
choices of the junction tree. 

This paper introduces a decentralized solution to the cooperative localization 
problem which could be deduced within the framework of the junction tree. Different 
from the work in [9], this work utilizes the moments form parameterization. The 
moments parameters have explicit physical meaning and the moments 
parameterization avoids the troubles brought by the moment recovery. We point out 
that the solution can be illustrated outside the context of the junction tree, instead 
from the perspective of Bayesian estimation.   

2 Problem Formulation 

This section formulates the problem of cooperative localization in the framework of 
Bayesian estimation. Consider a team of mobile robots. Each robot is equipped with 
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dead-reckoning sensors to measure self-motion; odometer or inertial measurement 
unit for example. Some robots carry sensors that provide relative position 
measurements (range and/or bearing) among robots or between robots and the 
environment; such as cameras, laser range-finders. Some robots can correct its dead-
reckoning error. In the case that the environment map is known, the measurements 
between a robot and the environment can be utilized to bound the dead-reckoning 
error. Otherwise, the sensor like GPS can provide absolution localization information. 
The robots can communicate with each other. The cooperative localization task is to 
estimate the state (position, orientation, velocity etc.) of each robot making use of 
both its own observations and those observations made by and of other robots. The 
robots are identified by capitals A,B,C, etc . 

2.1 State Space Model 

The state of robot A at time instance k is denoted by A
kx . Assume the motion model of 

robot A is given as 

1 ( , )A A
k k k k kx f x u G w+ = +  (1)

where ku is the system input at time step k , kw  is the process noise, 

( ;0, )k m kw w Q  , and kG  is a matrix with proper dimensions. ( ; , )m v Pμ represents 

a Gaussian distribution over v  with mean μ  and covariance P . 

The GPS-like measurement of robot A at time step k is denoted A
kz . The 

observation model is given as 

1 1( )A A
k k kz h x r= +  (2)

where 1kr is the measurement noise, 1 1 1( ;0, )k m kr r R  . 

The measurement that robot B makes to robot A at time step k  is denoted by BA
kz . 

The observation model is defined as 

2 2( , )BA A B
k k k kz h x x r= +  (3)

where 2kr  is the measurement noise, 2 2 2( ;0, )k m kr r R  . 

If functions ( )f ⋅ , 1( )h ⋅  and 2 ( )h ⋅  are nonlinear, Taylor expansions are used to 

linearize the models to make the inference tractable. The linearized system is given in 
Table 1., where A

kμ is the best available mean estimate of A
kx . 
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Table 1. The linearized space model 

model linearized model meaning of symbols 
 

(1) 
 

1 ( , ) ( )A A A A
k k k k k k kx f u F x G wμ μ+ = + − +  A A

k kA x
k

f
F

x μ=

∂=
∂

 

 
(2) 

 

1 1 1( ) ( )A A A A
k k k k kz h H x rμ μ= + − +  

1
1 A A

k kA x
k

h
H

x μ=

∂
=

∂
 

 
 

(3) 

 
 

2 2 2 2( , ) ( ) ( )BA A B A A A B B B
k k k k k k k kz h H x H x rμ μ μ μ= + − + − +  

2
2 ,A A B B

k k k k

A
A x x
k

h
H

x μ μ= =

∂=
∂

, 

2
2 ,A A B B

k k k k

B
B x x
k

h
H

x μ μ= =

∂=
∂

 

Assume the initial state of each robot is a Gaussian variable. The linearized system 
in Table 1. defines the following conditional distributions 

1 1( ) ( ; ( , ) , )A A A A A A
k k m k k k k kp x x x Fx f u F Qμ μ+ += + −  (4)

1 1 1 1( ) ( ; ( ) , )A A A A A A
k k m k k k kp z x z H x h H Rμ μ= + −  (5)

2 2 2 2 2 2( , ) ( ; ( , ) , )BA A B BA A A B B A B A A B B
k k k m k k k k k k kp z x x z H x H x h H H Rμ μ μ μ= + + − −  (6)

where T
k kQ G QG= . 

2.2 Bayesian Estimation 

Let kZ  denote the collection of the measurements made at time step k , including 

the inter-robot measurements and the intro-robot measurements. Let k denote the 

collection of the measurements up to time step k , namely, { }1 2, ,k kZ Z Z=  . The 

task of cooperative localization is to estimate the posterior state for each robot, which 

can be given 
 
by ( , , , )A B C

k k k kp x x x  . The estimation is implemented iteratively as 

follows: 
prediction: 1 1 1 1 1

1 1 1 1( , , ) ( , , ) ( | ) ( | )R RN R RN R R RN RN R RN
k k k k k k k k k k kp x x p x x p x x p x x dx dx+ + + +=        (7) 

update: 

1
1 1 1 1 1 1 1

11
1 1 1

1 1
1

( , , ) ( | ) ( | , )

( , , | )
( ) ( )

N
R RN Ri Ri RiRj Ri Rj
k k k k k k k

i j iR RN
k k k N

Ri RiRj
k k

i j i

p x x p z x p z x x

p x x
p z p z

+ + + + + + +
= ≠

+ + +

+ +
= ≠

=
∏ ∏

∏ ∏


    (8) 

In each cycle, the computation is composed of two parts: prediction and update. In 
the prediction part, the joint state probability is propagated from time step 1k −  to time 
step k . In the update part, the inter-robot measurements and the intro-robot 
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measurements are fused. With the Gaussian assumption, the inference for the linearized 
system can be accomplished by the extended Kalman filter (EKF), providing the 
expectation and covariance of the probability distribution of the joint states.    

Inspecting that both prediction and update are actually multi-step calculations, a 
fully decentralized solution is proposed in the paper by arranging the calculation steps 
of prediction and update in a proper sequence. In the decentralized solution, 
prediction is accomplished by each robot predicting its own state and update is 
accomplished by each robot fusing the measurements relevant to itself; the state 
predictions and the measurements fusions are implemented by turns. The messages 
passed between robots are the joint probabilities where only part of robots doing 
predictions and measurement updates. The posterior joint probability is obtained by a 
certain robot.  

3 A Fully Decentralized Solution: An Example 

Example. Consider the cooperative localization of three robots which are labeled as 
A, B and C. Each robot is equipped with an odometry. Robot A is equipped with a 
GPS receiver to obtain its position. Robot B has a laser range-finder which can make 
range measurements to the other two robots (See Fig.1). The three robots can 
communicate with each other by a local wireless network.  

 

Fig. 1. The inter-robot measurements 

3.1 Estimation at Time Step 1k =  

In the beginning, the robot states are irrelevant to each other. The state prediction and 
the fusion of the intro-robot measurement are implemented in the same way at each 
robot. Take robot A for example. 

prediction:  1 0 1 0 0( ) ( ) ( | )A A A A Ap x p x p x x dx=   

update(if needed):  
1 1 1

1 1
1

( ) ( )
( )

( )

A A A

A A
A

p x p z x
p x z

p z
=  

To fuse the inter-robot measurements, the joint state probability should be 
constructed and this involves the communication of the state estimation between 
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robots. The joint state can be constructed incrementally if the robots communicate in 
a chain. An inter-robot measurement can be fused either at the observer or the 
observed when the two relevant states are included into the joint state. The order of 
the robots on the communication chain is not critical. Assume robot B sends a 
message of 1( )Bp x  to robot C and robot C constructs a joint state as follows, 

1 1 1 1( , ) ( ) ( )B C B Cp x x p x p x=  (9)

Then robot C can fuse the observation 1
BCz : 

1 1 1 1 1

1 1 1
1

( , ) ( , )
( , )

( )

B C BC B C

B C BC
BC

p x x p z x x
p x x z

p z
=  (10)

Robot C then sends its estimation to Robot A. After receiving the estimation 
message, robot A carries on the joint state construction and the inter-robot 
measurement fusion, just like robot C.  

1 1 1 1 1 1 1 1 1 1( , , , ) ( ) ( , )A B C A BC A A B C BCp x x x z z p x z p x x z=  (11)

1 1 1 1 1 1 1 1

1 1 1 1 1 1
1

( , , , ) ( , )
( , , , , )

( )

A B C A BC BA B A

A B C A BC BA
BA

p x x x z z p z x x
p x x x z z z

p z
=

 
(12)

3.2 Estimation with Correlated States 

The robot states become correlated due to the fusion of the inter-robot measurement, 
which is clearly shown in the above subsection. Without loss of generality, we assume 
the states are correlated to each other when estimating the states of time step 

1k + ( 1k ≥ ). The prior joint state is represented by ( , , )A B C
k k k kp x x x  . 

The robot team satisfies the following assumptions before implementing the 
1k + estimation: 

1. The prior is held by a robot, say robot A.  
2. The intro-robot measurements are held by the robot who makes the 

measurements. That is to say, there is no communication among the robots about 
the intro-robot measurements. 

3. The inter-robot measurements are held by the two relevant robots. For example, 
the measurement BA

kz
 
is stored at both robot A and robot B. This requires a 

measuring robot to send the inter-robot measurement information to the 
observed robot. 

 
 

Assume { }, ,A BA BC
k kk kZ z z z= . Again the robots need to communicate in a chain. It’s 

better for robot A to start the estimation since it holds the prior joint state. The 
decentralized solution places no constraint on the locations of the other two robots at 
the communication chain. Take the communication topology of A B C→ →  for 
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example. The computations implemented by each robot in the fully decentralized 
solution are as follows. 

Robot A: 

prediction: 1 1( , , ) ( , , ) ( | )B C A A B C A A A
k k k k k k k k k k kp x x x p x x xdx p x x+ +=           (13) 

update:       
1 1 1

1 1
1

( , , ) ( )
( , , , )

( )

B C A A A
k k k k k kB C A A

k k k k k A
k

p x x x p z x
p x x x z

p z

+ + +
+ +

+

=


         (14) 

Robot B: 

prediction:  1 1 1 1 1 1( , , , ) ( , , , ) ( )B C A A B C A A B B B
k k k k k k k k k k k k kp x x x z p x x x z p x x dx+ + + + + +=     (15) 

update: 1 1 1 1 1 1

1 1 1 1
1

( , , , ) ( , )
( , , , , )

( )

B C A A BA B A
k k k k k k k kB C A A BA

k k k k k k BA
k

p x x x z p z x x
p x x x z z

p z

+ + + + + +
+ + + +

+

=


   (16) 

Robot C:    
prediction: 1 1 1 1 1 1 1 1 1 1( , , , , ) ( , , , , ) ( )B C A A BA B C A A BA C C C

k k k k k k k k k k k k k k kp x x x z z p x x x z z p x x dx+ + + + + + + + + +=   (17) 

update: 
1 1 1 1 1 1 1 1

1 1 1 1
1

( , , , , ) ( , )
( , , )

( )

B C A A BA BC B C
k k k k k k k k kB C A

k k k k BC
k

p x x x z z p z x x
p x x x

p z

+ + + + + + + +
+ + + +

+

=


   (18) 

At the end of 1k + estimation, robot C achieves the posterior state estimation for 
each robot. It can send the results to the other robots. To estimate the states at next 
time step, it’s better to start the calculations from robot C to avoid unnecessary 
communication.  

4 A Fully Decentralized Solution: General Cases 

4.1 Perspective of the Bayesian Estimation 

The solution for the example of three robots in Section 3 can be generalized to a team 
of N robots. The observer who made an inter-robot measurement is required to send a 
measurement message to the observed robot, which ensures the measurement can 
always be fused by one of the two robots. Except the communication of the inter-
robot measurements, the communication of the state estimation requires a chain 
topology. The only thing a robot should know about other robots is the IDs 
(identifications) of its neighbors. In the applications where there exists a fixed 
communication chain, the neighbors’ IDs can be downloaded to each robot as prior 
information. In the cases where it is hard to find a fixed communication chain due to 
the movements of the robots, the communication chain can be built dynamically for 
different estimation cycles. Each robot acts in a modular way described as follows. 
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1. For time step 1k = ： 
-- Predicting its own state since the states are irrelevant at the moment. 
-- Updating its own state by fusing intro-robot measurements if there is any. 
-- If there is an estimation message sending from a neighbor: 
  ---- receiving the message and then calculates the joint state probability; 
  ---- updating the joint state by fusing the inter-robot measurements that the relevant 
states appear in the joint state.  
-- Sending an estimation message to a neighbor with whom it has not communicated 
any estimation message in this estimation cycle. If a robot can not find such a 
neighbor, the estimation finishes up and the robot is identified as the starting robot for 
the next estimation cycle. 
2. For time step 1k + ( 1,2,k =  ):  
 If the robot is the starting robot or if the robot receives an estimation message from 
its neighbor: 
--Predicting its own state in the joint state probability. 
--Updating the joint state by fusing intro-robot measurements if there is any. 
--Updating the joint state by fusing the inter-robot measurements that the relevant 
states appear in the joint state.  
-- Sending an estimation message to a neighbor with whom it has not communicated 
any estimation message in this estimation cycle. If a robot can not find such a 
neighbor, the estimation finishes up and the robot is identified as the starting robot for 
the next estimation cycle. 

 
In the Bayesian estimation framework, both the prediction and the update are 

composed of multiple steps. The decentralized solution interlaces these steps to make 
each robot fuse its local sensor data and share its information across the team with 
proper communication strategy. For a linearized system model, the estimates 
generated by the decentralized solution achieve the same accuracy as a centralized 
EKF, if given the same data. In this sense, the decentralized solution is optimal since 
it yields minimum mean-square error estimation. 

4.2 Perspective of the Junction Tree Algorithm 

The proposed solution is actually a special implementation of the junction tree 
solution in [9]. The junction tree used for inference is specific. Firstly, the cliques of 
the junction tree are formulated using the elimination order as follows. The 
measurement variables are eliminated before the state variables and the state variables 
at time step 1k −  are eliminated before the states at time step k . The elimination 
order of the state variables at time step 1k −  determines the communication chain of 
robots. The construction of a junction tree is still not unique from the cliques. An 
optimal junction tree in terms of the minimum communication cost among the robots 
can be determined by making the initialization of cliques local to each robot. The 
junction tree for the cooperative localization at time step k  for the example in 
Section 3 is depicted in Fig.2. 
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The standard Hugin strategy is adopted as the message passing strategy for the 
inference on the junction tree. Assume the states of robots are irrelevant with each 
other at the beginning. The overall decentralized solution is implemented in terms of 
Hugin algorithm as follows. 

1. Initialization 
Each robot is informed the IDs of its neighbors in the communication chain. The 
potentials of the measurement cliques are initialized as the measurement likelihoods. 

For 1k = , the state potentials of all the robots are initialized in the same way. 
Take robot A for example. The state potential of robot A is initialized as 

0 1 0( ) ( | )A A Ap x p x x
.
 

 

Fig. 2. The junction tree for inference for time step k ( 1k ≥ ) for the example in Section 3, 

with the initial potentials of the cliques given for 2k ≥ . The dotted lines illustrates the 
allocation of the cliques to the robots. The arrows with dark head stand for the message passing 
involving communication between robots, while the arrows with simple head represent the 
message passing between cliques held by the same robot.  

For 2k ≥ , the state potential of the robot who holds the prior, take robot A for 

example, is initialized as 1 1 1 1( , , ) ( | )A B A A
k k k k kp x x p x x− − − − . The state potential for 

other robots, take robot B for example, is initialized as 1( | )B B
k kp x x − . 

2. Inference, 1k ≥  
When a robot makes an inter-robot measurement, it sends a measurement message to 
the observed robot. Each robot manipulates its state potential by the following 
operations. 
(1) Multiplying in the estimation message passed to it if there is any, and denoting the 
ID of the robot who passed the message to it as X. 
(2) Incorporating the measurement likelihoods if there is any, including intro-robot 
measurements and inter-robot measurements. 
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(3) Eliminating the older own state from the state potential. If there is another 
neighbor different from X, formulating an estimation message from the resultant 
potential and transmitting to that neighbor. Otherwise, the resultant potential gives the 
required state estimates of time instance k for all the robots. The state of this robot 
should be eliminated first when constructing junction tree for next cycle inference.  

5 Performance Evaluation and Analysis 

In this section, we perform simulations to validate our approach and analyze the 
performance in terms of accuracy, modularity, scalability and robustness.  

5.1 Simulation 

A conventional two-wheel veihcle model is used and the trajectories of robots are 
generated by setting waypoints. Three robots (labeled with A, B and C) are 
considered. Assume each robot has odometer for motion measurement. Robot A and 
robot B each has a range finder which can make range measurements to other robots 
lying within 150m. Robot B also has a GPS receiver. The standard deviations are: 
initial positions, 8m; velocity measurements, 0.6m/s; steering angle measurements, 
10degree; GPS measurements, 2m; range measurements, 0.1m. Data association for 
the range observations is assumed known. 

Fig. 3 provides the robot trajectories with and without cooperative localization, 
together with the ground truth. The cooperative localization errors for robot A in x-
axis and y-axis are given in Fig.4, together with the 3σ uncertainty. There is no inter-
robot range measurement relevant to robot  A before 15s, since the distances to the 
other robots are larger than 150m, beyond the limit of the range finder. After 15s, the 
localization error for robot A is reduced sharply and maintained small due to the 
fusion of the range measurements. The benefit of the cooperative localization is 
obvious. The accuracy of our decentralized solution is the same with a centralized 
EKF.  
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5.2 Analysis 

The proposed solution has following advantages.  

(1) Accuracy. The proposed solution is optimal in terms of the linearized system 
model of the cooperative navigation problem. However, the problem itself is actually 
a nonlinear problem, especially the observation equations of the inter-robot 
measurements. The loss of the accuracy due to the linearization can be reduced 
utilizing the relinearization technique. Each iteration of relinearization repeats the 
whole estimation process except the linearization points are updated as estimates of 
last iteration.  
(2) Modularity. No global knowledge of the robots team is required a prior, each 
robot can be constructed and programmed in a modular fashion, allowing dynamic 
system configuration. In the decentralized cooperative navigation solution, the 
communication requirements between robots are allowed to change dynamically, as 
long as the whole team can communicate in a chain structure.  
(3) Scalability. The proposed solution has good scalability especially among the 
centralized-equivalent solutions. The computation of data fusion is distributed to each 
robot pretty much evenly without any duplication. No broadcast is involved. The 
communication load is not only lower than most of the other centralized-equivalent 
solutions, but also is comparable with the solution in [7]. The communication of the 
inter-robot measurements in the two solutions is the same. The bulk of the 
communication of estimates is 22 ( )m Nd for the solution in [7] and 2( 1)( )N Nd−  for 

the solution in this work, where m  is the number of the inter-robot measurements, 
N is the number of the robots, and d is the state dimension for single robot. When it 
satisfies ( 1) / 2m N> − , which are common cases, our solution has lower 

communication costs.  
(4) Robustness. The communication chain can be built dynamically in each estimation 
cycle, imposing the least requirements on the connectivity of the robots. Each robot 
has a joint state estimate for the team, at most one estimation cycle earlier. As a result 
the cooperative localization could be restarted at any other robot when a robot fails.    

6 Conclusions 

In the paper, a novel decentralized solution to the cooperative localization problems 
of robot teams is investigated. The solution is designed by interlacing the calculation 
steps of prediction and update in a proper sequence. In the proposed solution, each 
robot fuses only the sensor data relevant to itself and shares estimation information 
with its neighbors on a chain communication topology. The solution is centralized-
equivalent, in the sense that it yields linear minimum mean-square error estimates, 
equivalent to a centralized extended Kalman filter given the same data. The solution 
has good scalability since there is no information redundancy and computation 
duplication among the robots. Each robot acts in a modular manner and the solution is 
robust to robot failure. The solution can also be viewed from the perspective of 
implementing inference on a specific junction tree.  
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A simulation scenario of three ground robots is designed to verify our approach. 
Our simulated system has time-synchronous measurements. However, the 
decentralized algorithm applies equally to real-world asynchronous systems, in which 
case time-alignment is performed by projecting forward the platform states (according 
to the motion model) to match the observation time-stamps. This is the same approach 
as is routinely applied in centralized filtering systems. The approach is not limited to 
the scenario described here; it can be applied to multiple aerial vehicles and multiple 
underwater vehicles as well. Also, the decentralized structure appears to be a general 
paradigm for decentralized estimation, like cooperative target tracking, cooperative 
exploration, etc. 
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Abstract. In this study, we developed a sound source localization system, 
which consists of Jellyfish-02 and HARK robot audition software, in order to 
reduce the number of wires for evaluating speech duration. Sound source 
localization performance of Jellyfish-02 is evaluated by precision, recall, and F-
measure. Performance of Jellyfish-02 is superior to conventional microphone 
arrays.  During the experiment, we found that F-measure becomes smaller as 
the number of speakers increases. We investigated the percentage of speech 
overlapped periods in natural conversation for the purpose of examining the 
applicability of the system to measure speech duration in group conversation. 
From the results, Jelyyfish-02 surpasses conventional microphone array in 
design and usability. It is potentially applicable for assisting group conversion 
by measuring duration of speech for each participant.      

Keywords: sound source localization system, group conversation, microphone 
array, communication support. 

1 Introduction 

Human beings are communicating with each other through conversation in daily life. 
In super aged society, group conversation plays very important role in order to 
achieve interactive communication. By sharing their experiences for collaborative 
learning may improve their cognitive function.  In our previous study, we developed 
a system that assists group conversation of older adults by evaluating speech duration 
and facial expression of each participant during conversation. Each participant in the 
system needs to wear a wired headphone. If the number of the participants increases, 
this system will become more complicated and cumbersome.  

In order to reduce the number of wires used for headphones in the system, we 
developed the robot, which is capable of artificial hearing function by localizing 
sound source. The sense of hearing has evolved and been maintained so that 
organisms can make use of sound in their environment not only for communication, 
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but also to glean information about the general acoustic milieu that enhances general 
survival [1]. Animals and human beings are ability of estimate sound source 
localization as a first step in behaving appropriately in response to the sound. In order 
to make artificial hearing system to robots, the robots should be capability of hearing 
their surrounding world by recognizing and understanding sound source environment 
by using microphones installed to them. In [2], researchers developed a real-time 3D 
sound localization system with miniature microphone array for virtual reality. There 
have been many research works and applications related to sound source localization 
[3-5].  Research works [6], [7] aimed to develop a capability of artificial listening to 
the robot, which is called by “robot audition”. Robot audition is considered as an 
essential function to understand the surrounding auditory world such as human 
voices, music, and other environmental sounds. In this study, our developed sound 
source localization robot system, which is called Jellyfish, consists of microphone 
arrays, programmed by robot audition software HARK (HRI-JP Audition for Robots 
with Kyoto University). We developed two versions of Jellyfish robot, which 
surpasses existing microphone arrays in design and usability. Jellyfish-01 is without 
cover and connected to the system by a wire, Jellyfish-02 is with dome-shaped cover 
and connected to the system by wireless.   

In this study, we evaluated sound source localization performance of Jellyfish-01 
and Jellyfish-02 robot by precision, recall and F-measure. We also investigated the 
percentage of speech overlapped periods in natural conversation for purpose of 
examining the applicability of the system to measure speech duration in group 
conversation [8]. 

This paper is structured as follows. Section 2 explains about a sound source 
localization Jellyfish robot to assist group conversation. Section 3 shows the 
experiment we conducted during this study. Section 4 demonstrates the results of this 
system. Section 5 concludes this paper.   

2 Jellyfish Shaped Sound Source Localization System 

In this study, our developed sound source localization system comprises Jellyfish 
shaped robot and robot audition software, called HARK shown in Fig.1. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Sound source localization system 

HARKJellyfish-02 
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Fig. 2. Microphone array used for sound source localization 

2.1 Jellyfish Shaped Robot  

We developed two version of Jellyfish robot, which is capable of localizing sound 
sources by microphone array. Version 1 of Jellyfish shaped robot was connected to 
the system by a wire and without top cover. Version 2 of Jellyfish robot is shown in 
Fig.1, and making wireless connection to the system with covered dome-shaped like 
the umbrella of a jellyfish. We programmed the Jellyfish robot by using HARK 
software platform. 

Jellyfish-02 shown in Fig.2 is a robot whose top is covered with a dome like the 
umbrella of a jellyfish with a diameter of 250 mm. It consists of eight microphone 
arrays, two batteries of 5V (SANYO KBC-L54D), wireless LAN (IEEE 802.11) and 
stand-up tool such as a tripod shown in Fig.2. In the system, sampling rate is 16 kHz, 
and sampling resolution is 24bit. The tripod is attached below the packaged 
microphone arrays. 

2.2 “HARK” Robot Audition Software [6, 7]  

The HARK robot audition software system developed by HRI-JP Audition for Robots 
with Kyoto University is an open-sourced robot audition software consisting of sound 
source localization modules, sound source separation modules and automatic speech 
recognition modules of separated speech signals that works on any robot with any 
microphone configuration.  

Since a robot with ears may be deployed to various auditory environments, the robot 
audition system should provide an easy way to adapt to them. HARK provides a set of 
modules to cope with various auditory environments by using an open-sourced 
middleware, FlowDesigner, and reduces the overheads of data transfer between 
modules. 
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HARK has been open-sourced since April 2008. The resulting implementation of 
HARK with MUSIC-based sound source localization, GHDSS-based sound source 
separation and Missing-Feature-Theory-based automatic speech recognition (ASR) on 
several robots like HRP-2, SIG, SIG2, and Robovie R2. Recognition of three 
simultaneous utterances in real time has been achieved.  

HARK has following features, 

• Audio Signal Input 
• Sound Source Localization 
• Sound Source Separation 
• Acoustic Feature Extraction 
• Automatic Missing Feature Mask Generation 
• Speech Recognition Client 

3 Experiments 

In order to compare our developed systems, which include Jellyfish-01 and Jellyfish-
02, with conventional microphone array, we did several experiments. Jellyfish -02 is 
improved by some characteristics, such as design and communication method from 
Jellyfish-01. We examined the developed system, which is sound source localization 
used for a tool of assisting to group conversation in design and usability. In order to 
verify the system, we evaluated performance of sound source localization of Jellyfish 
-01 and 02 by precision, recall and F-measure with the same specifications.  

Fig.3 shows experimental setup conducted during the experiments. 
 

 

Fig. 3. Experimental setup 
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In the experiments of evaluating performance of sound source localization, a 
speaker is assumed that one to three people conducted to the experiment. Utterance 
used in the experiment is the following text, which is often used in a meeting, it was 
measured using the Jellyfish-01 and Jellyfish-02 by telling several times loudly these 
sentences. 

 
• I will start the meeting now. 
• I will describe the projects today. 
• Do you have any questions? 
• We would like to hear the opinions of other people. 
• I will end the meeting with this. 

 
During all the experiments, we installed a video camera, in order to have reference 
system, each participant asked to wear IC recorder. In the middle of hexagonal table 
with a radius of around 1m, Jellyfish robot, sound source localization system is put 
and distance of 1m from the subject. Sound localization resolution of HARK is 5 
degree. Seat arrangements of the experiments are shown in Fig.4, in which the subject 
asked to sit in interval by 30 degrees between seats. Seat arrangements are also 
measured combination of angles, which are summarized in Table.1.  

 

 

Fig. 4. Seat arrangements of the experiments 
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Table 1. Measured Combinations of Angles 

Table 2. F-measure of Sound Source Localization 

4 Results 

In order to investigate the effect on sound source localization performance, we 
calculated F-measure of two developed system (Jellyfish-01 and Jellyfish-02) with 
same specification features. Experimental results are shown in Table 2. 

From this table, we could see easily F-measure of Jellyfish-02 is greater than that 
of Jellyfish-01 in all the experiments. It can be said that the accuracy of source 
localization of Jellyfsih-02 is better than Jellyfish-01 from the results. From the 
performance evaluation of the sound source localization experiments, Jellyfish-02 is 
effective to use as a tool for group conversation support compared to traditional 
microphone array. 

In addition, when the number of people conducted to the experiment increases, F-
measure decreases in both systems. It shows that performance of sound source 
localization is depending on how overlapping speech conversation.  

Therefore, we conducted sound source localization experiments in natural 
conversation, to determine speech duration of each participant and overlapped period 
among group conversation. This experiment was carried out using the co-imagination 
method [9-10]. Co-imagination method supports interactive conversation through 
bringing feelings with images according to the theme, where allocated periods and 
turns for each participant are predetermined, so that all participants play both roles of 
speakers and listeners. 

1 Person 2 People 3 People 

 Person-1 Person-2 Person-1 Person-2 Person-3 

00 00 300 00 300 600 

300 00 600 00 300 900 

600 00 900 00 300 1200 

900 00 1200 00 300 1500 

1200 00 1500 00 300 1800 

1500 00 1800 00 600 1200 

1800   00 600 1500 

2100   00 600 1800 

2400   00 600 2100 

2700   00 600 1800 

300   00 900 2100 
330   00 1200 2400 

 1 Person 2 People 3 People 
Jellyfish-01 0.85 0.62 0.35 

Jellyfish-02 0.89 0.71 0.62 
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Fig. 5. Results of overlapped periods 

Table 3. Adjusted F-measure of Sound Source Localization 

 

 
 
 
 

In this experiment, the subjects sat on the position of 00 , 1200 , 2400 degree of table 
with a radius of 1m, as well as performance evaluation experiment of sound source 
localization is conducted by 6 times. The results of this experiment is shown in Fig.5.  

From Fig.5, we could see that the percentage of the period where only one person 
spoke was 81.3% amonf whole period of the conversation. That os the period where 
two people utterred simaltaneously was 16.7%. That of the period where three people 
spoke overlapped was 1.94%. Adjusted F-measure of sound source localization is 
determined in Table 3. From these results, Jellyfish-02 is possible to assist the group 
conversation by measuring duration of speech for each participant based on its 
capability of sound source localization. 

5 Conclusions 

In this study, we developed a sound source localization system, which consists of 
Jellyfish-02 wireless microphone array and HARK robot audition software, to assist 
the group conversation. Several experiments are conducted to evaluate performance 
of the sound source localization. It was shown that the sound source localization 
accuracy of Jellyfish-02 is superior to conventional microphone arrays by evaluating 
precision, recall, and F-measure. However, the F-measure decreases when the number 
of subjects increases. This means that degradation of sound source localization 
accuracy is depending on how overlapping speech of conversation. 

Therefore, we conducted a sound source localization experiments in natural 
conversation to investigate the ratio of multiple utterances of human overlap among 
natural conversation. As a result, overlapping speech duration among three people is 
less, and can be used for feedback of the group conversation in future. 

 Jellyfish-01 Jellyfish-02 
F-means 0.80 0.85 
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This study shows that the sound source localization system using Jellyfish 
microphone array is effective for measuring speech duration based on localized 
speech, and can be applicable for assisting tool of group conversation.  

In the future, we will integrate this system with eye tracking system and 
acceleration sensors such as respiration sensors in order to make an effective 
algorithm to analyze and support an interactive conversation system for older adults.  
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Abstract. In this paper, we present a simple and effective way of implementing 
an adaptive tracking controller based on the PID for mobile robot trajectory 
tracking. The method uses a non-linear model of mobile robot kinematics and 
thus allows an accurate prediction of the future trajectories. The proposed 
controller has a parallel structure that consists of PID controller with a fixed 
gain. The control law is constructed on the basis of Lyapunov stability theory. 
Computer simulation for a differentially driven non-holonomic mobile robot is 
carried out in the velocity and orientation tracking control of the non-holonomic 
WMR. The simulation results of wheel type mobile robot platform show that 
the proposed controller is more robust than the conventional back-stepping 
controller to show the effectiveness of the proposed algorithm.  

Keywords: Trajectory tracking, Mobile robot, Lyapunov, Non-holonomic, 
Kinematics. 

1 Introduction 

In the last decade years, wheeled mobile robots have many application fields in 
industrial and service robotics, particularly when flexible motion capabilities are 
required on reasonably smooth grounds and surfaces (Wang, 1994). They are 
especially necessary for tasks that are difficult and dangerous for men to perform. 
Many researchers have shown interest in mobile robots. Most of them have focused 
on trajectory tracking—to control the robot to follow a desired trajectory, and point 
stabilization—to stabilize a robot at a desired point (Wang, 1994 ; Dixon et al., 2001).  

In this paper, the adaptive following control is used as a following controller of 
mobile robot (Ge et al., 2003; Slotine et al., 1991; Pourboghrat et al., 2000). And also, 
a classical PID approach is applied for the path-following controller, which is the 
control strategy most frequently used in the industry. A very simple model of the 
mobile robot kinematics is used and thus a robust PID tuning is necessary. PIDs 
advantages include simplicity, robustness and their familiarity in the control 
community. Because of this, a great deal of effort has been spent to find the best 
choice of PID parameters for different process models. The structure of the  
newly proposed control algorithm of nonlinear PID-based adaptive control is shown 
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in Fig. 3. This control algorithm has the characteristics such as simple structure, little 
computation time, and continuous auto-tuning method of the PID controller. 

The paper is organized as follows: In Section 2, we discuss the model 
transformation of the systems including the kinematics of the mobile robot and the 
problem of designing controller based on Lyapunov techniques and PID, and Section 
3 deals with several results to show that the proposed method is effective. Finally, 
some conclusions are drawn in Section 4. 

2 Designing Controller of Mobile Robot 

A two-wheel differential drive mobile robot was chosen as the object in this paper. Its 
wheel rotation is limited to one axis. Therefore, the navigation is controlled by the 
speed a change on either side of the robot. This kind of robot has non-holonomic 
constraints. The kinematics scheme of a two-wheel differential drive mobile robot is 
as shown in Fig. 1, where {O , X , Y} is the global coordinate, mv  is the velocity of 

the robot centroid, ω  is the angular velocity of the robot centroid, lv  is the velocity 

of the left driving wheel, rv  is the velocity of the left driving wheel, L  is the 

distance between two driving wheels, R  is the radius of each driving wheel, ix  and 

iy  are the position of the robot, iθ  is the orientation of the robot, and mω  is the 

angular velocity. According to the motion principle of rigid body kinematics, the 
motion of a two-wheel differential drive mobile robot can be described using 
equations (1) and (2), where ,m lω  and ,m rω  are angular velocities of the left and 

right driving wheels respectively. 

mω mv

( , )i iC x y

L

lv

rv

iθ

Y

X
O

R

 

Fig. 1. Kinematics scheme of differential drive mobile robot 
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The non-holonomic constraint equation of the robot is as tracking: 

sin cos 0i ix yθ θ− =      (3) 

Moreover, we can define the dynamic function of the robot as formula (4). 
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Rewriting the equation (4), we can express the Jacobian matrix as (5) 
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All variables are interrelated in equation (5), which causes the controller design to be 
more complex. Therefore, equation (5) should be decoupled. For iθ  is only related to 

mω , ix  and iy  are only related to mv . 

Let us denote the current position of the mobile robot as mp , the velocity as mp . 

The Cartesian velocity mp , is represented in terms of joint variables as (6). So, the 

kinematics model of the robot is as tracking: 

( )m m mp J p q=      (6) 

cos 0

sin 0 ( )

0 1

i i
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i i m m
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i

x
v
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θ
θ
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    = =           


 


    (7) 
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Therefore, in order to obtain the real-time position of the robot, we can control the 
control law as [ , ]T

m m mq v ω= . 

The tracking is the way to get the desired inputs of the mobile robot system 
mathematically. The issue of mobile robot trajectory tracking can generally be 
transformed into tracking one reference mobile robot. To assume the robot current 
position to be , ,

T
m i i ip x y θ=    , and the speed to be [ , ]T

m m mq v ω= , the reference 

mobile robot position is [ ], , ,
T

m r r r rp x y θ= , and the speed to be , [ , ]Tm r r rq v ω= , as 

shown in Fig. 2. 

mω

i

m i

i

x

p y

θ

 
 =  
  

,

r

m r r

r

x

p y

θ

 
 =  
  

eθ

Y

XO

er

 

Fig. 2. Position error of mobile robot under Cartesian coordinate 

To order [ , , ]T
e e e ep x y θ= [ , , ]T

r i r i r ix x y y θ θ= − − − , and the mobile robot position 

error equation (8) is obtained from the geometric relationship shown in Fig. 2. The 
reference state in the robot coordinate is expressed as follow by the transformation 
from the world coordinate to the robot coordinate. 

( )

( )

,

,

cos sin 0

sin cos 0

0 0 1

e

e e m r m

e

e m r m

x θ θ
p y θ θ p p

θ

T p p

   
   = = − −   
     

= −

    (8) 

Then the position error differential equation is as tracking: 
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    (9) 

Trajectory tracking of mobile robot based on kinematics model is to search the 
bounded input as [ , ]T

m mq v ω= , that causes position error vector, [ , , ]T
e e e ep x y θ=  

to be bounded, and lim [ , , ] 0T
e e e

t
x y θ

→∞
= , with arbitrary initial error and the equation 

(9) controlled by the control law. 
By using the error vector ( , , )e e e ep x y θ= , the tracking curve in the robot coordinate 

can be calculated as follow; 

cose m er v θ= −  

sinm e
e m

e

v

r

θθ ω= − +  

sinm e
r

e

v

r

θθ =  

 (10) 

A Lyapunov candidate function is defined as in equation (11). 

2 2 21 1
1 2 2 2 ( )e e rV V V r hλ θ θ= + = + +   (11) 

1 2 ( )e e e e r rV V V r r hλ θ θ θ θ= + = + +       (12) 

sin ( )
cos [ ]m e e r

e m e e m
e e

v h
V r v

r

θ θ θλ θ θ ω
θ

+
=− + − + ⋅   (13) 

where 1V  means the error energy to the distance and 2V  means the error energy in 

the direction.  
Let us substitute equation (12) into the corresponding part in equation (12), it 

results in equation (13). Note that 0V <  is required for a given V  to be a stable 
system. On this basis, we can design the nonlinear controller of the mobile robot as in 
equation (14),(15). 

( cos ), ( 0)m e ev rγ θ γ= >   (14) 

cos sin
( )e e

m e e r
e

k h
θ θω θ γ θ θ

θ
⋅

= + + , ( , 0)k h >  (15) 

Therefore, using this controller for the mobile robot, V  approaches to zero as 
t → ∞ ; er  and eθ  also approach almost to zero as shown in (16). 
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2 2 2( cos ) 0e e eV r kλ γ θ θ= − − ≤    (16) 
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Fig. 3. Control system diagram 

In this paper, we use a PID algorithm for controlling position and velocity of the 
mobile robot platform. Using the PID algorithm, we can control the important system 
characteristics, let say us, rising time, steady state error, system stability, etc. Each 
term in the control algorithm has a different effect on the system characteristics (Yu et 
al., 2012). In the PID control, the input for control of a standard PID controller in 
continuous time is stated as in equation (17). 
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   (17) 

where ( )e t represents error signal that is the difference between desired input and 

output signal. For the digital control PID equation in discrete time is expressed as 
equation (18). 

2( ) ( ) ( ) ( )p i dm k K e k K e k K e kΔ = Δ + + Δ    (18) 

0 1 2( ) ( ) ( 1) ( 2)m k v e k v e k v e kΔ = + − + −    (19) 

where 0 p i dv K K K= + + , 1 2p dv K K= − − , and 2 2 dv K= . 

( )m t

( )pK e t

0
( )

t

iK e dτ τ

( )d e t
K

dt

( )m tΔ

 

Fig. 4. PID controller diagram 
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3 Mobile Robot Experiments 

The reference track is as, straight line of y x=  and curveline of 
2 2 2( 0) ( 0.5) 1.25x y− + − = respectively, the reference velocity is as 0.5[ / ]rv m s= , and 

the reference angular velocity is as 0.2[ / ]r rad sω = . While the initial velocity of the 

mobile robot is as 0.5mv = , and the initial angular velocity of the mobile robot is as 

0.3mω = , the initial position for the mobile robot is as 1, 1.5x y= = .  

 

Fig. 5. Compared experiment results of robust PID tuning with ordinary PID and Conventional 
back-stepping method 

The experimental results are shown in Fig. 5. The proposed algorithm in this paper 
compares with ordinary PID and conventional back-stepping method, we can see 
clearly from Fig. 5. When a mobile robot tracks a straight line, proposed method and 
conventional back-stepping method has the similar effect from Fig. 5, however 
ordinary PID and the conventional back-stepping method aren’t stability. Meanwhile, 
from Fig. 5, we can see it clearly that proposed method has less error and more 
smoothness than conventional back-stepping method and ordinary PID. So the former 
has better stability and better tracking precision than the latter. 

It is important to note the good performance of the controller in spite of the very 
simple non-linear model used for the computation of the control law. This type of 
model simplification is very important when a simple and low-time consuming 
control law is needed because of processor limitations.  
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(a) Conventional back-stepping method 

 
(b) Proposed method 

Fig. 6. Trajectory error of mobile robot 

  
(a) Conventional back-stepping method 

  
(b) Proposed method 

Fig. 7. Angular and Linear velocity error of mobile robot 
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Figure 6 shows the outputs and control inputs that make the mobile robot follow 
desired trajectory. It should be noted that the proposed method and conventional 
back-stepping method displacements are brought to zero in 3 [sec] and 7 [sec] in Fig. 
8, respectively. Figure 7 shows the convergence of the tracking error variables with 
proposed method. It is clear that the performance of the system has been improved 
with respect to conventional back-stepping method. As the proposed controller 
requires no prior information about the dynamics of the vehicle. The validity of the 
proposed controller has been evidently verified.  

4 Conclusion 

This paper presents an adaptive tracking controller for mobile robot based on a robust 
PID method. The proposed controller has a parallel structure that consists of PID 
controller with a fixed gain. The principal advantage of the present methodology is 
that it uses a very simple model for the mobile robot which allows the tuning of a 
simple PID controller. The new method for the robust tuning of the PID controller is 
based on classical concepts and can be applied to integrative process plus a delay. The 
simple and clear control laws lead to simplicity of adjusting the parameters to achieve 
the desired performance including the tracking error and control signals. Stability of 
system has been guaranteed by appropriate choice of Lyapunov functions. 
Simulations have shown robustness and efficiency of this method. For the future 
work, robust tuning and position estimation should be considered to realize more 
accurate motions of mobile robots.  
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Abstract. In this paper we present a new method to address the monoc-
ular SLAM problem by a non-Gaussian filtering approach. In the pro-
posed method, the distribution of a robot position is efficiently sampled
based on the method offered by the unscented Kalman filter. Attached
to each sample, for each landmark, a line segment is considered to rep-
resent the uncertainty of the landmark. In another word, the robot po-
sition distribution is acceptably assumed Gaussian and the distributions
of landmarks are assumed to be uniform over line segments. We offer
a near to optimal method to trim the line segments and reduce their
uncertainties (lengths) at each time step. The high performance of the
algorithm will be proved through simulation and experimental results.

1 Introduction

The monocular SLAM problem in which only bearing measurements of land-
marks are available have been addressed in many works in recent years. How-
ever, each of them has its own shortcomings. The main problem concerning the
bearing SLAM is how to deal with the large uncertainties of landmarks which
varies between zero and infinity at their initialization times.

Previous approaches to handle the fusion problem of bearing-only SLAM are
divided into the delayed and un-delayed methods. Delayed methods postpone the
modification of the hypothesized robot position until they get a reliable depth
measurement of landmarks [1]; whereas, un-delayed methods which are more
recent try to decrease the uncertainty of the robot position from the beginning.
Most of the proposed un-delayed methods are based on Extended Kalman filters.

Sola et al. assumed separate entries for different depth hypotheses of a land-
mark in the estimated vector of the EKF filter [8]. Clearly, this method can cause
ambiguities if two different landmarks lie on the same ray. Therefore, Kwok et al.
in [4] proposed another method based on the Gaussian Sum filter (GSF) which is
the extension of the EKF if the uncertainties can be expressed as a weighted sum
of a set of individual Gaussians. In their method, the uncertainty of each land-
mark is modeled by the summation of a set of Gaussians placed along the ray by
which the landmark is observed. Depending on the maximum depth uncertain-
ties, the number of the Gaussians is increased. Hence, the GSF based method has

J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 550–561, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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an exponentially growing complexity with respect to the number of landmarks
and the maximum depth uncertainties. As a result, using this method in outdoor
environments in which the depth uncertainties are high, could be impractical.

Civera et al. [2] offered a new perspective to use inverse depth parametriza-
tion of landmark positions in the estimated vector. This method works well if
the landmarks are initialized far from the camera depending on the speed of
the robot. In other word, if the robot approaches a close landmark before its
uncertainty is reduced enough, the landmark can be localized behind the cam-
era (negaive depth) and the algorithm diverges. Additionally, for the landmarks
which have distances less than one meter and half, the algorithm diverges in the
first steps. The explanation of this behavior is simple, the inverse depth method
maps all distances between 1 to infinity to the interval [0,1], whereas, depths
between 0 and 1 will be mapped the interval [1,+∞] which gives rise to a severe
non-linearity which cannot be handled by EKF filters. Parsly et al. claimed in [7]
that the problem of the negative depth can be tackled by applying a logarithmic
parametrization for the depth. But, obviously, this method stiill sufferes from
the problem of close landmarks due to the extreme nonlinearity of the logarithm
function about one. On the other hand, they did not also provide any practical
results to support their claims.

Recently, some methods have also been offered which utilize a sole camera
to solve the monocular SLAM problem up to a scale factor. They use camera
motion estimation methods ([6]) to estimate the motion of a camera up to a
scale factor. Then, by bundle adjustment methods, they modify the path and
the landmark positions up to a scale. Strasdat et al. offered a monocular SLAM
method for the relatively simple case that the camera has mostly side motions
[9]. They also used inverse depth parametrization to initialize features. Zaho et
al. in [10] offered a delayed method named parallax angle parametrization, in
which they have relied on a high quality visual odometry which is not realistic
in most of practical cases.

In this paper, we offer a robust method for 2D scenarios in which the land-
mark uncertainties are modeled by line segments of which orientations have small
uncertainties (proportional to measurement noises). In our algorithm, a robot
position is sampled in a way similar to the unscented Kalman filter method [3].
Attached to each sample, a set of line segments is considered to present the un-
certainties of the landmark positions. The line segment angles are kept almost
constant as their values at their initialization times. To reduce the uncertainty of
a landmark position, the length of a line segment is reduced near to optimally by
calculating the PDF of the intersection points of the line segment and the lines
through which the related landmark is observed at the other robot positions.
Furthermore, inspired from Fast SLAM 2.0 method [5], we incorporate recent
measurements to obtain posterior distributions for the odometry data and to
determine the weights of samples. It should be mentioned that UKF filters can-
not be applied directly if we are dealing with high depth uncertainties. Since a
landmark position uncertainty cannot be represented in a Gaussian form, but
it looks like a distribution over a trapezoid. On the other hand, as the number
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of landmarks increases, the computation load increases extremely in such a way
that they cannot be used online.

The paper is organized as follows: In section II, the setup of the monoc-
ular SLAM problem using line segments is introduced. Section III formulates
a recursive algorithm including three steps to localize robot and landmarks
simultaneously. Section IV shows the performance of the proposed algorithm
in comparison with the inverse and logarithmic depth parametrization meth-
ods through the simulation. In section V, the results of the real time imple-
mentation of the algorithm on a real robot is presented. Section VI concludes
this paper.

2 Statement of Monocular SLAM Using Line Segments

Assuming a mobile robot in a 2D space, the robot position can be stated by
three parameters xR, yR, θR, where xR, yR show the absolute location of the
robot on the X−Y plane and θR gives the orientation of the robot with respect
to the X axis. The motion of the robot is controlled by the linear velocity uf,k
(m/step) and the angular velocity ur,k (rad/step). Considering these parameters,
the motion model of the robot in a discrete time case will be as follows:

xRk+1 = xRk + uf,k cos θ
R
k

yRk+1 = yRk + uf,k sin θ
R
k ; k = 0, 1, 2, ...

θRk+1 = θRk + ur,k (1)

uf,k and ur,k are usually provided by odometry or IMU sensors and as we know
the measurements they provide includes some uncertainties. Therefore we can
write:

uf,k = ūf,k + ũf,k; ur,k = ūr,k + ũr,k (2)

where ūf,k and ūr,k are the measured speeds and ũf,k ∼ N (0, σ2
ũf
) and ũr,k ∼

N (0, σ2
ũr
) are their uncertainties modeled as Gaussian processes.

In the case of bearing only measurements (e.g. using a monocular camera), if
a set of landmarks such as {L1, ..., LM} which are uniquely identifiable can be
extracted, the available measurements will be {φ1,k, ..., φM,k}. Then, the math-
ematical model of the measurement is obtained as follows:

φj,k = tan−1
yLj − yRk
xLj − xRk

− θRk + vk; j = 1, ...,M (3)

where (xLj , y
L
j )s represent the absolute positions of the jth landmark (initially

unknown), vk is the measurement noise assumed to be normal N (0, σ2
v).

Now, the problem is the estimation of the robot and the landmark positions,
given the following measurement sequence:

{Φj,k} ≡ {Φ1,k, ..., ΦM,k}; Φj,k = {φj,k, φj,k−1, ..., φj,0}
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Speaking in probabilistic terms, by definition of the vectors xRk = [xRk yRk θRk ]
T

and xLj = [xLj yLj ]
T and considering the fact that the landmark positions are in-

dependent the following PDF (probability density function) should be estimated:

p(xRk , {xLj,k}|{Φj,k}) = p({xLj,k}|xRk , {Φj,k})p(xRk |{Φj,k}) (4)

The above decomposition can be simply verified using the Bayesian rule. The
term p(xRk |{Φj,k}) can be presented by a set of N weighted samples as follows:

p(xRk |.) ≈
N∑
i=1

wix
R
k,i;

N∑
i=1

wi = 1 (5)

Now assuming that the robot observes a landmark such as Lj for the first time
at the time step l, from Eq. (4) it can be inferred that given the sample xRl,i, the

landmark should lie on a line which starts at (xRl,i, y
R
l,i) and goes to infinity at

the angle αj,i,l = θRl,i + φj,l. Obviously, given θRl,i, the uncertainty of αj,i,l will
only be related to the measurement noise.

Before proceeding the development of the algorithm, we define the following
notation for the line segment related to Lj :

x̄Lj ≡ Γ (xLj,0, λj , αj) (6)

where xLj,0 = [xLj,0 y
L
j,0]

T represents the starting point of the line segment with
the length λj and the angle αj,l with respect to the X axis.

3 Simultaneous Modification of Line Segments and
Robot Position

The estimation of Eq. (4) can be done in a recursive algorithm which consists of
three steps as follows:

– Using line segments {x̄Lj,l,k}, new measurements {Φj,k+1} and the prior distri-
butions of control inputs ũf,k and ũr,k, to obtain their posterior distributions
such as ũpf,k and ũpr,k and also to weight the samples.

– Using the posterior distributions of the input controls, to trim line segments
given the new measurements.

– Resampling the obtained posterior distribution.

3.1 Sampling

Since our method is based on the sampling of the distribution of a robot posi-
tion, we discuss briefly the sampling method which utilizes a minimal number of
samples. A well established method for efficient sampling of a Gaussian distribu-
tion is utilized by unscented Kalman filter in which the sigma points of a joint
Gaussian distribution are chosen as samples. In the UKF sampling method, from
a vector with the length n, 2n+1 samples are obtained. Consequently, given the
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robot position vector [xRk , y
R
k , θ

R
k ]
T with the distribution xRk ∼ N (x̄Rk , Σ), seven

samples can be obtained as follows:

xRk,0 = x̄Rk ; x
R
k,r = x̄Rk +

(√
3

1− w0
Σ

)
r

; xRk,r+3 = x̄Rk −
(√

3

1− w0
Σ

)
r

(7)

where w0 = 1
3 , wr = wr+3 = 1

9 , r = 1, 2, 3 and (.)r is the rth column of the
matrix.

3.2 Intersection of Two Line Segments under the Uncertainties of
Parameters

From Geometry, we know that a point in a space can be localized if it can be
observed from two different known positions. Clearly, the point will be on the
intersection of two lines through which it is observed. However, if the two posi-
tions have uncertainties, it is required to approach the problem in a probabilistic
context.

In the following, we discuss given a sample such as xRk,i from p(xRk |.), uf,k,
ur,k and {Φj,k}, what would be the distribution of the intersection points. We
know that a line equation can be presented in a vector form as follows:

x = x0 + dp (8)

where x = [x y]T represents the point locations on the line, x0 = [x0 y0]
T is

a known point of the line, d is a scalar depth variable and p = [p1 p2]
T is a

vector which stands for the orientation of the line. In a line equation, the depth
parameter varies between −∞ and +∞. For a line segment, however, it lies in a
limited interval such as [dmin, dmax].

We should mention that in the line segment method once a landmark at the
time step l is initialized with a line segment such as x̄Lj,l,k, its orientation is kept
almost constant but its starting point and the depth parameter will be changed
by receiving the new measurements. The changes of these parameters are based
on the intersection point of the two lines: x̄Lj,l,k,i and the line at where the same

landmark at the new robot position is observed (x̄Lj,k+1,i). For the simplicity, we
remove the index i and also replace the indexes (j, l, k) and (j, k+1) with 1 and
2. Therefore, based on Eq. (8), the line equations will be as follows:

xL1 = xL1,0 + d1p1; xL2 = xL2,0 + d2p2 (9)

where xL2,0 = [xRk+1 yRk+1]
T , p1 = [cosα1 sinα1]

T with α1 = θRl + φj,l and

p2 = [cosα2 sinα2]
T with α2 = θRk+1 + φj,k+1.

Eq. (9) can be solved for d1 as follows:

[
p1| − p2

] [d1
d2

]
=

[
ΔxL

ΔyL

]
(10)
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where ΔxL = xL2,0 − xL1,0, ΔyL = yL2,0 − yL1,0. The solution for d1 is:

d1 =
ΔxL sinα2 −ΔyL cosα2

sin(α2 − α1)
(11)

Using Eq. (1) and Eq. (11), the following equation can be obtained:

d1 =
Δx sin(ᾱ2 + α̃2)−Δy cos(ᾱ2 + α̃2) + (ūf,k + ũf,k) sin(ᾱ2 − θRk + α̃2)

sin(Δᾱ +Δα̃)

(12)

where Δx = xRk − xL1,0, Δy = yRk − yL1,0, Δᾱ = ᾱ2 − ᾱ1 and Δα̃ = α̃2 − α̃1.

ᾱ1 = θ̄Rl + φ̄j,l, α̃1 ∼ N (0, σ2
v) and ᾱ2 = θRk + ūr,k+ φ̄j,k+1, α̃2 ∼ N (0, σ2

v +σ2
ũr
).

3.3 Posterior Distributions of ũf,k and α̃2 Given the Landmark
Positions

To minimize the uncertainty of the robot position at each time step, we use Eq.
(11) to obtain posterior distributions for ũf,k and α̃2. Solving Eq. (12) for ũf,k
and α̃2 results in the following equations:

ũf,k =

d1 sin(Δᾱ+Δα̃)−Δx sin(ᾱ2 + α̃2)+
Δy cos(ᾱ2 + α̃2)− ūf sin(ᾱ2 − θRk + α̃2)

sin(ᾱ2 − θRk + α̃2)
(13)

α̃2 = tan−1

Δx sin ᾱ2 −Δy cos ᾱ2+
(ūf,k + ũf,k) sin(ᾱ2 − θRk )− d1 sin(Δᾱ − α̃1)

−Δx cos ᾱ2 +Δy sin ᾱ2+
uf cos(ᾱ2 − θRk ) + d1 cos(Δᾱ − α̃1)

(14)

Calculation of the posterior distributions of ũf,k and ũr,k from the above
equations are not straight forward. Nevertheless we can calculate 2σ equivalent
boundaries for them. Given the 2σ borders of ũf,k, α̃1, α̃2 and a line segment
such as x̄Lj,l,k,i, we define the following intervals:

Σuf
= [−2σũf

, 2σũf
]; Σα1 = [−2σα̃1 , 2σα̃1 ]

Σα2 = [−2σα̃2 , 2σα̃2 ]; Σd,j,i = [0, λj,l,i,k]

By plugging the eight combinations of the borders of Σα1 , Σα2 and Σd,j,i into
Eq. (13), eight values for ũf,k are obtained. Consequently, an interval including
the minimum and maximum of the eight values can be formed as follows:

Rũf,k,j
= [ũf,k,j,min, ũf,k,j,max]
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For each landmark a similar interval can be obtained. Obviously, the best
valid interval can be obtained by the intersection of all these intervals with the
prior interval of ũf,k:

Rũf,k
= [ũf,k,1, ũf,k,2] =

(⋂M
j=1 Rũf,k,j

) ∩ Σũf,k
. Using Rũf,k

, finally we can
obtain the following posterior distribution for ũf,k

ũpf,k ∼ N (
ũf,k,1 + ũf,k,2

2
,
(ũf,k,1 − ũf,k,2)

2

4
) (15)

Using the same procedure, a posterior distribution for α̃2 denoted as α̃p2 is ob-
tained. Since α̃2 = ũr,k + φ̃j,k and since φ̃j,k is a zero mean random Gaussian
variable, the best posterior estimation ũpr,k is equal to α̃p2.

To weight the samples, we utilize the Mahalanobis distance between the prior
and posterior distributions. We should remind that the obtained posterior dis-
tributions are for a given sample. To be more specified, we add the index i to
posterior distributions ũpf,k,i and α̃p2,i. Consequently, the weight of the sample i
will be:

wi,k+1 = ηwi,k exp[−
(ūpf,k,i − ūf,k)

2

2σ2
f,i

− (ᾱp2,i − ᾱ2,i)
2

2σ2
r,i

] (16)

where σ2
f,i = σ2

ũp
f,k,i

+ σ2
ũf,k

, σ2
r,i = σ2

α̃p
2
+ σ2

α̃2
and η is a normalization factor.

3.4 Optimal Trimming of Line Segments

After obtaining the posterior distributions for ũpf,k and ũpr,k, now we should

obtain the projection of p(xRk+1|xRk , ũpf,k, ũpr,k) on each line segment. We drop
the upper index p in the following for the sake of simplicity.

d1 is a random variable which is a function of three random variables α̃1, α̃2

and ũf,k. If |α̃1|, |Δα̃| < 0.15, Eq. (11) can be written as follows:

d1 ≈ A

B + CΔα̃
=

Ā+ Ã

B + CΔα̃
(17)

where

Ā = Δy cos ᾱ1 −Δx sin ᾱ1 + ūf,k sin(ᾱ1 − θRk ),

Ã = (−Δy sin ᾱ1 −Δx cos ᾱ1 + ūf,k cos(ᾱ1 − θRk ))α̃1 + ũf,k sin(ᾱ1 − θRk )

= γ1α̃1 + γ2ũf,k,

B = sinΔᾱ, C = cosΔᾱ

The above approximations for larger Δα̃ will be gradually violated. However,
since sin(.) function compresses a zero mean random variable towards zero, using
the approximation in the derivation of the equations means that we considered
larger uncertainties rather than the real case which makes our calculation still
valid but not optimal.
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In Eq. (17) A has a Gaussian distribution: N (Ā, γ2
1σ

2
α1

+γ2
2σ

2
ũf,k

). If we obtain

the distribution of p(d1|A) then p(d1) can be calculated as follows:

p(d1) =

∫
p(d1|A)p(A)dA (18)

The above equation means to convolve p(d1|Ā) with a Gaussian kernelN (0, γ2
1σ

2
α1

+ γ2
2σ

2
ũf,k

). The convolution smooths and expands p(d1|A) proportional to the

standard deviation of the Gaussian. Therefore, we firstly calculate p(d1|Ā) and
with the mentioned consideration, trim the line segment optimally. Using the
random variable algebra, the PDF of d1 given Ā can be obtained as follows:

p(d1|Ā) = 1√
2πC2σ3

Δα̃

∣∣ Ā(Ā−Bd1)

d31

∣∣exp(− (Ā−Bd1)
2

2C2σ2
Δα̃

d21

)
(19)

In Fig. 1a, the PDF for A = 1, σΔα̃ = 0.1 and Δᾱ = 0, 0.1 can be seen.
The integral in Eq. (18) cannot be solved analytically. However, as we already
mentioned, it should look like p(d1|Ā) but smoothed and expanded (Fig. 1b). The
extrema points of p(d1) are the key-points to trim a line segment, considering
the fact that d1 should be always non negative.
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Fig. 1. (a) p(d1|Ā) for two different parallax angles. (b) p(d1|Ā) and p(d1) for Δᾱ = 0.1.
In both cases, the standard deviation of the random variables are: σũf,k = σα̃2 = 0.1
and σα̃1=0.001.

The PDF p(d1) has three extrema points if B �= 0. The extrema points can

be obtained by solving the equation ∂p(d2)
∂d2

= 0. Since the closed form of p(d1) is
not available, based on the above discussions, We firstly calculate the extrema of
p(d1|Ā) and then consider the effect of the uncertainty of Ā. Therefore we have:

∂p(d1|Ā)
∂d1

= 4σ2C2Bd31 + (ĀB2 − 6σ2
Δα̃C

2Ā)d21 − 2Ā2Bd1 + Ā3 = 0 (20)
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Fortunately, there are analytic solutions to cubic equations. The solution of
this equation always results in real roots one of which is at least positive. By back
substitution of the three roots in Eq. (17) three answers for Δα̃ such as Δ1α̃,
Δ2α̃ andΔ3α̃ are obtained. We can compensate the effect ofΔα̃ by recalculation
of Eq. (17) given Δrα̃ (r = 1, 2, 3). It results in three distances such as d2,1 <
d2,2 < d2,3. To compensate the effect of ũf,k we use its 2σ confidence region to
obtain the following term:

bj,r =

∣∣∣∣∣2σũf,k
sin(ᾱ2 − θRk )

sin(Δᾱ +Δrα̃)

∣∣∣∣∣ ; r = 1, 2, 3 (21)

Then we modify d1,r as follows:

d1,j,r =

{
d1,j,r − bj,r, if d1,j,r ≥ 0

d1,j,r + bj,r, if d1,j,r < 0
(22)

We sort the obtained values ascending: d1,j,1 < d1,j,2 < d1,j,3 and define the
following interval based on the two greatest values:

d̄1 = [d1,j,2, 2
d1,j,3 − d1,j,2

u(|Δα| − 2σΔα̃)
] (23)

where u(.) is a step function. After the calculation of the above interval, d̄1 is
intersected with the interval [0, λj,l,i] to obtain the updated line segment. In
Eq. (23), the infinity depth is preserved if the parallax angle is less than the
confidence region of Δα̃.

3.5 Resampling

We can fit a Gaussian distribution to the statistics including seven weighted
samples. To obtain a Gaussian distribution for the robot position based on the
statistics and also preserve the dependency between the robot position and land-
mark positions, we define the following vector for each set of robot sample and
the parameters of the line segment:

xi,j = [xi, yi, θi, x
L
j,i, y

L
j,i, α

L
j,i, λ

L
j,i]

T (24)

Consequently, the following mean vector and covariance matrix can be ob-
tained:

xj =
7∑
i=1

wixi,j ; Σj =
7∑
i=1

wi(xi,j − xj)(xi,j − xj)
T (25)

Then the new samples can be obtained as follows:

x0,j = xj ; xr,j = xj −
(√

9

2
Σj

)
r

; x3+r,j = xj +

(√
9

2
Σj

)
r
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where r = 1, 2, 3. Obviously, for all robot and landmark combinations the mean
and covariance of the robot position will be the same but we have to calculate
the mean vector and covariance matrices the way mentioned above, in order not
to lose the dependency between the robot position and the landmark positions.

4 Simulation

To show the performance of the proposed algorithm, an environment including
one robot and 81 landmarks was simulated. The robot was driven on a long
path including a straight and a circular parts. It is known that if a robot moves
linearly, it mostly meets the landmarks on low parallax angles which is the most
challenging case for monocular SLAM algorithms, we allowed the robot also
rotate to see its performance in circular paths. In this simulation, the odome-
try data is added with zero mean Gaussian noises with the standard deviations
0.1. As observed in Fig. 2a, the proposed algorithm performed perfectly both
in making a path very close to the real path and also making a proper map of
the landmarks. On the other hand, the inverse depth parametrization method
diverged in the first steps due to the close landmarks (Fig. 2b). The logarith-
mic parametrization method had a better performance than the inverse depth
method but it also diverged to a great extent from the real path (Fig. 2c). In
different simulations setup, we observed that the inverse depth parametrization
method diverged quickly if there existed any landmark closer than 1.5 m to the
camera at the initialization time. It could gradually diverge if there were any
landmarks less than 3 m. Another case in which the algorithm diverged was
when the robot approached one or more landmarks in low parallax angles.

−30 −20 −10 0 10

−5

0

5

10

−10

(a)

−30 −20 −10 0 10
−10

−5

0

5

10

(b)

−30 −20 −10 0 10
−10

−5

0

5

10

(c)

Fig. 2. Localization and mapping: (a) Line segment method at k = 200. (b) Inverse
depth parametrization method at k = 4. (c) Logarithmic parametrization method. In
all figures the red pluses are the real positions of landmarks and the red paths are also
the real robot paths. The green line segments or ellipses and the dashed blue paths
show the estimated landmark positions and the estimated robot path. The dotted
path show the estimated path based on odometry data. In all cases the noises were
ũf,k, ũr,k ∼ N (0, 0.1) and σv = 0.001.
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5 Practical Results

We implemented the proposed algorithm on a pioneer four wheeled robot which
was equipped with a laptop with an Intel Core 2 Duo (3.33 GHz) processor. A
consumer webcam with a resolution of 960x720 and the field of view about 60◦

was also installed on the robot. We conducted one outdoor and one indoor ex-
periments. The features we used to track within the frames were Harris corners.
The features were extracted from a frame and tracked in the next frames until
70% of them disappeared. Then again new landmarks were extracted and tracked
repeatedly. The applied tracking algorithm was the Lucas-Kanade method (im-
plemented in the OpenCv libraray). The initial number of landmarks was thirty
by which our algorithm managed to work online at the frame rate 20 Hz.

For the outdoor scenario, the robot was driven two times about an square. The
robot passed the starting point two times. The generated path by the odometry
and the modified path using our algorithm in addition to the extracted land-
marks with the length uncertainties less than 15 m can be seen in Fig. 3a. It
can be observed that the proposed method had a high performance such that it
managed to correct a relatively high amount of odometry errors and close the
loop with a high precision in both turns. Our method extracted and registered
about 2000 landmarks (Fig. 3b). The landmark uncertainties are presented as
line segments. It should be mentioned that although the life time of the tracks of
the landmarks were mostly short (in average less than ten frames), and also in
outdoor scenarios we should consider relatively high measurement noises due to
the vibration of the camera, the proposed algorithm managed to extract many
landmarks with the length uncertainties less than 15 m.

The second experiment was conducted in an indoor hallway. The run included
both straight and rotational motions. The map of the hallway, the odometry and
modified paths and additionally the landmarks with the length uncertainties
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Fig. 3. Outdoor experiment: (a) Odometry path (dashed curve), modified path gen-
erated by our method (continuous curve) and extracted landmarks with length un-
certainties less than 15 m. (b) Extracted landmarks (length uncertainties less than 60
m). (c) Indoor experiment: Odometry path (dashed curve), modified path generated
by our method (continuous curve) and extracted landmarks with length uncertainties
less than 1 m.
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less than one meter can be seen in Fig. 3c. We can observe that the algorithm
managed again to correct the odometry path perfectly and also localized lots of
landmarks with low uncertainties.

6 Conclusion

A new non-Gaussian filtering algorithm was proposed to address the bearing-
only SLAM problem. The algorithm can deal with both close and far landmarks.
The proposed method works based on the sampling of the robot position distri-
bution. Unlike the particle filter based methods in which the number of particles
should increase with respect to the odometry noises, we used an efficient sam-
pling method offered by UKF filters to let the algorithm work in a wide range of
odometry noises with only seven samples. Additionally, unlike, the exponentially
increasing complexity of EKF based methods, the complexity of the proposed
method increases linearly with respect to the landmark numbers. The high per-
formance of the algorithm was verified through the simulation and practical
experiments. As the next works, we intend to extend this idea for the three
dimensional scenarios.
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Abstract. Path planning of mobile robot has a purpose to design an optimal 
path from an initial position to a target point. Minimum driving time, minimum 
driving distance and minimum driving error might be considered in choosing 
the optimal path and they are correlated to each other. In this paper, an efficient 
driving trajectory is planned in a real situation where a mobile robot follows a 
moving object. Position and distance of the moving object are obtained using a 
web camera; the rotation angular and linear velocities are estimated using 
Kalman filters to predict the trajectory of the moving object. Finally the mobile 
robot follows the moving object using a single curvature trajectory by 
estimating trajectory of the moving object. Using the estimation by Kalman 
filters and the single curvature in the trajectory planning, the total tracking 
distance and error rate have been saved about 7 %.  

Keywords: Kalman filter, Robot trajectory, Single Curvature, Object Following. 

1 Introduction 

In the past, robot was mainly used industrial automation for industrial locus. This robot 
is shape of manipulator. So, workspace was limited. Recently, various features of 
intelligent mobile robot have been studied while mobile robot is driving. Intelligent 
mobile robot usability and necessity is growing in each field. For example, industrial 
automation, unmanned industrial warehouse system, materials transportation, cleaning 
and guide robot and etc. Especially, service robot part is quickly growing in our daily 
lives [1][2]. The mobile robot to perform a given task while driving. Because of that, 
many things can be taken into consideration such as position measurement, speed and 
acceleration, obstacle recognition, and set the path to move [3]. 

In particular, the objective of the trajectory path planning of mobile robot from the 
initial position to the target point is to design the optimal path. In general, when set 
the optimal path can be considered minimum driving distance. So, it is necessary to 
reduce these elements.  

                                                           
* Corresponding author. 
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2 The Design of the Mobile Robot 

2.1 The Configuration of Mobile Robot 

The System Configuration consists of MCU, IMU sensor, motor driver, Web Camera 
and PC. This is shown in Figure 1. Using USB 2.0 Communication, data sent to the 
PC in real-time and PC calculates the distance and angles. The drive command is sent 
to the MCU using UART communication. MCU is control the mobile robot's motor 
using driving command. Also, Position data from motor encoder and Yaw data from 
IMU sensor is sent to PC using UART communication for driving motion.  

 

Fig. 1. The Configuration of System and Real mobile robot 

2.2 The Modeling of Mobile Robot 

To find out the location of a moving object on a coordinate plane XY, uses the 
camera's image data. To the object's distance and direction from the image data of 
each position is computed. Figure 2 shows coordinate of mobile robot and X1-Y1 is 
the absolute coordinates of a reference point on the outside of the mobile robot. X2-
Y2 coordinate system has the origin as center point of the mobile robot and is based 
on a X axis it is mobile robot heading direction. To analyze the structure of the mobile 
robot, define position P in equation (2.1). 

( )       p x y θ=
 

(2.1) 

  

Fig. 2. Kinetic model 
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Kinetic model is shown in figure 2. Define the left wheel and right wheel angular 

velocity as Lω , Rω  and this is shown in equation (2.2). Kinetic model represent 
equation (2.3). 

,R R L LV r V rω ω= =
 

(2.2)

2 2

R L R L

R L R L

V V
r

L L
V V

v r

ω ωω

ω ω

− −= =

+ += =
 

(2.3)

Based on this kinetic model, mobile robot can be controlled to track moving object. 

2.3 The Driving Principle of the Mobile Robot 

The mobile robot motion status is determined by the value of both wheels speed. The 
mobile robot move forward if both side of the wheel’s speed is same. The mobile 
robot rotates on the spot if the right wheel speed is 1m/s and the speed of the left 
wheel is -1m/s. In this case, the center point of rotation is called Instantaneous Center 
of Curvature (ICC). ICC position is determined by speed ratio of both wheels. 
Equation (2.4) shows that ICC in the wheel speed and the robot is proportional to the 
distance. 

 

Fig. 3. ICC of mobile robot 
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: :
2 2L R

l l
v v R R= − +

 
(2.4)

The equation (2.4) can be summarized as equation (2.5) and l  is the width of the 
robot. R is the mobile robot turning radius that determines the movement of the 
distance, or the radius of curvature.  

1

2
R L

R L

v v
R

v v

 +=  −   

(2.5)

Turning radius of the mobile robot is determined by the value of both wheels speed.  

The mobile robot having straight movement if ( )R LR v v= ∞ =  . The mobile robot 

having rotational motion if R Lv v≠ . ICC coordinates is defined as the equation 

(2.6). In Figure 3, If the mobile robot moves from A to B, ( )       x y θ  is the 

position when time is t  and  ( )       x y θ′ ′ ′  is the position when time is t tδ+ . 

[ ]sin( ),  cos( )ICC x R y Rϕ ϕ′ ′= − +
 

(2.6)

The mobile robot position ( )        x y θ′ ′ ′  is as follows. 

cos( ) sin( ) 0

sin( ) cos( ) 0

0 0 1

sin( )

cos( )

x x

y y

x

y

x t t x ICC ICC

y t t y ICC ICC

t

x R t ICC

y R t ICC

t

ϕδ ϕδ
ϕδ ϕδ

θ θ ϕδ
ϕδ
ϕδ

θ θ ϕδ

′ − −       
       ′ = − +       

′              
′ +   

   ′ = − +   
′   +     

(2.7)

In equation (2.7), xx ICC−  is 0 and yy ICC−  is -R as figure 3. Equation (2.7) is 

position of mobile robot. This expression is about rotation angle. Distance d from A 

to B and rotation angle ϕ  is shown in equation (2.8), (2.9).  

1 2

t t t t
L R

t t

v v
d v dt dt

δ δ+ + += = 
 

(2.8)
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( )
( )

( )

t t

L Rt
R L

L R

v v dtd
v v

R l v v

δ

ϕ
+

+
= = −

+


 

(2.9)

The turning radius of the robot, moving distance, rotation angle, and the linear speed 
and rotational speed values can be obtained from equation (2.8), (2.9).  

3 Single-Curvature Trajectory 

3.1 Single-Curvature 

Curvature means how fast rotate curve when moved along the curve at a point P to 
another point Q as shown in Figure 4. Curvature K can be expressed as follows. 

0
lim
s

d
k

s ds

θ θ
Δ →

Δ= =
Δ  

(3.1)

Curvature radius have constant curvature radius of the circle and it is called radius of 
gyration. Equation (3.2) means Curvature radius ρ .  

1 /  kρ =
 (3.2)

Here K is K>0 and total moving distance sΔ  is arc length in equation (3.1). So, 
curvature k is inversely proportional to the radius of curve. Radius of curvature is 
infinite if K=0, so it can be assumed a circle with an infinite radius.  

 

Fig. 4. The curvature of a curve and The single curvature trajectory 

When the mobile robot driving along curvature trajectory, curvature radius greatly 

affect the driving error. Errors are more caused when curve driving ( 0)k ≠  than 

straight driving ( 0)k = . Driving errors are more when small rotation radius and 
faster speed. Figure 4 shows the trajectory of a single curvature. Smaller the turning 
radius and faster moving speed, error will increase when the mobile robot is using 
single curvature trajectory [4]. 
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3.2 Single-Curvature Path Planning 

As shown in Figure 5, the mobile robot to move to a single curvature, the trajectory 

path. The radius of left wheel is 1 ( / 2)r l−  and right wheel is 1 ( / 2)r l− . The 

speed of the left wheel must be fast than the speed of the right wheel. ( )L Rv v>
. 

 

Fig. 5. Path planning of single curvature 

0
( )

t

R R Rv a d a tτ τ= =  
(3.3)

0
( )

t

L L Lv a d a tτ τ= =
 

(3.4)

Equation (3.3) and (3.4) are the relation between velocity and acceleration. Speed and 

acceleration is proportional because of L Ra a> . Acceleration of left wheel is 

maxLa a= to get the minimum estimation time. ( )L Rv v= in a straight line 

trajectory. Set the value of 1r , 1ϕ  from this.  

1
( 1 ) 1

2Lv r ϕ= +   (3.5)

1
( 1 ) 1

2Rv r ϕ= − 
 

(3.6)

From equation (3.5) and (3.6) , rotation radius( radius of curvature ) 1r  is expressed 
as equation (3.7)  

1 1
1 ,  1

2 2
L R

L R

v v
r r

v v

 += ≥ − 
(3.7)
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4 State Estimation of Moving Object 

4.1 Kalman Filter 

The Kalman filter is an algorithm that uses a series of measurements observed over 
time, containing noise (random variations) and other inaccuracies, and produces 
estimates of unknown variables that tend to be more precise than those based on a 
single measurement alone. More formally, the Kalman filter operates recursively on 
streams of noisy input data to produce a statistically optimal estimate of the 
underlying system state. The filter is named for Rudolf (Rudy) E. Kálmán, one of the 
primary developers of its theory. Kalman filter is used many areas like computer 
vision, robotics, radar. In this paper, Kalman filter is used for trajectory prediction of 
moving object on image frame to robust state estimation. Image frame size is 
640x480. The proposed markers on the Cartesian coordinates of the image frame is 
moving, as shown in Figure 6. The coordinates of the moving object in the direction 
of the x-axis has the coordinates from 0-640. Y-axis has the coordinates to 0-480. x,y 
position, direction, speed, rotation, angular velocity is estimate through Kalman filter 
From the moving object ( proposed markers ) x,y coordinates.  

 

Fig. 6. A coordinate of moving object(proposed mark) on image frame 

4.2 Steps of Kalman Filter 

Kalman filter is consists of 6 steps (A~E) as shown in figure 6.  
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Fig. 7. Kalman Filter 

Step A is the selection of the initial value. Input is the measurements value(z). 
Output is the estimation value. Calculate Kalman gain(K) in step C using estimation 
value and Covariance value in step B. Step D, calculate the estimate value using the 
input measurements value. Finally, in step E the estimate error covariance shows how 
accurate estimation value. It can be determined that using estimation value or not. In 
other words, estimate value of error covariance and compensate between 
measurement value and estimation value. Then, get the new estimation value. In this 
paper, the trajectory of a moving object using Kalman filter to predict the rotational 
angular velocity and the linear velocity of the moving object is estimated. 

4.3 Position Estimation for Moving Objects 

Estimation position of moving objects is as follows. 

21

2
x t x yxP P V t A tδ δ δ

∧ ∧ ∧ ∧

+ = + +
 

(4.1)

21

2
y t y yyP P V t A tδ δ δ

∧ ∧ ∧ ∧

+ = + +
 

(4.2)
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21

2
z t z zzP P V t A tδ δ δ

∧ ∧ ∧ ∧

+ = + +
 

(4.3)

tδ  is sampling time and ( , )( , )( , )x y x y x yP P V V A A  shows the estimates of position, 
velocity and acceleration of mobbing object. Equation (4.7)~(4.8), such as a random 

movement is defined that causing the movement of the moving object changes in vk  
and kw  .  

2
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(4.5)

,k t k k tδδθ ω δ+ =
 

(4.6)

,k t k vv δδ ζ+ =
 

(4.7)

,k t kδ ωδω ζ+ =
 

(4.8)

Where ,v ωζ ζ  are Gaussian random variables [5][6]. 

4.4 State Estimation of a Moving Object Using Kalman Filter 

In order to apply the Kalman filter to estimate the state of moving objects, equation 
(4.9),(4.10) of the discrete- time state transition model is required . 

, 1 1 1k k k k kx x ω− − −= Φ +
 

(4.9)

k k k kz H x v= +
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  (4.12)

Covariance matrix of the estimation error is required to obtain the filter gain. 
Equation (4.13) shows covariance matrix of the estimation error. The optimal filter 
gain kK  is the equation (4.14).  

, 1 1 , 1 1
T

k k k k k k kP P Q− − − −′ = Φ Φ +
 

(4.13)

1[ ]T T
k k k k k k kK P H H P H R −′ ′= +

 
(4.14)

Equation (4.15) is the process of estimating the state  

1 1, 1 , 1[ ]k k kk k k k k k kx x K z H x
∧ ∧ ∧

− −− −= Φ + − Φ
 

(4.15)

Finally, Equation (4.16) go through the process of modifying the covariance matrix of 
the estimation error. And re-circulate the process of equation (4.13) [7]. 

k k k k kP P K H P′ ′= −
 

(4.16)

4.5 Moving Object Trajectory Prediction 

Approximation modeled as a function from the state estimator to estimate the speed 
and the rotational angular velocity of the moving object using Kalman filter. Equation 
(4.17)~(4.18) is modeled after the input is predicted. 

k n k lkv v a nT
∧ ∧

+ = +
 

(4.17)

k kk n a nTωω ω
∧ ∧

+ = +
 

(4.18)

Finally, equation (4.17) shows for the trajectory of a moving object. 
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5 Experimental Results 

In this paper, proposed forecasting the trajectory of a moving object about minimum 
driving distance using image frame. The proposed test environment running in real 
time to predict the trajectory of a moving object trajectories run to investigate how 
they affect the experiment as shown in the following Table 1 A, B, each experiment 
was performed five times. Experiment A is calculated the position of a moving object 
through image processing. After, calculate the turning radius and distance, driving 
using position value from encoder. 

Experiment B is the position of moving objects through image processing is 
obtained as same as Experiment A. Forecast the trajectory of the moving object on 
image frame after estimate rotational angular velocity and the linear velocity of the 
moving object using Kalman filter state estimation. Finally, turning radius, distance to 
calculate the position of the encoder is run through the values. 

Table 1. The test composition 

Experiment A 
Mobile robot following a moving object using only 
single-curvature trajectory. 

Experiment B 
Mobile robot following a moving object using single 
curvature trajectory and Kalman filters 

 

 

Fig. 8. The image frame detecting the identification mark 

Figure 8 shows the actual experiment on the recognition of the image frame to 
detect the marker. Experimenter was holding the actual recognition marker and 
moved along the S-shaped course.  
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Fig. 9. Trajectory of mobile robot of second test A 

 

Fig. 10. Trajectory of mobile robot of second test B 
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Figure 9 shows the results of the second experiment A. Trajectory of moving 
objects is gray, trajectory of the mobile robot is blue. First curve area of experiment A, 
The mobile robot is driving 144mm outer from reference course. Straight sections from 
(-0.5, -3) to (0.5, -3), K is almost 0. So, the mobile robot driving maximum speed and 
minimum distance(straight line). Also, the mobile robot driving outer from reference 
course at second curve section of experiment A. Figure 10 is result of second 
experiment B. Trajectory of moving objects is gray, trajectory of the mobile robot is 
red. The moving object tends to move following the trajectory the first curve section at 
Experiment B. A straight course is the same as the experiment the shortest distance 
(straight line) was run with. Also, second curve section is estimated well. So, 
experiment B has better performance than the experiment A. 

Table 2. The total driving distance (m) 

 result1 result2 result3 result4 result5 Average 

Experiment A 9.86 9.57 9.45 9.94 9.76 9.72 

Experiment B 8.98 9.06 9.24 8.96 9.21 9.09 

Total reference driving distance is 9.42m. Driving distance of experiment A,B are 
shown in Table 2. Driving distance of Experiment A is average 9.72m and 
Experiment B is average 9.09. Experiment A is longer than Experiment B. So, 
proposed methods have better performance.  

6 Conclusion 

Need the mobile robot path plan to find the optimal driving trajectory. Path planning 
is required considering the Minimum driving time, minimum driving distance and 
minimum driving error. In this paper, mobile robot for tracking moving objects in 
real-time driving trajectory is described. The driving purpose of the trajectory is a 
minimum of distance. Single curvature trajectory is applied for tracking moving 
objects and Kalman filter was used for reduce the distance to find the optimal 
trajectory. Experiment was done at curve course for occurs more errors. So, It can 
show how to reduce the distance. Finally, using a Kalman filter with a single 
curvature trajectory is better than only using single curvature trajectory. 
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Abstract. Localization is very important for autonomous navigation of a 
mobile robot. For outdoor localization, Monte Carlo Localization (MCL) is 
used with the digital surface model. In order to develop an improved 
localization technique, in this study, commonly observed from air and ground 
(COAG) features are incorporated into an MCL localization system by means 
of an energy function to determine candidates. Experiments in real 
environments show improved localization accuracy over methods using MCL 
with COAG features.  

Keywords: Monte Carlo Localization, MCL. 

1 Introduction 

An effective localization technique is essential to perform autonomous navigation. 
Commonly, global positioning system (GPS) information is incorporated to solve the 
outdoor localization problem. However, GPS signals can be occluded by obstacles in 
places such as forests. Therefore, localization techniques with range sensors have 
been researched. In such situations, a mobile robot has to estimate its pose in the 
environments from the reference map. One of the most popular reference maps is the 
digital surface map (DSM) [1, 2]. In DSMs, a single height measurement is stored in a 
two-dimensional (2D) grid as shown in Fig. 1. Maps can be generated using an aerial 
mapping system equipped with GPS and range sensors. This type of map can be used 
for various applications such as military navigation in large outdoor environments [3]. 

Monte Carlo Localization (MCL), which is commonly used with range sensors, has 
been studied in the previous works [4]. MCL could be improved using more detailed 
maps [5] and feature extraction. One such feature extraction technique - commonly 
observed air and ground (COAG) feature extraction - was proposed in [6]. COAG 
feature extraction classifies the grids on the map with respect to the viewpoint of the 
robot. Therefore, COAG can be used to determine whether the sensor data and 
predicted data are the same or not. However, if the sample distribution in the particle 
filter does not include the real robot pose, the pose error increases significantly. 
Therefore, in this study, the energy function known as self-adaptive Monte Carlo 
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localization (SAMCL) [7] is used to generate points initially, and the resampling and 
importance weighting processes are modified so that they use this function. Through 
the modification of MCL, the samples were able to be distributed reasonably, and the 
accuracy of MCL was improved. 

This paper is organized as follows. Section 2 introduces COAG features briefly. 
Modification of MCL with the energy function and COAG feature extraction is 
explained in section 3, and the improvement of localization performance through the 
proposed method is analyzed in section 4. Finally, the conclusions of this study are 
presented in section 5. 

 

Fig. 1. An example of an environment modeled as an elevation map 

2 COAG Features 

In this chapter, COAG features [6] are briefly described. Figure 2 shows some 
disadvantages of a 2.5D elevation map: the range measured by the sensor can be 
significantly different from the range predicted by the map. Therefore, the elevation 
map cannot describe the 3D outdoor environment well, but it is still widely used for 
applications such as military vehicles, land surveying, and geography.  

 

Fig. 2. Difference between measured range and range predicted from an elevation map. If the 
range is measured from the robot’s perspective (a), the range map is predicted as (b) from the 
elevation map. Therefore, the error pictured in (c) occurs. 

To cope with the disadvantage described above, COAG features are classified  
into 4 groups: commonly observed (CO), potentially commonly observed (PCO), not 
commonly observed (NCO), and unknown (UN). COAG points are extracted with a 
laser rangefinder and a DC tilt motor. As shown in Fig. 3, CO points are extracted for 
the grids commonly observed from both the air and the ground, so the range to CO 
point is predicted from the DSM, and the range is very close to the range measured by 
a laser rangefinder. The grids higher than the PCO point are not properly sensed 
because the tilt angle of a laser rangefinder is limited. Probably, the PCO point is 
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likely to be on the vertical surface, but we cannot assure the grid of PCO point is 
correctly sensed. As shown in Fig. 3(c), NCO points are extracted for the grids unable 
to be sensed from the air. So, the range predicted from the DSM is different from the 
range measured by a laser rangefinder. For features of these categories, range data can 
be observed from the air but not from the ground, so we use only CO points for 
matching, because they most suit the purposes of our research. 

 

 

Fig. 3. Examples of COAG Features. (a) is an example of CO point. (b) and (c) are examples of 
PCO and NCO features. 

3 Modified Monte Carlo Localization  

A similar energy region (SER) [7] was used to express the viability of the samples in 
the studies using a 2D grid map and range data. However, SER is not applicable to 
localization methods using DSM. Therefore, in this study, the energy of each sample 
is calculated with COAG feature extraction. 

3.1 Energy Function 

In this paper, we adopt the energy function used in self-adaptive Monte Carlo 
Localization (SAMCL). As mentioned in section 2, CO points are the most 
meaningful for localization with DSMs. The energy function considers the point type 
as  a criterion which determines if the samples are in a reasonable place on the DSM.  

To start, the energy for range measurements is defined as: 

ai = 1 – di/dmax (1)

where di is range measurement i with respect to a CO point and dmax is the maximum 
measurement of the range sensor. Using ai, the total energy of each sample is 
calculated as the sum over all energy values and normalized. 

IanE
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1
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=

=  (2)

where I is the number of samples—used as a normalizer—and n is the sample index. 
By calculating the discrepancy between E(n) and the energy from the real sensor data 
E, it is determined whether the samples are in a reasonable place. The overall 
procedure for calculating the discrepancy is described in Algorithm 1. 
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Algorithm 1. Energy Function. mCO is a measurement between the robot and a CO 
point, and E is the energy calculated with real sensor data, where δ is the threshold 
value. 
 

 

1: Input : mCO 

2: for all samples n do 
3:  for all measurements to CO point i  

each measurement di < dmax do 
4:   ai

[n] = 1 – di
[n]/dmax 

5:  end for  

6:   =
=

I

i

n
ianE

1

][)(  

7:   normalize E(n) = E(n)/I 
8:   if δ>− |)(| EnE then 

9:   E(n) = 0 
10:  end if 
11: end for 
12: Output: E(n) 

3.2 Modified Monte Carlo Localization 

By using the energy function, the samples can be distributed reasonably over the 
DSM as shown in Fig. 4. For the initial sampling, the CO points were extracted from 
the initial sensor data for use by the energy function.  

With the samples distributed reasonably, other processes of MCL were performed. 
In this paper, the sampling importance resampling (SIR) algorithm is adopted [8, 9]. 
This algorithm consists of three steps: sampling, importance weighting, and 
resampling. After the initial sampling, these steps are repeated. Before the sampling 
process, COAG point extraction is also accomplished. 

 

 

Fig. 4. Difference of initial sampling process for global localization in the conventional and 
proposed methods. (a) initial sampling of the conventional method, and (b) sampling using the 
proposed method. 

 



580 D.-I. Kim and J.-B. Song 

 

After the sampling step according to the motion input, the weights are assigned to 
each sample by the importance weighting process. The sensor model and weight from 
the energy function are used along with the motion model. The importance weighting 
factor is calculated from the sensor model as follows: 

)|(
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)( )(
)(

)(
)( n

ttn
i

n
in

t xzp
xbel

xbel
⋅==

−
ηω  (3)

where η is the normalization constant, ωt
(n) is the importance factor of the weight, zt is 

the sensor measurement and xt is the pose at time t. Using (2) and (3), the weight of 
the sample can be derived as follows: 

)()(
final_ )( n

t
n

t nE ωω ×=  (4)

where ωt_final, the weight of each sample, is finally calculated. After the weight is 
calculated, it is normalized, and the resampling process is performed for the next step. 
Through this process, the samples with the higher importance weight are selected 
more frequently. Clusters naturally form, and one of them is near the true robot pose; 
the true robot pose is estimated by iteration of the SIR algorithm. Algorithm 2 shows 
the entire modified MCL algorithm. 

 Algorithm 2. Algorithm of modified MCL. χt-1 is the set of particles. 

 

1: Input : χt-1, ut, zt, m  
2: zt_co = coag_points_extraction(zt) 
3.   for m = 1 to M do 
4.    xt

[m] = sample_motion_model(ut, xt-1
[m]) 

5.    ωt
[m] = sensor_model(zt_co, xt

[m], m) 
6.    E(m) = energy_function(zt_co, m) 

7.   )()(
total_ )( m

t
m

t nE ωω ×=  

8.   ><+= ][
total_

][ , m
t

m
ttt x ωχχ  

9.   end for 
10.  for m = 1 to M do 
11.   draw i with probability � ωt_total

[i] 

12.   add xt to χt  
13. end for 

4 Results 

Fig. 5 represents a reference map of a testing ground at Changwon, Korea, and the 
map consists of 25cm x 25cm grid cells. Experiments were conducted using a Pioneer 
3-AT platform (Adept MobileRobots) equipped with a laser rangefinder (SICK LMS 
291) and a DC Tilt motor.  
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Fig. 5. Testing ground and modeled elevation map 

Global localization was performed with 20,000 samples. Localization was 
considered successful if the number of samples was under 500, and the heading of the 
robot was similar to the real heading. As shown in Fig. 6(a), 20,000 samples were 
initially distributed over the reasonable region. From the iterative update and 
resampling process, the samples were redistributed around the samples that had high 
probability as shown in Fig. 6(b). As a result, the samples converged around the real 
position of the robot as shown in Fig. 6(c). After the several experiments, the success 
rate was about 65%. 

 

 

Fig. 6. Process of global localization with the proposed method 

Local tracking is the process that estimates the robot pose in the local area.  
Fig. 7(a) shows a distribution of 500 samples around the initial pose. Fig. 7(b) shows 
the estimated path from the proposed scheme, and Fig. 7(c) shows the result from 100 
repetitive experiments. 

 

 

Fig. 7. Results of local tracking with the proposed method 
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The estimated pose errors from local tracking are represented in Fig. 8. The result 
from the proposed scheme is compared with the conventional method using DSM and 
COAG features. The average error from the method using DSM and COAG features 
is 1.9m and the average error from the proposed method is 0.8m, which indicates that   
the estimation accuracy is improved by the proposed method. 

 

 

Fig. 8. Comparison between the results of the methods. The graph shows the translation error 
for MCL iteration. 

5 Conclusion 

In this paper, an improved MCL for robust outdoor localization was proposed. By 
using COAG features and the energy function, the samples were distributed in a 
reasonable area of the reference map. The proposed scheme was validated by the 
experiments conducted in the real environment.  

The results show that the proposed method improved estimation accuracy, so it is 
useful for DSM-based MCL. The proposed algorithm reduced localization failures 
since the samples were reliably distributed. In addition, the proposed method can be 
applied to various environments since DSMs can be built by an aerial LIDAR system.  
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Abstract. Previously developed our 3D sematic perception and mapping tech-
nique can provide semantic information of the urban structures. In this paper we 
propose 2D MOG map to integrate semantic information of the urban structures 
and its change detection method for the sake of security patrol robot surveil-
lance. Occupancy of 3D objects can be simply represented in 2D grids accord-
ing to classes. Since 2D MOG Map follows probability properties, we showed 
that 2D MOG Map can be adopted for updating map and change detection. 

Keywords: Semantic mapping, Change Detection, Surveillance Robot, Laser 
Scanner, Point Cloud, Urban Environment. 

1 Introduction 

3D semantic perception ability in urban environments, which can determine kinds of 
urban object such as car, building, tree, and road, is crucial for high level autonomous 
robotic tasks. The main examples of utilizing the perception ability are safety, securi-
ty, and rescue robotics (SSRR). This paper deals with an application of semantic per-
ception ability for a mobile security robot. 

It spends high costs for employing security guards. The use of mobile security ro-
bots can save time and costs for patrols. The goal of this paper is to suggest a mobile 
security robot system and its algorithms based on the semantic perception ability, in 
order to substitute patrol missions of security guards in urban environments. 

In patrol mission scenario, we aim that mobile robots perform mission level teleo-
peration [1] for fully autonomous surveillance. In mission level teleoperation, an op-
erator can give a command by simple way, for instance: find parking cars in front of 
the building. To perform the scenario, security robots should prepare various robotic 
techniques as shown in Figure 1. Recent SLAM techniques [2] in robotics community 
have shown that it can perform autonomous navigation of a mobile robot. Similarly 
semantic perception [3] has been studied for recent years since semantic perception 
plays an important role to perform the surveillance mission. 

In previous work of surveillance, a main source of sensing the environments is im-
ages or videos collected by cameras. There are many previous works based on image 
analysis [4]. However cameras cannot be installed in everywhere and are not suitable  
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For triggering Bayesian filter, initial probability is required. The initial probability 
can be defined as below. 
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where kN  is the number of points corresponding to the k-th class on a 2D grid and 

allN  is the number of all points on a 2D grid. Assume that points in 2D grids are 

uniformly scanned in the direction of Z axis. 
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To design change detection algorithm using 2D MOG maps, Kullback–Leibler (KL) 
divergence is calculated. KL divergence is non-symmetric measure of the difference 
between two probability distributions P and Q. P and Q of a discrete random variable 
their K–L divergence is defined to be: 
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If two probabilities in 2D MOG maps are the same, KL 0.D =  As two probability are 

differ, KLD  will be increased. Therefore the higher KL divergence means a large 

difference between the changing in two maps. 

4 Experimental Result 

To validate the proposed 2D MOG map, our surveillance robot (Figure 2) was pa-
trolled in KAIST campus. In Figure 8, collected point clouds are shown. Each point is 
colored by specific colors according to urban object classes by hand labeling. In prac-
tice, urban object classes can be obtained from the previous semantic mapping me-
thods [5]. In our experiments, we assumed that urban object classes are given in order 
to only test the proposed 2D MOG map and change detection algorithm. 

 

( )

( ) ( )

1

1: 1

1

1: 1 1: 1
1

|

| , |
c

t t

N

t i t i t
i

P z Z

P z x Z P x Z

η −
−

−

− −
=

=

 
=  
 




590 Y. Choe and M.J. Ch

 

Fig. 8. P

F

F

hung 

 

Point clouds of 1st Patrol in KAIST campus 

 

Fig. 9. 2D MOG Map (State = Car) 

 

Fig. 10. 2D MOG Map (State = Tree) 



 2D Multi-

 

Fig

F

In Figure 9-12, it shows 
clouds in Figure 7. As can 
(occupied) to white (non-o
grids mean that correspond
helpful to integrate informa

To test the proposed cha
ified form 1st patrol point 
several cars and road side tr

After building 2D MOG
compared by KL divergen
Figure 16, the change detec
show that the missing cars a
fore we have shown that t
multi-class objects and its a

 

-class Occupancy Grid Map for a Mobile Security Robot 

 

g. 11. 2D MOG Map (State = Building) 

 

ig. 12. 2D MOG Map (State = Road) 

each class in the resulting 2D MOG Map made from po
be seen, each class can be denoted by coloring from bl
occupied) according to it occupancy information. Bl
d class objects are occupied in the grid. This property
ation about occupancy of various urban objects. 
ange detection method, point clouds of 2nd patrol are m
cloud as shown in Figure 13. In 2nd patrol point clou
rees were removed.  

G Maps of 1st and 2nd patrol, the two 2D MOG Maps 
nce to obtain change detection information. As shown
ction results between 2D MOG maps of 1st and 2nd Pa
and trees are correctly denoted by gray scale colors. The
the proposed 2D MOG map can represent occupancy

application as change detection successfully adopted. 

591 

oint 
lack 
lack 
y is 

mod-
uds, 

are 
n in 
atrol 
ere-
y of 



592 Y. Choe and M.J. Ch

 

F

Fig. 14.

Fig. 15. 

hung 

 

Fig. 13. 2nd Patrol in KAIST campus 

 

. 2D MOG Map of 2nd Patrol (State = Car) 

 

2D MOG Map of 2nd Patrol (State = Tree) 



 2D Multi-

 

Fig. 16. Change Detec

(Change information is deno

5 Conclusion 

We propose 2D MOG map
pancy of 3D objects can be 
2D MOG Map follows pro
adopted for updating map a

Acknowledgement. The A
(Unmanned technology Re
Science and Technology), o

References 

[1] Birk, A., et al.: 3-D Percept
[2] Durrant-Whyte, H., et al.:

& Automation Magazine (
[3] Munoz, D., Bagnell, J.A.,

tional Max-Margin Marko
Pattern Recognition, Miam

[4] Weiming, H., et al.: A S
IEEE Transactions on Sys

[5] Siciliano, B., Khatib, O. 
M. Hebert), ch. 36, pp. 85

[6] Andreasson, H., et al.: Ha
tion for Security Patrol Ro

[7] Núñez, P., et al.: Novelty
Models for Autonomous S

[8] Moravec, H.P., et al.: High

-class Occupancy Grid Map for a Mobile Security Robot 

 

ction Result between 2D MOG maps of 1st and 2nd Patrol 

oted by coloring from black (changed) to white (non-changed)

p for the sake of security patrol robot surveillance. Oc
simply represented in 2D grids according to classes. Si

obability properties, we showed that 2D MOG Map can
and change detection. 

Authors gratefully acknowledge the support from UT
esearch Center) at KAIST (Korea Advanced Institute
originally funded by DAPA, ADD. 

tion and Modeling. IEEE Robotics & Automation Magazine (200
: Simultaneous Localization and Mapping Part I. IEEE Robo
(2006) 
, Vandapel, N., Hebert, M.: Contextual Classification with Fu
ov Networks. In: IEEE Int. Conference on Computer Vision 
mi Beach, FL, pp. 975–982 (2009) 
urvey on Visual Surveillance of Object Motion and Behavi

stems, Man, and Cybernetics—Part C (2004) 
(eds.): Handbook of Robotics. World Modeling (W. Burg

3–869. Springer, Heidelberg (2008) 
as Something Changed Here? In: Autonomous Difference De
obots, IROS (2007) 
y Detection and 3D Shape Retrieval based on Gaus-sian Mix
Surveillance Robotics, IROS (2009) 
h resolution maps from wide angle sonar, ICRA (1985)  

593 

)) 

ccu-
ince 
n be 

TRC 
e of 

09) 
otics 

unc-
and 

iors. 

gard,  

etec-

xture 



Trajectory Optimization Using Virtual Motion

Camouflage and Particle Swarm Optimization�

Dong Jun Kwak, Byunghun Choi, and H. Jin Kim

School of Mechanical and Aerospace Engineering
Seoul National University

Seoul, Korea
djunkwak@gmail.com, {kysare,hjinkim}@snu.ac.kr

Abstract. This paper investigates a new numerical method to solve a
nonlinear constrained trajectory optimization problem. Especially, we
consider a problem constrained on the terminal angle and time. The
proposed algorithm is based on the virtual motion camouflage (VMC)
and particle swarm optimization (PSO) and is called VMCPSO. VMC
changes the typical full space optimal problem to the subspace optimal
problem, so it can reduce the dimension of the original problem by using
path control parameters (PCPs). If the PCPs are optimized, then the op-
timal path can be obtained. Therefore, we employ PSO to optimize these
PCPs. The optimization results show that the optimal path considering
the terminal angle and time is effectively generated using VMCPSO.

Keywords: Trajectory optimization, virtual motion camouflage, parti-
cle swarm optimization.

1 Introduction

Requirements of the satisfactory trajectory planner in unmanned vehicle systems
have been increased continuously in order to use the unmanned vehicles in com-
plex environments. When the unmanned ground vehicle (UGV) passes through
the mountainous terrain, the UGV should plan its next location and move to
that position using allowable capabilities. This means that if the UGV utilizes
all of the environmental information including its own information when it plans
the trajectory, the planned path can improve the reliability while minimizing
risks. This example is exactly same as the trajectory optimization problem. In
the constrained trajectory optimization problem, minimizing the risks or max-
imizing the reliability can be the performance index, and the environmental
information can be considered as constraints.

Many researchers have studied to solve the nonlinear constrained trajectory
optimization and are still working on it. There are many numerical techniques

� This research was financially supported by a grant to Unmanned Technology Re-
search Center funded by Defense Acquisition Program Administration, and by Sam-
sung Thales.

J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 594–604, 2013.
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for solving this problem, and it is helpful to divide into two parts: indirect or
direct [1,2]. Indirect methods are based on the calculus of variation or the max-
imum principle and seek a solution of the necessary conditions of optimality
analytically. Thus, there is no requirement for discretization. Direct methods
do not require analytical expression unlike to the indirect methods. Instead, di-
rect methods discretize the original problem, then apply nonlinear programming
(NLP) techniques to the resulting finite-dimensional optimization problem.

Recently, a virtual motion camouflage (VMC) subspace method was suggested
in [3–6]. Idea of the VMC method came from observing biological phenomenon,
in which an insect can actively camouflage its motion while it tracks another
insect [7]. The typical nonlinear constrained trajectory optimization problem
can be reformulated by applying the VMC method. Then, the existing problem
with infinite dimension changes into the finite dimensional problem with path
control parameters (PCPs). Arbitrary paths can be generated by only changing
the PCPs. Therefore, the optimization problem can be solved by optimizing the
PCPs.

In this paper, we propose a numerical algorithm to solve the nonlinear con-
strained trajectory optimization problem. As mentioned above, the original prob-
lem is changed into finding the optimal PCPs from the VMC formulation, so we
utilize particle swarm optimization (PSO) [8] to optimize the PCPs. Before ap-
plying PSO in the VMC formulation, the constrained trajectory optimization
problem is changed into the unconstrained trajectory optimization problem by
using penalty functions. Then, the candidate PCPs converge on the optimal so-
lution through local and global interactions with the other candidates depending
on the number of iterations increases. The proposed algorithm will be validated
by finding the optimal trajectory constrained on the terminal angle and time.

The rest of this paper is organized as follows: The problem description is given
in Section 2. In Section 3, a basic nonlinear constrained trajectory optimization
problem is introduced, and how to formulate VMC problem is explained. The
details of the proposed algorithm are also described. Optimization results are
discussed in Sections 4. Finally, in Section 5, conclusions are given.

2 Problem Description

In this paper, we focus on the optimal trajectory design in a two dimensional
environment with terminal angle and time constraints, and also consider a con-
straint, in which the robot should not be collide with obstacles while they move
to the terminal state. Here, we denote the terminal angle and time as γd and td,
respectively. We also consider the kinematic model of a unicycle as follows:⎡⎣ẋ(t)ẏ(t)

θ̇(t)

⎤⎦ =

⎡⎣cos θ(t) 0sin θ(t) 0
0 1

⎤⎦[V (t)
w(t)

]
(1)

where (x, y, θ) denote the position and heading angle of the robot, and (V,w)
are the tangential and angular velocities. The robot’s tangential and angular
velocities are bounded with |V | ≤ Vmax and |w| ≤ wmax.
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Fig. 1. Relationship between the reference point, the prey motion, and the aggressor
motion

3 Optimal Trajectory Design

In this section, the problem for a basic nonlinear constrained optimal trajectory
generation is considered, and a bio-inspired method is introduced to solve this
problem more efficiently. In addition, our approach will be discussed.

3.1 Nonlinear Constrained Trajectory Optimization Problem

The nonlinear constrained trajectory optimization problem is defined by the
following:

J = Φ[x(t0),x(tf ), t0, tf ] +

∫ tf

t0

L[x(t),u(t), t]dt (2)

subject to the inequality constraints

g(x(t),u(t), t) ≤ 0, g ∈ R
p×1 (3)

and the equality constraints

h(x(t),u(t), t) = 0,h ∈ R
q×1. (4)

Here, the equality constraints include the boundary conditions

Ψ [x(t0),x(tf ), t0, tf ] = 0,Ψ ∈ R
l×1 (5)

and the first-order dynamic constraints

ẋ(t) = f (x(t),u(t), t),x ∈ R
n×1,u ∈ R

m×1 (6)

where (x(t),u(t), t, t0, tf ) are the state, control, time, initial time, and final time,
respectively. The optimal trajectory will be found by maximizing (or minimizing)
the performance index J . The solution of this optimal problem might be locally
or globally optimal depend on optimization methods.
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3.2 VMC Formulation

Srinivasan and Davey [7] introduced motion camouflage (MC) for describing
whether an agent can actively camouflage its motion while it tracks another agent
and developed algorithms to determine agent’s trajectories for a stationary or
moving target. In [3–5], two moving agents which are an aggressor and a prey are
considered, and the idea of MC is applied to the nonlinear constrained optimal
control problem. As shown in Fig. 1, the path of the aggressor xa(t) related to
the motion of the prey xp(t) and the reference point xr can be controlled by the
path control parameter (PCP) v(t) as follows:

xa(t) = xr + v(t)(xp(t)− xr) (7)

and the derivatives of xa(t) can be simply defined by the following:

ẋa(t) = ẋr + v̇(t)(xp(t)− xr) + v(t)(ẋp(t)− ẋr) (8)

ẍa(t) = ẍr + v̈(t)(xp(t)− xr) + v(t)(ẍp(t)− ẍr) + 2v̇(t)(ẋp(t)− ẋr). (9)

Before the VMC formulation, two assumptions are made as in [6].

Assumption 1. The state vector x(t) ∈ R
n×1 can be rearranged into two parts:

the position state xa(t) ∈ R
na×1 and the state rate xsr(t) ∈ R

(n−na)×1. Cor-
respondingly, the equations of motion ẋ(t) = f(x(t),u(t), t) can be rewritten
into two parts: ẋa(t) = fa(x(t), t) and ẋsr(t) = fsr(x(t),u(t), t).

Assumption 2. The mappings from (xa(t), ẋa(t), t) to xsr(t) and from
(x(t), ẋ(t), t) to u(t) are assumed to be injective, which means the con-
trol variables u(t) and the state rate xsr(t) can be solved by xsr(t) =
f−1
a (xa(t), ẋa(t), t) and u(t) = f−1

sr (x(t), ẋsr(t), t) either explicitly or im-
plicitly using an iterative fashion.

The nonlinear constrained trajectory optimization problem stated in Section 3.1
can be reformulated by considering Assumption 1 and 2, and (7)-(9). Given xr
and xp(t), the variables v(t), v̇(t), v̈(t), . . ., and tf will be designed to minimize
the performance index

J = Φ[v(t), v̇(t), v̈(t), . . . , tf ] +

∫ tf

t0

L[v(t), v̇(t), v̈(t), . . . , t]dt (10)

subject to the state and control inequality constraints

g(v(t), v̇(t), v̈(t), . . . , t) ≤ 0, g ∈ R
p×1 (11)

and the equality constraints

h(v(t), v̇(t), v̈(t), . . . , t) = 0,h ∈ R
l×1 (12)

In the VMC formula, the first-order dynamics constraints (6) are already taken
into account when calculating xsr(t) and u(t) based on Assumption 2, so the
boundary conditions are only considered as the equality constraints.
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To obtain the numerical solution, the VMC based nonlinear constrained tra-
jectory optimization problem is directly formulated as a nonlinear programming
via a pseudo-spectral based collocation method. The Legendre-Gauss-Lobatto
(LGL) pseudo-spectral scheme is used to discretize the PCP v(t) into the PCP
nodes vk, k = 0, . . . , N , and v is the vector of the PCP nodes. Therefore, the
discretized performance index can be described as

J = Φ[vN ] +

(
tf − t0

2

) N∑
k=0

L[v, v̇, v̈, . . .]ωk (13)

where ωk is the weights for the kth LGL node. The state and control inequality
and equality constraints can be written as

gk(v, v̇, v̈, . . .) ≤ 0 (14)

hk(v, v̇, v̈, . . .) = 0 (15)

where the derivatives of the PCP vector is

dkv

dtk
=

(
2

tf − t0

)k
Dkv (16)

where the differentiation matrix D can be found in [9]. Then, (7), (8) and (9)
are rewritten by the following:

xa(k) = xr + vk(xp(k)− xr) (17)

ẋa(k) = ẋr + v̇k(xp(k)− xr) + vk(ẋp(k)− ẋr) (18)

ẍa(k) = ẍr + v̈k(xp(k)− xr) + vk(ẍp(k)− ẍr) + 2v̇k(ẋp(k)− ẋr). (19)

The reference point xr will remain fixed, so (18) and (19) can be simply rewritten
as follows:

ẋa(k) = v̇k(xp(k)− xr) + vkẋp(k) (20)

ẍa(k) = v̈k(xp(k)− xr) + vkẍp(k) + 2v̇kẋp(k). (21)

In [6], the sequential VMC method involving two steps in an iteration process
is proposed to solve this problem. In the first step, an optimal solution can
be found quickly within subspace constructed by the PCP nodes, and a linear
programming and a line search algorithm perform to improve the PCP nodes.
The detailed algorithms and results can be found in [6].

3.3 The Proposed Approach

In our approach, the constrained optimization problem should be changed into
an unconstrained optimization problem as follows:

minimize(v) J =

(
tf − t0

2

) N∑
k=0

L[v, v̇, v̈, . . .]ωk + C
N∑
k=0

max
k

(0, gk(v, v̇, v̈, . . .))

(22)
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where the second term of (22) is the penalty function to satisfy the inequality
constraints, and C is the weighting parameter. Here, the boundary conditions
such as the initial and final position can be included in (22) by setting v0 = 1
and vN = 1. As stated in Section 3.2, the most important task to find the op-
timal trajectory is how to determine the PCP nodes optimally. Thus, to deal
with this parameter optimization problem, particle swarm optimization (PSO)
is employed. PSO is a population-based stochastic optimization technique [8].
Every particle in the population travels in the search space looking for global
minimum (or maximum) similar to the behavior of bird flocking and fish school-
ing. Each particle adjusts its velocity according to its own experience and its
swarm’s experience while particles search the global solution.

Let the particles be the candidate PCP vectors, then each particle in the
population which begins with randomly selected position vs ∈ R

(N+1)×1 and
velocity νs ∈ R

(N+1)×1(s = 1, 2 . . . , S), where S is the swarm size, and iteratively
moves in the problem space. To generate reliable candidate particles, i.e., the
PCP vector vs, each candidate PCP node vk,s is computed with M the number
of harmonic functions as follows:

vk,s = 1 + r0

M∑
m=0

Am sin

(
mπ

(
ω〈0:k〉
ω〈0:N〉

))
(23)

where 〈a : b〉 denotes
∑b
i=a ωi, and Am is constant to handle the range of the

candidate paths. r0 is chosen as uniform random values in the range [−1, 1].
The best previous position of the particle s is remembered and represented as
pBests ∈ R

(N+1)×1. The position of the best particle among all the particles
is represented as gBest ∈ R

(N+1)×1. At each iteration, the velocity νs and
position vs of each particle s can be updated by the following.

νs = K[νs + c1r1(pBests − vs) + c2r2(gBest − vs)]

vs = vs + νs
(24)

where c1 and c2 are the acceleration constants, r1 and r2 are chosen as uniform
random values in the range [0, 1], K is the constriction factor to ensure the
convergence of PSO [10], and it is determined by

K =
2

|2− ϕ−√
ϕ2 − 4ϕ| (25)

where ϕ = c1 + c2, ϕ > 4. Typically, ϕ is set to 4.1.
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Fig. 2. VMCPSO results of minimum time problem

4 Optimization Results

As shown in Fig. 2(a), we consider a two-wheeled mobile robot minimum time
collision avoidance trajectory planning problem given in [6].

minimize J =

(
tf − t0

2

) N∑
k=0

ωk (26)

subject to |V (k)| ≤ Vmax

|w(k)| ≤ wmax

(x(k) − 4)2 + (y(k)− 4)2 ≥ 4

(x(k) − 6)2 + (y(k)− 7)2 ≥ 1

(x(k) − 8)2 + (y(k)− 6)2 ≥ 1

(x(0), y(0)) = (1, 1)

(x(N), y(N)) = (9, 9)

Table 1. Parameter values of VMCPSO

Parameter Value

Am 1
M 4
N 24
S 200
Itmax 150
Vmax 0.15m/s
wmax 135 deg/s
C1 ∼ C5 100
t0 0
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Given (1), the position state xa and state rate xsr are set as xa = [x, y]T and
xsr = θ, respectively. Basically, the reference point is set as xr = [100,−95]T

and the prey motion xp is given by the straight line shown in Fig. 2(a). From
xr, xp and v, ẋa = [ẋ, ẏ]T and ẍa = [ẍ, ÿ]T are directly computed by (16)-(21)
for each k-th LGL node, so the following results can be obtained.

V (k) =
√
ẋ2(k) + ẏ2(k) (27)

θ(k) = atan

(
ẏ(k)

ẋ(k)

)
(28)

w(k) =
ẋ(k)ÿ(k)− ẏ(k)ẍ(k)

ẋ2(k) + ẏ2(k)
, (ẋ2(k) + ẏ2(k) �= 0). (29)

Thus, we can evaluate whether the constraints such as |V | ≤ Vmax and |w| ≤
wmax are violated for each k-th LGL node by only using xa, ẋa and ẍa. To solve
(26), we change the formula (26) into (22) as follows:

minimize J =

(
tf − t0

2

) N∑
k=0

ωk + C1

N∑
k=0

max
k

(0, |V (k)| − Vmax) (30)

+ C2

N∑
k=0

max
k

(0, |w(k)| − wmax)

+ C3

N∑
k=0

max
k

(0, 1/d1(k)− 1/2)

+ C4

N∑
k=0

max
k

(0, 1/d2(k)− 1)

+ C5

N∑
k=0

max
k

(0, 1/d3(k)− 1)

where di(k) denotes the distance between the position of i-th obstacle and xa(k).
Then, we apply VMCPSO to solve (30) for given the parameters in Table. 1. As
shown in Fig. 2(a) the minimum time optimal trajectory is well generated, and
the resulting optimal PCP nodes are shown in Fig. 2(b).

Now, our main problem which is the terminal angle and time constrained
trajectory optimization problem is going to be discussed. Here, we consider the
same environment, so the difference of cost functions between the minimum time
problem and the terminal angle and time constrained problem is just the first
term of (30). If we denote φ(g) the penalty function including all inequality
constraints, our cost function can be defined by the following:
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Fig. 3. VMCPSO results of terminal angle and time constrained problem (a,b) td =
100 sec, (c,d) td = 200 sec, (e,f) td = 300 sec
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minimize J = IT |terr|+ IA

N−1∑
k=N−5

|γerr|+ φ(g) (31)

where terr = td −
(
tf−t0

2

)∑N
k=0 ωk and γerr = γd − atan

(
y(N)−y(k)
x(N)−x(k)

)
. The

weighting parameters IT and IA are set to 2 and 1, respectively. The optimiza-
tion is performed for td = (100, 200, 300)[ sec] and γd = (0, 45, 90)[ deg] by using
VMCPSO with Table. 1. Fig. 3 shows that satisfactory results of the optimal
trajectory and the PCP nodes for all the cases of td and γd. All of the trajec-
tories are converged to minimize the cost function (31) by considering td and
γd, and also to avoid collisions with the obstacles. As a result, our approach
showed effectiveness to solve the terminal angle and time constrained trajectory
optimization problem.

5 Conclusion and Future Works

In this paper, we focused on solving the nonlinear constrained trajectory op-
timization problem having the terminal angle and time constraints. To handle
this problem, the new numerical algorithm called VMCPSO was proposed. The
idea of VMCPSO came from the virtual motion camouflage (VMC) and particle
swarm optimization (PSO). VMC has a role to change the typical full space op-
timal problem to the subspace optimal problem, and can reduce the dimensions
of the problem by using the path control parameters (PCPs). If the PCPs are
optimized, then the optimal path is generated. Therefore, we employed PSO to
optimize these PCPs. In PSO, the candidate PCPs find the optimal solution
during local and global interactions with the other candidates. From the opti-
mization results, we found excellence of the proposed method. Next steps will be
to extend the proposed algorithm to multi-agent path planning in a decentralized
manner.
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Abstract. In this study, a 3D probability map-building technique is proposed in 
order to UGV's navigation algorithm in the special environment like a 
battlefield. UGV's navigation algorithm needs an optimal path planning 
algorithm to navigate between some mission points and to avoid obstacles on 
the given map. However, although there are already a lot of researches on the 
path planning algorithm for UGV, they are mainly focused on finding the 
shortest path on the map. In some special environments, there may be other 
factors to be considered to find the optimal path. For example, enemy's 
location, terrain, obstacle, UGV's mobility may be some additional factors for 
path planning algorithm on the battlefield. Therefore, the integrated map 
building method is needed to combine all factors which might effect on the 
UGV's optimal path. 3D probability map is proposed how to integrate those 
information. And the simulation program has been developed to verify the 
proposed algorithm and the results are shown. 

Keywords: UGV, Navigation, 3D Probability Map, Path Planning, Special 
Environment. 

1 Introduction 

UGV has been developed in order to navigate between mission points, observe unknown 
enemies, and battle on the battlefield. It must automatically avoid some obstacles and 
fight against the hidden enemies while reaching the goal point. The optimal path 
planning algorithm is needed to perform this mission. There have been already a lot of 
researches on the UGV's path planning. However, they are mainly focused on finding the 
shortest path on a given map. In some special environments, there may be other factors to 
consider finding the optimal path. The UGV's survival probability has been developed in 
order to consider other factors like enemy's location in the previous study. UGV's 
mobility and terrain may be some additional factors for path planning algorithm on the 
battlefield. Therefore, the integrated map building algorithm is needed to combine all 
those factors which might effect on the UGV's optimal path. 

In this study, a 3D probability map building method is proposed in order to build 
the integrated map. The 3D terrain data is combined with the UGV's survival 
probability in the proposed map. And this map can be extended to combine other 
additional factors which might effect on the path planning algorithm.  
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First, in the next chapter, the method to build a 3D grid map from raw sensor data 
will be explained. 3D grid map becomes a basis of 3D probability map. Next, the 
survival probability being combined with the 3D grid map will be explained. The 
survival probability has been researched continuously since the previous studies. [1] 
Then, the developed simulation program and the path planning results are shown to 
verify the proposed algorithm. 

2 3D Probability Map 

A 3D probability map is a grid map which consists of triangle polygons. Grid maps 
are widely used in graph-tree search algorithm like A* in order to find the optimal 
path. [2] However, a grid consists of 4 points, thus it isn't suitable to model the 3D 
terrain surface, because a plane consists of 3 points. To solve this problem, each grid 
of the map has been divided into 8 triangle polygons. In subsequent sections, the 
proposed method to build a 3D grid map will be described. 

2.1 Raw Point Cloud Data  

This 3D grid map is made with point cloud data obtained by some sensors such as 
laser scanners. A sample of point cloud data obtained from Robotics Research lab at 
 

 

Fig. 1. Raw Point Cloud Data collected by Laser Scanners from RR Lab at KAIST 
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KAIST in South Korea has been shown in Fig 1. [3, 4] Using this raw point cloud 
data, a 3D probability map will be generated. However, this raw data have too many 
data with different density. Most of the point cloud data can be ignored during the 
path planning. 

2.2 Simplification 

Before building the 3D grid map, the point cloud data may be simplified to reduce 
ignorable data which aren't related with the UGV's path planning. By this, the storage 
space can be reduced and the algorithm operation speed can be improved. Because 
UGV moves along only the terrain surface, most of the points higher than UGV's 
height can be removed. The result of simplified point cloud data is shown in fig 2, 
there isn’t any the top of tree or building.  

 

   

Fig. 2. Simplified Point Cloud Data 

2.3 Quantization 

Quantization process extracts the grid nodes of the map from the simplified point 
cloud data. First, it divides the point cloud data into some square regions, and then 
looks for the mean values of those regions respectively. The calculated mean values 
are the node values of the grid map. By connecting those nodes, the 3D grid map can 
be created. Fig. 3 shows the result nodes after the quantization process. While this 
process makes the grid map lose some details, it reduces the data storage space. 
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Fig. 3. Quantized Point Cloud Data 

2.4 3D Grid Map 

Simply, the 3D grid map seems to be able to create by connecting those nodes. 
However, there is a problem.  A unit of 3D terrain consists of a triangle polygon 
because one plane consists of 3 points. On the other hand, a unit of grid map consists 
of 4 points. Thus, when the 3D grid map is created, the geometric ambiguity problem 
occurs. That problem is shown in Fig 4. The path between ‘1’ and ‘3’ nodes is not 
connected with the path between ‘2’ and ‘4’ nodes, because there isn't any geometric 
information about the unit terrain. 
 

 

Fig. 4. Geometric ambiguity Problem; if 4 Points aren’t on the one plane, there occurs two 
paths that can’t be connected each other 

Solution of the Geometric Ambiguity Problem. In order to solve this geometric 
ambiguity problem, a unit grid of the 3D grid map has been divided into the 8 triangle 
polygons shown as Fig. 5. In the Figure, colored region means a unit grid node, and 
one node is connected with adjacent 8 nodes. Between two nodes, an additional node 
has been inserted by mean value of adjacent nodes. 
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Fig. 5. The Solution of the Geometric Ambiguity Problem 

Fig. 6 shows the result of 3D grid map which is created from the point cloud data 
of Fig. 2. It presents the geometric information of the 3D terrain by using the grid 
structure. By assigning a survival probability value at each node, a 3D probability 
map will be created. 

 

 

Fig. 6. The result of 3D Grid Map 

Compare with MATLAB ‘Surf’ Function. Fig. 7 shows the result of comparing the 
proposed algorithm with the MATLAB 'surf' function. In the Fig, (a) shows the result 
created by MATLAB with using same point cloud data, and the enlarged image (b) 
shows the geometric ambiguity problem well. 
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(a) 

 

   
(b)                               (c) 

Fig. 7. This shows the 3D map building results of the MATLAB ‘surf’ Function and the 
Proposed Algorithm. (a) has been created by MATLAB with using the same point cloud data of 
Fig 5. (b) is the enlarged image of (a) and it shows the geometric ambiguity problem. (c) is the 
result of the proposed algorithm. There isn’t any disconnection between the nodes. 

3 The Survival Probability 

In order to build 3D probability map, the UGV's survival probability should be 
defined. It has been defined in our previous study by using the classic definition of the 
probability shown as equation (1). [5] 
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Where, Ps(Ai) is the survivability of i-th UGV, Li is the amount, called by ‘Life’, 
for the Ai to be able to resist the enemy’s attack, and Di is the amount which the 
enemies can damage the Ai. Now the damaged probability can be defined as;  
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So, the survivability can be defined as 1 minus the damaged probability.  

3.1 Damaged Probability 

However, to determine the optimal, path we should compare the probabilities on the 
adjacent nodes at each time. Thus we should modify the definition of the damaged 
probability. It can be redefined as; [1] 
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Here, �� is the coefficient of the power of the j-th enemy’s weapon, m is the 
number of total enemies. And Ph(Ai) is the probability that the enemy’s attack can hit 
the Ai so called by ‘the hit probability’.  

The hit probability is the related with the enemy’s aim, thus it can be described 
with the Gaussian normal distribution. However, there is no direct solution of the 
integral of the normal distribution, therefore the hit probability can be approximated 
shown as equation (4) by using Arvind K. Sharh’s method. [6] 
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3.2 Additional Cost Function for Optimal Path Planning 

Finding the optimal path is implemented by searching the minimum cost function 
value on the map. Usually, the graph-tree searching algorithm like A* is used at 
finding the optimal path. [7] However the heuristic function of the normal A* is one 
of the distance value, thus we defined the additional cost function for the proposed 
algorithm shown as equation (5). [1] 
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4 Simulation and Result 

The simulation program has been developed to verify the proposed algorithm by 
using C++ builder 2007 on the windows 7 environment. And the path planning result 
by proposed algorithm will be presented in the subsequent section. [8, 9, 10] 

4.1 The Results 

One of results of the proposed path planning algorithm is shown in the Fig. 8. In the 
Fig., the white balls between two red balls are the result path. 

 

 

Fig. 8. One of the Path Planning Result on the 3D Grid Map 

And he other path planning result on the 3D grid map is shown in the fig 9. if there 
are only some obstacles without enemy, the result is same as the normal A* 
algorithm. 
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Fig. 9. The Other Result of the Proposed Algorithm on the 3D Grid Map 

Fig. 10 shows the path planning result on the 3D probability map in which some 
enemies exists .Unlike the fig. 9, the value of each node isn't the elevation 
information. It means the dangerous probability similar with the potential energy at 
artificial potential field method. Thus, the path is generated like as if it avoids the 
higher value node. 

 

 

Fig. 10. The Path Planning Result on the 3D Probability Map  
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5 Conclusion 

In this paper, the 3D probability map has been proposed in order to plan the optimal 
path for UGV in special environment like a battlefield. 3D probability map can be 
created by combining with the 3D grid map and the UGV's survival probability value. 
When building the 3D grid map from the point cloud data, the additional node is 
inserted between two grid nodes to solve the geometric ambiguity problem. The result 
map is symmetric of the eight directions and is connected with all adjacent nodes. 
Thus the cost value can be obtained within any direction without any geometric 
ambiguity.  

The simulation program has been developed to verify the proposed algorithm, and 
the results were shown. The result shows that the optimal path planning algorithm 
works good with the 3D probability map. In future work, the proposed algorithm will 
be extended by combining other special environment factors like UGV's mobility. 
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Abstract. In this paper, device development for AGV using magnet navigation 
and method of magnetic localization method are described. The most 
commercial AGV is using magnet navigation. This is more stable and lower 
cost of sensors than different navigation systems of AGV. However, the 
commercial magnet navigation devices use magnet hall sensor of digital type 
and those accuracy are decided by the number of magnet hall sensor and 
interval. The interval is about 10mm generally because interference occurs in 
the case of close interval, but the AGV using this interval has low accuracy. 
This AGV doesn't matter in straight driving, but occur breakaway or false 
operation in curve driving. Therefore, we create an magnet navigation device 
using magnet hall sensor of analog type and design fitting functions with the 
experimental results of magnet hall sensor in the work environment. Based on 
this, this paper proposes the method to detect magnet navigation line. In the 
result of proposed method, localization method accuracy is improved more 
about 16.73mm by this method than the commercial magnet navigation device 
and space to detect magnet navigation line is larger. 

Keywords: Magnet Navigation Device, Magnet Hall Sensor, Fitting Function, 
Localization Method. 

1 Introduction 

In recently, the industry is possible larger supply of required product by production on a 
large scale. Common method that makes one product in manufacture line of production 
is difficult prompt response on small quantity batch production and is inefficient the unit 
cost of production[1-3]. Therefore flexible production system is required for flexible 
action on kind of production. This production system is classified workshop, materials 
handling system, control system, etc. The materials handling system that is important 
component with production cost means work of all filed that is related load and unload, 
transportation, storage of materials. In recently, dement of that is gradually incremental 
to satisfy flexible, efficiency of materials handling system. Commonly unmanned 
transfer system is autonomic ally work, decide load and unload, transportation of 
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production or part materials of production. That is called automated guided vehicle 
(AGV)[4-7]. In technique of AGV, guided system is important technique with 
localization and driving control. The guided system of AGV is classified wire guided 
and wireless guided. Wire guided system is system that AGV move on designed 
position through wire guided device as magnetic measure device, camera and infrared 
light camera measure guideline attached and laid on floor[8-11]. The wireless 
navigation system is system that guide AGV using landmark information as laser 
navigation, stargazer, ultrasound satellite, GPS, RFID, etc. at work environment[12-14]. 
The wire guided system is large installed charge, very difficult maintenance. And that 
guide AGV designed line. On the other hand, the wireless system is possible 
autonomous driving not designed line, easy install and maintenance because using 
landmark information attached at work environment. However this has slow response 
time, expensive, low localization accuracy by comparison with wire guided system. 
Presently, AGV used on work environment has wire guided system because high 
accuracy, inexpensive than wireless guided system. Type of the wire guided system is 
magnetic guided AGV that guided on laid magnet, camera guided AGV that guided 
using camera on color tape and electromagnetic guided AGV that guided on 
electromagnetic line. Among these, electromagnetic guided AGV is most used because 
that is most low influence of damage of guided line and disturbance. Magnet positioning 
device measures magnetic line using magnet hall sensor. Magnet hall sensor is used 1-
axis of digital type. Magnet positioning device has 8-type, 16-type on used hall sensor. 
Accuracy of magnet localization device is decided by interval of hall sensors. If interval 
of hall sensors is small, interference is happened. Accuracy is very low at large interval. 
Therefore, suitable Interval of hall sensors is required. 

Digital magnetic localization is used because all sensor of analog type have 
disturbance by magnetic field of earth and magnetic field of current. Therefore, this 
paper proposes magnetic localization system using mapping and analog magnetic hall 
sensor for high accuracy magnetic localization sensor. 

This research design and make magnetic localization device to measure position 
and angle of AGV using feature information of magnetic field. In the past magnetic 
localization device, we used and tested various bipolar analog magnetic hall sensor. 
To verify proposed method, we compared magnetic localization device of designed 
made by ourselves with commercialized production. 

The organization of this paper is as follow. Section 2 analyze feature of magnetic 
hall sensor, section 3 describes the proposed magnetic localization device. Section 4 
describes experiments to evaluate the proposed device. Finally, section 5 presents our 
conclusions and future study. 

2 Magnetic Hall Sensor 

In general, magnetic sensor which is applied to MGV(Magnetic guidance vehicle) or 
magnetic-gyro navigation AGV should be small and have high sensitivity for the real 
time operation. Take into account these merits, magnetic hall sensor has been used for 
magnetic localization of MGV. The feature of magnetic hall sensor can be divided 
into 2 parts: axis and direction information. In case of axis information, it can be 
divided into 3 parts, 1-axis, 2-axis, 3-axis, and they measure the magnetic field of  
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z-axis, x-y-axis, x-y-z axis in general, respectively. In case of direction information, it 
can be divided into two parts: on-direction and non-direction. With non-direction, it 
measures only the strength of magnetic field. However, with on-direction, it measures 
the magnetic field of the each opposite axis and calculates the difference or average 
using them. MGV, using the wire navigation system, can measure the magnetic field 
of magnet constantly from magnetic path. For this reason, MGV can use the low-cost 
magnetic hall sensor with no including direction information. At the first, we 
experiment the various magnetic hall sensors and analyze them to apply to MGV. 
Two magnets are used for the experiment: magnetic tape for a guidance of MGV and 
magnet for lying, and we only use the magnet which has the Gauss range from 5 to 
10. However, in general, measuring range of magnetic hall sensor is wider than 
aforementioned range, e.g. SS411P and SS461A hall sensor had the range from -30 to 
140 Gauss and from 5 to 80 Gauss, respectively. Digital hall sensor makes the on 
signal when it detects the objects which have the measurable range of Gauss of 
magnetic field, otherwise, it makes the Off signal. Sensors which can measure the 
polarity are classified as bipolar sensor and unipolar sensor. Magnetic hall sensor is 
commonly attached to MGV with the height of 3 cm from the bottom. Base on this, 
experiment is done with 3cm height between 1-axis hall sensors and the bottom.  

Table 1 shows the measurable range when the each hall sensor has the difference 
about 20mv from base voltage. 

Table 1. Experimental result of measurable range of magnetic hall sensor  

Magnetic hall sensor Magnet Tape(unit: mm) Laying magnet(unit: mm) 

SS411P 5 8 

SS40A 13 15 

SS461C 10 12 

A1101UA-T X 5 

WSH130 5 9 

WSH130NL 3 8 

WSH131 4 10 

WSH133 7 15 

WSH135 15 11 

WSH136 35 33 

WSH137 30 33 

WSH138 50 45 

WSH201 90 60 

WSH315 10 10 

 
Magnetic hall sensors that have the satisfied result are WSH136, WSH137, 

WSH138, WSH201, and WSH201 which has the longest measurable distance was 
used in this paper. Specification of WSH201 hall sensor is shown in Table. 2. 
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Table 2. Specification of WSH201 hall sensor 

Parameter Spec 

Supply Voltage 2.2~12V 

Measurement Range 5V : ±200 Gauss 
12V : ±500 Gauss  

Sensitivity 7.4 ~ 8.9 mv/Gauss 

Low Temperature drift ±1.0mv/C(0G) 

Communication Analog Voltage 

Polarity Bipolar 

 
Base voltage is increased about α when WSH201 hall sensor measures S polarity. 

Otherwise, it measures N polarity, base voltage is decreased as the same amount. 
WSH201 has the change of 20mv per a Gauss, and it only measures the z-axis 
magnetic field with no including direction information. 

 

 

Fig. 1. Characteristic of magnet hall sensor (WSH201) 

For experiments of WSH201 hall sensor, it moved per 2mm on x-axis from -91mm 
to 91mm with 3cm height from the bottom and measured the data. 10bit ADC is 
attached to WHS201 hall sensor for experiment. Using this, we measure the 100 data 
when the magnet was moved per 2mm and calculate the average of them. In Fig. 2 
shows the data measurement system and experimental method, and result of experiment 
for magnetic tape and magnet for laying. There is no way to measure and exactly 
remove the external magnetic field between earth magnetic field and wire of 
measurement system. Because of this, experiment was done in clear space with no 
magnetic object in 2m radius and calculates the average of data which was measured 
during the 10 minutes. Based on this average, difference with measured data of 
WHS201 hall sensor was considered to experiment and N polarity was used for the test. 
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Fig. 2. Experimental Result of magnet hall sensor 

Result of experimental graph forms the Gaussian function. At the experiment with 
3cm height, magnetic tape has the max and min value as 37 and -1, respectively. In 
case of magnet for laying, it has the max and min value as 42 and -1, respectively. 
Converting these Gauss data, we get the max and min value of magnetic tape as 
9.0332 and -0.2441, respectively. Along the same lines, magnet for laying has the 
max and min value as 10.2539 and -0.2441. ADC value is divided into 4.096 to 
calculate the converted ADC value. WSH201 hall sensor has the 20mv/G sensitivity. 
That is the why that if ADC value presents the 1024 and 4.096 when the voltage was 
5V and 20mv in 10 bit ADC system, respectively. 

3 Proposed Magnetic Position System and Position Decision 

Magnetic Position System is designed and manufactured, that used 12 magnetic hall 
sensors of analog type. because set to 12 hall sensors through measurement time 
experiments to be less than driving control time(50 ~ 100 ms) of AGV, and we used 
ADC in MCU to reduce the time of the measurement of ADC device. Fig 3. is the 
form of designed and manufactured magnetic position device. That is included MCU, 
12 hall sensors of analog type and max 232.  

 

 

Fig. 3. Designed magnetic positioning device 

Methods of position decision of the magnet are digital, center of gravity and fitting 
function used measured magnetic fields of magnets. It should be considered 
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surroundings and earth`s magnetic field disturbances, therefore apply threshold 
magnetic field. There threshold values need to determine the magnetic field values 
appropriate to the environment in which the AGV. Digital decision method determine 
the position using the digital values(on/off data) by applying a threshold values to the 
measured magnetic field. Center of gravity method using the magnetic value using the 
changed value(gauss data). The position decision method with fitting function method 
use the maximum data the fitting function of the Gaussian type by the experiment 
data in the work environment. 

 

Fig. 4. Result of fitting Function using measured data 

4 Experimental Result 

4.1 Experimental Environment 

To analyze the designed magnetic localization sensor with common sensor, we 
designed the experimental table using aluminum profile as shown in Fig. 5 Besides 
the experimental table, 400W BLDC motor was rotating about 300 RPM (Revolutions 
per minute) for making the oscillation to generate the effect such as the magnetic 
localization sensor is similar to attach the real AGV.  
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Fig. 5. Experimental equipment 

4.2 Performance Experiment of the Position Method 

To experiment the performance of proposed method, we set the center of magnetic 
localization sensor as 0 and the magnet was moved from -91mm to 91mm per each 
2mm. Fig. 5 shows the experimental method. 
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Fig. 6. Experimental method 

The experiment results of the designed and manufactured magnetic position device 
are shown in the figure below. That is the result of calculated magnet position with 
digital, center of gravity and fitting function position using 100 times data. The digital 
position method are the calculated method of the commercially devices. 
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(a)                                     (b) 

 
                                        (c) 

Fig. 7. Result of localization on magnet. (a) digital (b) center of gravity (c) fitting function  

Fig 8 are the errors between the real position and the calculated position. 

 

(a)                              (b) 

 

                 (c) 

Fig. 8. Error of localization. (a) digital (b) center of gravity (c) fitting function 
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As can see from the experimental, digital and center of gravity position method are 
small than fitting function method, because it use the threshold magnetic field for in 
order to reduce disturbances and interference phenomenon between hall sensors. 
However, the fitting function method using the maximum data has the low accuracy 
than digital and center of gravity method in a certain interval because of the high  
sensitivity of hall sensor. From the experimental result, the accuracy of proposed 
magnetic position device is 3.25 mm, and we can verify that proposed method is 
similar to common magnetic localization device. 

Table 3. Error result of magnet postion method 

Position of magnet Digital COG Fitting Function 
-91 91.00 91.00 1.25 
-89 89.00 89.00 0.25 
-87 87.00 87.00 0.13 
-85 85.00 85.00 0.29 
-83 83.00 83.00 0.24 
-81 81.00 81.00 0.71 

    

-5 5.00 5.41 9.00 
-3 7.00 7.04 11.82 
-1 4.00 4.82 2.30 
1 6.00 6.16 5.00 
3 3.00 3.85 7.32 
5 5.00 5.24 10.42 

    

81 81.00 81.00 0.69 
83 83.00 83.00 2.40 
85 85.00 85.00 0.33 
87 87.00 87.00 0.39 
89 89.00 89.00 1.31 
91 91.00 91.00 0.38 

AVG 19.98 19.76 3.25 
 

5 Conclusion 

It is a paper associated with development of magnetic position device for the magnet 
type AGV. In order to develop magnetic position device, we analyses sensor to 
measure magnetic field and choose suitable hall sensor for AGV and test repeatedly. 
We propose magnetic position device using WSH201 which is selected through 
continuous experiment. WSH201 which is chosen as hall sensor is easy to apply to 
AGV because WSH201 is a hall sensor of bipolar analog type, and it is also small and 
can measure wide magnetic field. We designed and manufactured 1 X 12 magnetic 
position device using hall sensors, set to fitting function to determine the position of 
magnet. From the experimental result, the accuracy of proposed magnetic position 
device is 3.25 mm, and we can verify that proposed method is similar to common 
magnetic localization device. 
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Abstract. We have designed an integrated system of an UGV
(Unmanned Ground Vehicle) and an UAV(Unmanned Aerial Vehicle),
and propose a sensor-based relative pose estimation method for this sys-
tem. Most of service robots are wheeled robots which can be easily con-
trolled. However, due to the development of aerial vehicle technologies
including sensors and wireless communication, recent UAVs can have
lower weight, longer flight time and stabilized control system. Merging
an UGV and an UAV for certain service can be a better choice for per-
sonal or public services, especially for effective surveillance. In this paper,
a commercial μUAV and a low-price, sensor-equipped mobile base are in-
tegrated to provide surveillance service. A fish-eye camera and an ultra-
sonic range finder sensor are utilized to estimate relative translation be-
tween two robots. Attitude and heading reference systems in both robots
are utilized to estimate relative rotation between them. The probabilistic
filter is applied to compensate sensor or camera measurement noises. The
robustness of the proposed system is verified by a quad-camera stereo
capture system. Also, practical application is provided with a scenario
which performs the homing of the UAV from arbitrary location.

Keywords: UGV, UAV, relative pose, co-operation.

1 Introduction

1.1 Integration of UGV and UAV

The public demand for service robots is steadily increasing. According to In-
ternational Federation of Robotics(IFR), the number of service robots sold for
personal and household was estimated more than 2.5 million in 2011, which was
15% more than that of 2010[1]. Most of the service robots move with attached
wheels, which are stable and very easy to control.

However, wheels severely limit the movable range of service robots. For exam-
ple, most of commercial bi-wheeled robotic vacuum cleaner cannot pass through
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even a very low door sill. On outdoor application, automobiles cannot pass
through a wall without making a hole. To overcome such obstacles, additional
paths such as slopes or another moving means are required.

One of the candidate is wing. But due to difficulties, complexity and limits of
the aerial vehicle control, they are not suitable to provide personal or household
services. However, aerial vehicle technologies have been much developed these
days. The weight of aerial vehicles have been decreased thanks to the advanced
materials, and flight time has become longer with battery technologies. MEMS-
based sensor equipments allow the stable control of aerial vehicles, and wire-
less communication technologies enable remote controllability and connectivity
exchanging camera or sensory information between the robot and the station.
These days, aerial vehicles are no longer a special technology. They are utilized
not only for public transportation or military service, but also for hobbies and
toys.

The wheeled robots are easy to control and comparatively free from the pay-
load and energy limit, while aerial robots have much wider field of operations.
Therefore, integrating two robots to provide surveillance services can take ad-
vantage of both of them. The ground one can patrol the desired region, and
can deploy the aerial one to investigate unreachable regions. In this paper, a
commercial μUAV and a low-price, sensor-equipped mobile base are integrated
to provide surveillance services.

1.2 Related Works

Recently, the aerial vehicle has become one of popular research fields of robotics.
Researches for rapid and complex motion control of them[2], or their cooperation
for manipulation or transportation[3] have been performed. Autonomous flight
is also a popular issue. Autonomous flight with structed[4] or unstructed[5] en-
vironment was presented.

As mentioned in 1.1, the aerial vehicles are not free from the payload. This
constraint limits the quantity of sensors or processors to be attached on the
vehicle. Overcoming this limit and to achieve successful localization, the GPS-
based method for outdoor environments[6] and artificial landmark-based method
for indoors[7] are introduced. To compensate weak computational power, sensor
data can be transferred to ground station[8].

To provide indoor service with the aerial vehicle, the aerial vehicle requires var-
ious sensors in small size. A commercial quadcopter, AR.Drone 2.0[9] is equipped
with 2 cameras, a 9-axis inertial measurement unit(IMU), an ultrasonic altitude
sensor with wireless communication ability. A periodical surveillance system have
been introduced[10] utilizing this μUAV and a mobile base. To localize the aerial
vehicle, the bottom camera was utilized to observe the mobile base and the dead-
reckoning method with internal IMU was applied. Because of the dead-reckoning
method, the ground vehicle must stand still while the aerial vehicle is in flight.
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1.3 Problem Definition

To perform services with multiple robots in cooperation, localizing both of them
is one of the most important issues. Without an accurate localization, they might
be crash into each other during the task, or their task paths could be overlapped
unnecessarily. Relative localization is also an essential issue. With an absolute
position of a robot and the relative position with another robot, the absolute
position of the other can be determined.

In this paper, a commercial μUAV and a low-price, sensor-equipped mobile
base are integrated to provide surveillance services. To estimate the relative pose
between them, a fish-eye camera, an ultrasonic range finder sensor, two IMUs
are utilized.

The probabilistic filter is applied to compensate sensor/camera measurement
noises. The robustness of the proposed system is verified by a quad-camera stereo
capture system. Also, a practical application is provided with a scenario which
performs the homing of the UAV from an arbitrary location.

2 Relative Pose Estimation Using Sensor Fusion

Pose estimation of certain object requires 2 elements; the rotation and the trans-
lation. To estimate relative pose of 2 objects, it is necessary to set a reference
coordinate system. In this work, the camera center of the ground vehicle is the
origin of overall coordinate system. The relative rotation and the translation can
be easily calculated by estimating the position of aerial vehicle, (xa, ya, za) and
the rotation of aerial vehicle, da in Fig. 2.

Fig. 1. Estimation of 3D position using 2-camera stereo system. x1, y1, x2, y2 : the
position in the pixel plane. d: distance between cameras. f : focal length.
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Fig. 2. The relative pose of two robots. (a) x−y plane. (b) y−z plane. hg: predefined
height of the ground vehicle, d = [x y 1]�: direction vector of the aerial vehicle from
the ground vehicle, h: height of the aerial vehicle, da: direction of the aerial vehicle,
dg: direction of the ground vehicle.

2.1 Relative Rotation Using Inertial Measurement Units

An inertial measurement unit has three 3-axis sensors to estimate its rotation
matrix; a gyroscope, an accelerometer and a magnetometer. If it is attached to a
robot, its estimated rotation matrix can be treated as the robot rotation matrix.
The rotation of a vehicle can be described with three variables, roll, pitch and
yaw as in Fig. 3. So, the difference of the values of two vehicles can be treated
as their relative rotation.

Fig. 3. Tait-Bryan notation of a vehicle
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2.2 Relative Position Using Sensor Fusion

Among the methods to estimate three-dimensional position of an object[11],
the most representative one is the 2-camera stereo. The 2-camera stereo system
estimates the position of an object by triangulation, as in Fig. 1. To estimate
the exact position, the distance between cameras d should be long enough. In
the proposed system, upward camera system for observing the aerial vehicle is
attached on top of the ground vehicle. So, it is not efficient to attach two or
more cameras on the robot with ensuring large d, due to the limit of the size of
ground vehicle.

Instead of the 2-camera stereo, we utilized a fish-eye camera and the altitude
of the aerial robot. With the information of ray direction d and the altitude
of the aerial vehicle h in Fig. 2, it is possible to estimate the relative position
between two robots as (1) which is represented as A(xa, ya, za).

xa = |za|x
ya = |za|y
za = h− hg

(1)

2.3 Estimating Ray Direction From Fish-Eye Camera

If one can extract a target object from the image captured from a camera, it is
possible to estimate the direction of the object from the camera center. Fig. 4
shows the geometric model of a pinhole camera. In this camera model, the real
point X is projected to the point x on the image plane. From the properties of
similar figures, the point x= (x , y, f ) can be represented with X= (X ,Y ,Z ) as
(fX/Z, fY/Z, f). It is possible to determine the ray direction of any projected
points on the image plane after the camera calibration process[12].

Fig. 4. Pinhole camera model

2.4 Estimating Altitude with Ultrasonc Sensor

The ultrasonic sensor range finder measures the distance between the sensor and
a surface. If the sensor is attached to the bottom of an aerial vehicle and the
vehicle is in flight, the sensor can estimate the altitude of the aerial vehicle. The
response of the sensor is almost linear, but the response signal has uncertainties
due to the ADC circuit noise or the temperature of the air.
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3 Probabilistic Filter Compensating Measurement Error

Section 2 describes how to estimate the relative pose between two robots with the
direction vector and the altitude of the aerial vehicle. But measurement errors
can be occured because of various reasons. Dominant errors are the altitude
measurement error with the ultrasonic range finder and the image measurement
error during the extraction the aerial vehicle from the fish-eye camera captured
image. The probabilistic filter determines the relative position with the estimated
pose and the model of noise from the image measurement and the ultrasonic
sensor response.

Estimated position of the aerial vehicle at time t can be denoted as Xt =
[xt yt zt]


. Also, observed position in t can be denoted as Zt.

3.1 Probabilistic Model for Position Estimation

The objective of the probabilistic position estimation is updatingXt with respect
to the variation of observation Zt as (2) and Fig. 5.

Fig. 5. Probabilistic Position Estimation

P (Xt|Z1:t) = ηP (Zt|Xt)P (Xt|Z1:t−1) (2)

If the observed positions from t = 0 to t−1 are known, the predicted position
can be modeled as (3).

P (Xt|Z1:t−1) =

∫
Xt−1

P (Xt|Xt−1)P (Xt−1|Z1:t−1)dXt−1 (3)

P (Xt|Xt−1)is called motion model and P (Zt|Xt) is called measurement model
in (2) and (3).

3.2 Motion Model

Motion model describes the variations of relative position between two robots.
To simplify the problem, conventional motion models assume the uniform ve-
locity of robot or use sensors to observe exact velocity[13]. But in this research,
two robots move separately. Also, the velocity of the aerial vehicle cannot be
measured explicitly. So, it is impossible to assume uniform velocity or observe
exact velocity. So, the motion model P (Xt|Xt−1) is modeled as Gaussian random
variable.
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3.3 Measurement Model

Measurement model with the position of the aerial vehicle in captured image
pixel plane um and reprojection of Xt in image plane û can be formulated as
(4).

exp(−||um − û||
2σ2

p

) (4)

Similar model can be derived as (5) for the ultrasonic measurement model.

exp(−||z − h||
2σ2

h

) (5)

The response of the ultrasonic sensor and the extraction from captured image
are independent, so the measurement model can be derived by multiplying them
as (6).

P (Zt|Xt) = P (Zit |Xt)P (Zst |Xt) = exp(−||um − û||
2σ2

p

) exp(−||z − h||
2σ2

h

) (6)

4 Experiments

4.1 An Integrated System of an UGV and an UAV

Integrated robot system consists of two robots; an unmanned ground vehicle and
an unmanned aerial vehicle. The bi-wheeled ground vehicle has a flat plate to
carry the aerial vehicle. The aerial vehicle can take off or land on the station. A
fish-eye camera is attached on the station.

The aerial vehicle is selected within the commercial small ones. AR.Drone
2.0[9] mentioned in 1.2 is a commercial quadcopter equipped with various sensors
to be easily controlled. Also, with wireless communication technologies, users can
not only control the robot but also retrieve sensory informations and camera
images from the robot. To detect the aerial vehicle easily, we attached a LED
array under the aerial vehicle. Fig. 6 shows the appearance of the integrated
system.

4.2 Evaluation Setup

To evaluate the accuracy of the proposed method, we designed a quad-camera
stereo capture system as Fig. 7. Four cameras are synchronized with the fish-eye
camera and the ultrasonic altitude sensor of the UAV, to capture the path of
the UAV. The captured path recorded by external four cameras is treated as the
ground truth. The accuracy of proposed system is evaluated by calculating the
error of Euclidean distance.
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Fig. 6. Integrated Robots: Front view, Fisheye Camera, Landed aerial vehicle, Bottom
view, Ultrasonic altitude sensor
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Fig. 7. Calibration of the quad-camera stereo capture system. Solid line: 4 cameras,
Dashed line: fisheye camera attached to robot, Chain line: external synchronized trig-
ger. Camera center of the fisheye camera is the origin of the world coordinates. 4
cameras are calibrated and firmly attached.

4.3 Experimental Result

Fig. 8 shows the result of estimation of relative position. The first one is the
case of the smooth movement. In that case, the response of the ultrasonic sensor
is comparatively stable. The second one is the case of the rapid movement, so
the response of the ultrasonic sensor is distorted with noise. Table 1 is the error
from the each experiment.

Table 1. Mean error of captured data

UAV Movement Captured Filtered

Smooth 106.38mm 103.51mm

Rapid 82.69mm 78.54mm

4.4 Autonomous Homing of the UAV

To show the possibility of practical application of the proposed method, we
designed a scenario. To perform a surveillance service with this integrated sys-
tem, each robot should perform its duty with different path. However, after the
surveillance of the UAV, the aerial one must return to the base for safety and
power issues. In this experiment, we perform the autonomous homing of the
unmanned aerial vehicle.
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Fig. 8. Relative pose estimation result. (Top) Smooth moving(Stable sensor response),
(Bottom) Rapid moving(Unstable sensor response)
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Fig. 9. Autonomous returning-to-base(homing) scenario. Row 1: Captured from exter-
nal camera. Row 2: Captured by the bottom camera of the UAV. Row 3: Captured by
the fisheye camera on the UGV. Row 4 5: Captured by Kinect attached on the UGV.
(a) Order to return to base. (b) Moving toward the UGV (c) Pose correction with
hovering target (d) Finish correcting hovering target (e) Landing completed.

The ground vehicle can track the relative position and rotation of aerial ve-
hicle with the proposed method simultaneously. So, the integrated system can
generate motions for the UAV, which makes the UAV return to the base. Fig. 9
shows the progress of returning to base. In this experiment, the aerial vehicle
can return to the base not only the UGV is standing still, but also the UGV is
wandering around.

5 Conclusion

We designed an integrated robot system consists of an UGV and an UAV for
surveillance service, and proposed a method to estimate the relative pose between
two robots using sensor fusion. With a fish-eye camera and an altitude sensor,
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the relative position between two robots is successfully estiamted. Probabilistic
filter made the estimation algorithm robust. To evaluate the performance, a
quad-camera stereo capture system is utilized. Also, an autonomous homing
scenario is performed to show the possibility of a practical use of the proposed
work.
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Abstract. In this paper the algorithm Camera of calculation of the position and 
orientation coordinates of the object observed by the camera is presented. The 
camera is mounted above the technological station on which object appears. 
These coordinates are calculated relative to the station frame (coordinate system 
associated with the technological station) or relative to base frame (coordinate 
system associated with the base of robot). The orientation is described by the x-
y-z fixed angles of rotation relative to station or base frame. In this algorithm 
the perspective model of camera is used. From the image on the camera matrix 
sensor of three characteristic points of the object are obtained 2D coordinates of 
these points. The location (position and orientation) of the object are calculated 
on the base of these coordinates. The calculated location coordinates allow the 
robot to automatically approach the object and carry out technological 
operations. For example, an object may be the car body and the technological 
operation  sealing or welding. Creating of such algorithms is fundamental 
problem of computational intelligence for robots. 

Keywords: Robot Vision, Computer Vision, Soft Computing, Robot 
Intelligence. 

1 Introduction 

Intelligent robots can do technological operations themselves, of course, in limited 
range. Independence that provides the appropriate software, called intelligent robots 
computer. This software includes the following algorithms: a) of image processing, b) 
of Cartesian trajectory generation, c) of the solutions of the inverse kinematics 
problem.  

The image processing algorithms calculate a coordinates of the position and 
orientation of the object observed by the camera. The trajectory generation algorithms 
calculate Cartesian coordinates a via points of the trajectory. These points provide a 
proper approach of a robot to the observed object and take the appropriate operations 
technology. The solutions algorithm of the inverse kinematics computes actuator 
rotation angles from Cartesian coordinates calculated by the trajectory generation 
algorithm. 
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In this work focused on image processing algorithm. In the literature [1-4], we can 
find many descriptions of algorithms for the calculation of the Cartesian coordinates of 
the observed object by stereovision system of two cameras. In [5] is presented 
catadioptric stereovision systems with a single camera, but requiring additional mirrors. 

In the proposed algorithm Camera here need only one camera, without additional 
mirrors. This algorithm calculates the homogeneous transformation matrix of camera 
frame relative to station frame, on which is the observed object. 

The second section presents a description of the perspective camera model. The 
algorithm Camera  which allows calculating the coordinates of the observed object 
relative to station frame, of on the basis of the coordinates in the camera coordinate 
system is formulated in the third section. Section four contains examples of 
calculations using this algorithm. The five section is a summary. 

2 Perspective Model of Camera 

In the perspective model of camera [6], we omit optical image distortion. This 
assumption simplifies the mathematical description of the observed point coordinates. 
Figure 1 illustrates the camera frame ccc zyx , the, reference frame xyz  and the 

coordinates of the point A. 
 

 

Fig. 1. The perspective model of camera 

The plane cc yx  lies on the camera matrix sensor. The point F is the lens, away 

from the point cO  the focal length cf  of the lens. cT  is the homogeneous 
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transformation matrix [7,8] of frame ccc zyx  relative to the frame xyz . The position 

coordinates of the point A in the frame xyz  is given by equation (1a). 

 

[ ]T
AAAA

c
cA zyx 1== rTr .                                                (1a) 

 

Ax , Ay , Az  are the coordinates of the position of point A in the frame xyz . A
c r  is 

the homogeneous form (1b) of the description of the point A in the frame ccc zyx . 

A
c x , A

c y , A
c z  are the coordinates of the position of point A in the frame ccc zyx . 

From Fig. 2 it results the dependence of (2a) connecting the image coordinate Ac
c x  of 

the point A with the coordinate A
c x . 
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A similar relationship (2b) is valid for A
c y  coordinate. 
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The Ac
c x  and the Ac

c y  values read from the camera describe only straight half. The 

straight half is starting from point cA  and passes through point A. For these values, 

there are infinitely many points in this straight half, satisfying equation (2a) - (2b). A 

is one of the points. To unique definition of the point A coordinate A
c z  is need.  

We assume to describe the transformation matrix cT  of the camera frame in the 

following form: 
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),(),(),(),,( αβγ xRotyRotzRotdddTrans zyxc =T .                       (3) 

It is a record of successive transformations relative to the frame xyz . These 

transformations are: rotation around the x axis by an angle α , rotation around the y 
axis by an angle β , rotation around the z axis by an angle γ , displacement on zd  

along the z axis, displacement on yd  along the y axis, displacement on xd  along the x 

axis. Orientation of the frame ccc zyx  is described by the set x-y-z of fixed angles α , 

β , γ  [7,8]. After taking the form (3) of the matrix cT  in equation (1a), we obtain the 

geometric relationship: 
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which we write in the general form (4) 

),,,,,,( A
c

zyxA zdddγβαgr = .                                                (4) 

The seven coordinates α , β , γ , xd , yd , zd , A
c z  are unknown. In equation (3) 

it is used a matrix of size 4x1. From the fourth row of the matrix equation (4) results 
the identity 1 = 1. Therefore, in equation (4) we omit the fourth row. This simplified 
relation describes the equation (4a). 

[ ] ),,,,,,( A
c

zyx
T

AAAA zdddzyx γβαgr == .                                 (4a) 

 
Equation (4a) is the basis for the calculation of the coordinates α , β , γ , xd , yd , 

zd , occurring in the transformation matrix cT . 

3 The Algorithm Camera for Calculations of Location 
Coordinates of the Object 

To calculate the position and orientation of the camera in the system xyz are needed 
image coordinates cx  and cy  of a certain number of object points. These points we 

will call the characteristic. Let us assume that there are three characteristic points A, 

B, C. After the reading of the camera image coordinates Ac
c x , Ac

c y , Bc
c x , 

Bc
c y , Cc

c x , Cc
c y  we can calculate the coordinates α , β , γ , xd , yd , zd  occurring 
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in the matrix cT . These calculations allow the system of equations (5) formed from 

equation (4a) for characteristic points A, B, C. 
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In equation (5) we have 9 unknown coordinates α , β , γ , xd , yd , zd , A
c z , B

c z , 

C
c z . The relationship (5) is also a matrix description of nine scalar equations. Thus, 

the number of equations equals to the number of unknown coordinates. Using 
classical methods of solutions of nonlinear equations systems, we can calculate the 
unknown coordinates. The coordinates of characteristic points A, B, C in the frame 
xyz, appearing in matrices Ar , Br , Cr  in equation (5), must be known.  

For the calculation of the coordinates α , β , γ , xd , yd , zd  we can use a larger 

number of object characteristic points, for example A, B, C, D. After applying 
equation (4a) for these points we obtain the equation (6). 
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In equation (6) we have an additional one unknown coordinate and three additional 
equations resulting from consideration of the point D. Therefore we have 10 
unknowns coordinates and 12 equations.  

In the general case for N object characteristic points will be 6 + N unknowns 
coordinates and 3N equations. Essential to solving the system of equations is to 
satisfy inequality 

336 ≥→≤+ NNN .                                                      (7) 
 

For the solution of this system of equations, satisfying the inequality (7), we can use 
iterative optimization [9-12] or geometric methods [13-17]. Usually in the methods of 

optimization a quadratic form GGT  is minimized. In the geometric methods the 
system of linear equations resulting from the linearization function G  is solved. The 
main disadvantage of optimization methods is the large number of computations, and 
therefore the much time consuming. A large number of calculations resulting in large 
numerical errors. Geometric methods are free from such defects. For a well-chosen 
starting point geometric computation methods are faster and more precise than 
optimization methods.  

From these considerations results, that it is best to use a geometric method with the 
minimum number of object points. From equation (7) results that the minimum 
number is 3. Thus, the calculation of coordinates α , β , γ , xd , yd , zd  will be 
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based on the matrix G , described by equation (5). We will use the iterative geometric 
method of calculations, based on the linearized equation (5), in the form (8). 
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0x  is a matrix describing the starting point of calculations. The matrix x  satisfying 

the equation 0xG =)(  is calculated by means of the algorithm Camera, described 

below in the step form (9). 
 

The Algorithm Camera 
 

Step 1. The choice of the starting point of the calculations 0xx = . 
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Step 3 . Calculation of the matrix x  from following equation 
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Step 4. The calculation of the norm )(xG ;  

 for Δ>)(xG  xx =0  and go to step 2,  

 for Δ≤)(xG  matrix x  is the desirable solution.                               (9) 

 
In this algorithm, a Δ  is a calculation accuracy. 

4 The Examples of Calculations 

The algorithm Camera (9) can be applied to calculations of the matrices cT  and x  

for camera mounted above the technological station. Before those calculations, the 
observed object must be placed so that the object frame xyz  coincides with the 

technological station frame sss zyx . 

So the calculated matrix cT  we denote by c
s T  (see Fig.3). The frame of object 

displaced and reoriented relative to the station frame sss zyx  we will be denoted by 

''' zyx . 
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Fig. 3. The frames of: camera ccc zyx , displaced and reoriented object ''' zyx , and station 

sss zyx . 

After calculating the matrix c
s T  each characteristic point observed by the camera 

can be calculated to the station frame. For example, after reading the image 

coordinates Ac
c x , Ac

c y ,  of characteristic point A we can calculate the coordinates 

A
s x , A

s y , A
s z  of this point in the station frame, by using the equation (10). 
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The coordinates A
s z  is a 7-th element of matrix x . Calculation of matrix c

s T  is 

illustrated in Example 1 
Another application of the algorithm Camera (9) is the calculation of the 

displacements and reorientations of the object relative to technological station. After 
the reading of the camera image coordinates of characteristic points A', B', C', and 
using their in the algorithm Camera (9), we obtain the matrix cT' . This matrix 

describes the transformation of the frame ''' zyx  to the camera frame ccc zyx . From 

the matrices c
s T  and cT'  we can calculate the matrix 'Ts . This matrix describes 

displacement and reorientation of the object relative to the position frame sss zyx . 

The matrix 'Ts  results from dependence (11). 
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Now we can calculate the coordinates in the station frame sss zyx  of the points A', B' 

and C' seen by camera. For example, the coordinates of the point A' can be calculated 
from the equation (12). 

 

[ ] [ ]TAAAs
A

ssT
AAAA zyxzyx 11'''' '' TrTr === .                      (12) 

 
Additionally we can calculate the change of the coordinate matrices 0' xxx −=Δ . The 

matrices 0x  and 'x  are arguments of calculated matrices c
s T  and cT'  respectively. 

The matrices 'Ts  and xΔ  allow appropriate correction the position and orientation of 

the object to ensure coverage the frame ''' zyx  and the station frame sss zyx . These 

calculations can also be used to correction of the robot's movement to displaced and 
reoriented object. This correction is required to the proper doing of technological 

operations. The Example 2 illustrates the calculation of matrices cT' , cT' , CA rr '' ÷ , 

and xΔ . 
In the Example 1 and 2 setting of the camera relative to station and distribution of 

the characteristic points A, B, C of object are similar to the real car factories (for 
example Skoda). The object is a car, the characteristic points are the means of 
technological holes in the car body. Coordinates of the points A, B, C in the object 
frame xyz are as follows: 

 
mmxA 4.795= , mmyA 1.1734= , mmzA 0= ; 

mmxB 4.795= , mmyB 1.2034= , mmzB 0= ; 

mmxC 4.795= , mmyC 1.1734= , mmzC 300= . 

 
The camera has a focal length of mmfc 5= . Calculations were made using an 

computer program Camera based on the algorithm Camera (9). This program was 
written in Matlab, on a computer with an processor Intel Pentium T3200 CPU, with a 
frequency of 2 GHz.  

 
Example.1. Computing of Camera Location.  
 

Before calculating the matrix c
s T , we have to set the body of the car so that the car 

frame xyz  coincides with the station frame sss zyx . In addition, we must coarsely to 

measure the coordinates A
c z , B

c z , C
c z  of characteristic points and coordinates α , 

β , γ , xd , yd , zd  of the camera frame in station frame. These coordinates can’t be 

measured accurately and directly because the point cO  is inside the camera. The 

coarse values of these coordinates we in write to the matrix 

0x Tmmmmmmmmmmmm ]2000,2100,2200,1300,2800,2210,24,240,10[ = . The 
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coordinates of points A, B, C in the camera frame are as follows: mmxAc
c 0= , 

mmyAc
c 0= , mmxBc

c 25.0= , mmyBc
c 59.0−= , mmxCc

c 58.0−= , mmyCc
c 0= .  

For this matrix 0x  the program Camera has calculated the exact value of the 

matrix c
s T  and matrix x , which satisfies equation (5) with an accuracy of 610−=Δ . 

These calculations lasted 094.0 seconds. These matrices describe the equations (13) 

and (14). 
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−−−
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1000

0.13506036.007972.0

3.27524553.08209.03447.0

1.22596545.05711.04955.0

mm

mm

mm

c
s T ,                        (13) 

 
Tmmmmmmmmmmmm ]3.2055,4.2099,4.2236,0.1350,3.2752,1.2259,8.34,9.232,0.0[ =x . 

(14) 
 
Example 2. Computing of Body Car Displacement and Reorientation.  
 
In this example, we will calculate the displacement and reorientation of the body car 
relative to a technological station. Now the coordinate system associated to the car 
body we denote by ''' zyx  (see Fig. 3). For these calculations we use the program 

Camera. In the program the matrix 0x  is equal to the matrix x , described by 

equation (14) in the Example 1.  
The coordinates of the displaced and reoriented body car points A', B', C' in the 

camera frame are as follows: mmx cA
c 44.0' = , mmy cA

c 11.0' −= , mmx cB
c 75.0' = , 

mmy cB
c 67.0' −= , mmx cC

c 15.0' −= , mmy cC
c 15.0' −= . 

For these coordinates the program Camera has calculated the matrices cT' , 'x , 

and coordinates of points A', B', C' in the station frame sss zyx . These calculations 

lasted 0.109 seconds with an accuracy of 610−=Δ . These matrices describe the 
equations (15) and (16).  
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Tmmmmmmmmmmmm ]7.2047,7.2046,6.2206,0.1330,3.2802,0.2209,8.44,9.237,0.5[' −=x . 

(16) 
 

The calculated coordinates of the points A', B', C' in the station frame are as follows: 
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'Ts  matrix describing the car frame ''' zyx  in the station frame sss zyx  we obtain 

from the equation (11).  
 

== −1
' ' cc

ss TTT
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5.2529950.00227.00975.0
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mm
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Changes of the matrix 0' xxx −=Δ  are as follows: 

 
Tmmmmmmmmmmmm ]6.7,1.53,8.29,0.20,0.50,0.50,0.10,0.5,0.5[ −−−−−−= xΔ  

(19) 
 

From the matrix xΔ  (19) result the following change of coordinates: 0.5' −=−αα , 
0.5' =−ββ , 0.10' =−γγ , mmdd xx 0.50' −=− , mmdd yy 0.50' =− , 

mmdd zz 0.20' −=− , mmzz A
c

A
c 8.29' −=− , mmzz B

c
B

c 1.53' −=− , =− C
c

C
c zz '  

mm6.7− .  

The calculated changes of coordinates can be used for automatic correction of 
motion of a robot that does operations with a fixed orientation and position relative to 
the body car. 

5 Summary 

The program Camera presented in this paper is an essential component of future 
computer intelligence robots. The results of researches described in Section 4 indicate 
the usefulness of the proposed algorithm (9) to calculate the transformation matrix of 
the camera frame relative to the station frame. The algorithm (9) is also useful for the 
calculation of displacements and reorientations of car body relative to station frame. 

Above examples show the short time of calculation, which is the order of 100 
milliseconds. This time can be reduced yet by writing the program Camera in one of 
the languages C, C++ or C #.  

This program can be useful for calibrating the stereovision system of cameras 
[9,18-22]. 
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The speed and accuracy of the calculations by means of the program Camera 
depends on the initial value of matrix 0x . When the matrix 0x  too much differs from 

the solution x  it can happen longer time of calculations. Even the calculation of the 
matrix x  can be impossible. Therefore, before using this program, you must define 
the measurement area and prepare a set Ω  of initial values of matrix 0x , which will 

be chosen automatically. Depending on the appropriate ranges in which are the 
coordinates of points A, B, C, read from the two cameras should be chosen from the 
set Ω  of the matrix 0x , which guarantees the desired accuracy and speed of 

calculation.  
The research presented here should be considered as the first necessary step to 

create applications for the real camera. The next step must be the experimental 
determination of the coordinates of the point cO  (see Fig.1) in pixels on the camera 

matrix sensor. The next experimental task is determination of a scale factors for the 
axis cx  and cy . These factors allow convert the coordinates in pixels for coordinates 

in mm. The final experimental task is determination a factors occurring in mathematic 
model of the optical errors of the camera [23-25]. This mathematical model allows to 
determine the coordinates of the not distorted image. From the coordinates of 
distorted image, read from camera matrix sensor, we can determine the coordinates of 
the not distorted image, by means of the mathematical model of the optical errors.  

Program Camera is valid only for the coordinates of not distorted image  

References 

1. Jähne, B.: Spatio-Temporal Image Processing. LNCS, vol. 751. Springer, Heidelberg 
(1993) 

2. Kambhamettu, C., Goldgof, D.B., Terzopoulos, D., Huang, T.S.: Nonrigid Motion 
Analysis. In: Young, T. (ed.) Handbook of Patern Recognition and Image Processing: 
Computer Vision, vol. 2. Academic Press (1994) 

3. Seetharaman, G.S.: Image Sequence analysis for Three-Dimensional Perception of 
Dynamic Scenes. In: Young, T.Y. (ed.) Hanbook of Pattern Recognition and Image 
Processing: Computer Vision, vol. 2. Academic Press (1994) 

4. Sinha, S.S., Jain, R.: Range Image Analysis. In: Young, T.H. (ed.) Hanbook of Pattern 
Recognition and Image Processing: Computer Vision, vol. 2. Academic Press (1994) 

5. Google: Kalibracja kamery (2013) (in Polish),  
http://etacar.put.poznan.pl/marcinKielczewski 

6. Edmund Industrial Optics. 2001 Optics and Optical Instruments Catalog (2001) 
7. Paul, R.P.: Robot Manipulators: Mathematical Programming and Control. The MIT Press, 

Cambridge (2009) 
8. Szkodny, T.: Podstawy robotyki. Wydawnictwo Politechniki Śląskiej. Gliwice, Poland 

(2012) (in Polish)  
9. Craig, J.J.: Introduction to Robotics, 2nd edn. Addison Wesley Publ. Comp. (1986) 

10. Chesi, G., Garulli, A., Vicino, A., Cipolla, R.: On the Estimation of the Fundamental Matrix: 
A Convex Approach to Constrained Least-Squares. In: Vernon, D. (ed.) ECCV 2000. LNCS, 
vol. 1842, pp. 236–250. Springer, Heidelberg (2000) 



648 T. Szkodny 

 

11. Golub, G.H., Van Loan, C.F.: Matrix Computations, 3rd edn. The Johns Hopkins 
University Press (1996) 

12. Kaczorek, T.: Wektory i macierze w automatyce i elektrotechnice. WNT, Warszawa 
(1998) (in Polish)  

13. Press, W.H., Teukolsky, S.A., Vetterling, W.T., Flannery, B.P.: Numerical Recipes. In: C. 
The Art. Of Scientific Computing, 2nd edn., Cambridge University Press (1999) 

14. Black, M., Sapiro, G., Marimont, D.H., Hegger, D.: Robust Anisotropic Diffusion. IEEE 
Trans. On Image Processing 7(3), 421–432 (1998) 

15. Faugeras, O.D., Luc, R.: What can Two Images Tell us About a Third One? INRIA 
Technical Report No.2018 (1993) 

16. Faugeras, O.: Three-dimensional Computer Vision. A Geometric Viewpoint MIT (1993) 
17. Faugeras, O., Holtz, B., Mathieu, H., Vieville, T., Zhang, Z., Fua, P., Theron, E., Moll, L., 

Berry, G., Vuillemin, J., Bertin, P., Proy, C.: Real-Time Correlation-based Stereo: Algorithm, 
Implementations and Applications, INRIA Technical Report No.2013 (August 1993) 

18. Hartley, R.I.: In Defense of the Eight-Point Algorithm. IEEE Trans. on Pattern Analysis 
and Machine Intelligence 19(6) (1997) 

19. Quan, L., Triggs, B.: A Unification of Autocalibration Methods. In: Asian Conference on 
Computer Vision, ACCV (2000) 

20. Triggs, B.: Autocalibration and the Absolute Quadric. In: CVPR (1997) 
21. Triggs, B.: Camera Pose and Calibration from 4 or 5 Known 3D Points. In: ICCV (1999) 
22. Wojciechowski, K., Polański, A., Borek, A.: Kalibrowanie Systemu Stereowidzenia. 

Algorytmy określania położenia i orientacji brył. Nr. 763. Polska Akademia Nauk, 
Warszawa (1994) (in Polish)  

23. Wojciechowski, K., Polański, A., Borek, A.: Kalibrowanie Systemu Stereowidzenia. 
Podstawowa Procedura kalibracyjna stereoskopowego systemu widzenia maszynowego. 
Nr. 776. Polska Akademia Nauk, Warszawa (1995) (in Polish)  

24. Cyganek, B.: Komputerowe przetwarzanie obrazów trójwymiarowych. Akademicka 
Oficyna Wydawnicza EXIT. Warszawa, Poland (2002) (in Polish)  

25. Hecht, E.: Opics. 3-th Edition. Addison Weseley (1998) 



Quantitative Assessment of Uniformity

in Particle Distribution

Xin Yuan, Lei Jia, Zhengyu Ba, Xinjun Sheng, and Zhenhua Xiong�

State Key Laboratory of Mechanical System and Vibration,
School of Mechanical Engineering, Shanghai Jiao Tong University,

Shanghai 200240, China
{kevinyuanxin,jerryjia,bazhengyu,xjsheng,mexiong}@sjtu.edu.cn

Abstract. Assessment of particle distribution has a wide range of appli-
cations in scientific researches and industrial processes. The knowledge
of uniformity, density and agglomeration of distribution is essential for
material, medical and many other fields. In this paper, we propose a set
of parameters for evaluating the uniformity, density and agglomeration
of particle distribution which is based on image processing. Distribu-
tion uniformity is evaluated by the value of coefficient of variation(cv)
based on voronoi diagram, and by the eccentricity and deviation angle
of particle distribution. The density of distribution is investigated via
numerical density and area density which illustrate the area distribution
at certain density levels. The assessment of agglomeration is carried out
through the separation of particle distribution and the counting of dif-
ferent agglomeration situations. These three aspects of assessment will
be demonstrated to fully describe the particle distribution. Microscopic
images taken from chip on glass(COG) are used to show the assessment
process, and the characteristics of distribution can be obtained clearly
and comprehensively.

Keywords: Particle distribution, Image processing, Voronoi diagram,
Eccentricity, Uniformity, Agglomeration.

1 Introduction

Assessment of particle distribution plays an important role in many industrial
processes and scientific research fields. The distribution of second phase has a
great influence on many properties of metal material in the particulate reinforced
metal matrix composites (PMMC) [1]-[2]. Moveover, determination of particle
distribution is also vital in mining and mineral processes [3]-[4], crystallization
[5], fatigue crack formation processes [6], drug carriers [7], cancerous tissues
inspection [8] and chip on glass(COG) technology[15].

In general, methods of assessment of particle distribution are based on the
processing of images which are taken with microscopes and other optical instru-
ments. Various methods have been developed to characterize the distribution
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of the particle. Some researches focused on distance characterization of images
[9]-[10], Boselli[11] and Redon[12] etc. used finite body tessellation to generate
polygons that contain particles, and computed the distance between border to
border in order to analyze the distribution. Tessellation methods were widely
researched in many studies, and several parameters belonging to spatial distri-
bution such as aspect ratio, and cell area were used for evaluating the distribu-
tion [13]. These tessellation methods allowed the calculation of the distance to
the first polygon, the average distance to the other polygon(cell). Meanwhile,
Yotte[14] et al provided several parameters of various distances, such as intra-
cluster inter-particle distance, inter-cluster distance and so on. However, due to
the focus on the distance between neighbor particles, these methods require a
large amount of computation and thus are very time-consuming. Also, the as-
sessments of these methods are restricted to comparing the microstructures of
identical particle size or shape. Therefore, a comprehensive assessment is needed
to demonstrate the particle distribution more clearly.

In this paper, we propose a set of assessment parameters, which illustrate three
aspects of characteristics - uniformity, density and agglomeration, to evaluate the
particle distribution. These three aspects of the assessment can quantitatively il-
lustrate the distribution with several parameters. Uniformity is evaluated by the
value of coefficient of variation(cv) which comes from computing with voronoi
diagram, and by the eccentricity and deviation angle of particle distribution.
The value of coefficient of variation(cv) is prepared for measuring the global
uniformity, the eccentricity and deviation angle are proposed for describing the
symmetry of the distribution, which complements the coefficient of variation(cv).
The numerical density is computed for assessing density of particles in monodis-
perse distribution and the area density is proposed to demonstrate the area of
particle distribution with different densities. Three different degree of agglom-
eration are given to divide the distribution, and the number of particles in each
degrees of agglomeration is counted to evaluate the degree of agglomeration
of distribution. Several microscopic images which are taken with chip on glass
applications are used to test this assessment.

2 Assessment of Particle Distribution

2.1 Uniformity Assessment

Uniformity is used for describing the dispersion of particle distribution. The
particle distribution is a two-dimensional plane with fixed width and length. In
order to describe the distribution clearly, each particle is represented by its cen-
troid point of x and y coordinates. So the particle distribution plane is converted
to the point-based plane. To evaluate and estimate the distribution, a method is
required. Voronoi diagram is a widely applied tessellation method in many fields.
Briefly, draw a line at mid distance between every two points in the plane and
repeat this procedure. Consequently every two lines intersect each other and
many intersections are generated. Then, a polygon is delineated around each
point that encloses the part of the plane which is closer to that point than to
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any other one. Finally, the voronoi diagram divides the two-dimensional plane
into convex polygons(cells) and each polygon belongs to one point.

Let K = {k1, k2, · · · , ki, · · · , kn} be a set of points that is defined in the two-
dimensional plane. V(ki) is the polygon that relates to the point ki. Based on
this description, V(ki) is illuminated in Equation 1. Polygon V (ki) consists of all
points that are closer to ki than to any other point. Assuming the particle distri-
bution is uniform and there is no agglomeration existing, the distance between
every two points is the same. With each point being located on its own position,
all of the points form the uniform array on the plane. Fig. 1(a) shows the uniform
distribution of particles. Fig. 1(a) is the ideal uniformity distribution and Fig.
1(b) is the normal particle distribution, in which particles are irregularly dis-
persed on the two-dimensional plane. After the running of the voronoi diagram
algorithm , Fig. 1(b) demonstrates these polygons and their inner points. The
values of polygons are given in order to calculate not only the mean polygon
area but also the standard deviation and the coefficient of variation(cv).

V (ki) = {x : |ki − x| ≤ |kj − x|, ∀j �= i} (1)

Sσ2 =
1

n

n∑
i=1

(si − smean)
2 =

1

n
(

n∑
i=1

s2i − ns2mean) (2)

Sσ =

√√√√ 1

n

n∑
i=1

(si − smean)2 =
√
Sσ2 (3)

CV =
Sσ

smean
(4)

Let S = {s1, s2, · · · , si, · · · , sn}, with si representing the area of polygon which
contains its point ki. According to all coordinates of vertices in polygons, the
area of each polygon is computed to compare with the average area that is
demonstrated in Fig. 1(a). The mean polygon area increases or falls with the
changing of the number of the particles. Let smean be the mean polygon area ,
Sσ2 be the variance of polygons’ area, Sσ be the standard deviation and n be the
number of particles. Equation 2 and Equation 3 show the calculation with these
parameters. Sσ can evaluate the degree of deviation of the uniformity in distri-
bution. It works exactly in the situation of the same average value or the same
number of particles. However, different images have different distributions, and
the numbers of particles also differs. In order to assess this situation, coefficient
of variation(cv)(Equation 4) is introduced as a dimensionless quantity to reflect
the dispersion and the uniformity of the distribution. The higher the number
of particles is, the more reliable and accurate the coefficient of variation(cv) is.
When the number of particles in the distribution is under a certain value(Fig.
2(b)), the coefficient of variation(cv) becomes unstable and the reliability of the
value is low. In this situation, the symmetry of the distribution is very useful to
support the measurement of uniformity.
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(a) (b)

Fig. 1. Distribution of particles: (a) Uniformity distribution (b) Random or normal
distribution

The symmetry and deviation of distribution are taken into account to support
the uniformity of distribution. Given that each point is an object, the whole
distribution is converted to be a plane with several objects containing mass.
Define the two-dimensional plane to an x-y coordinate system, in which each
point has its location. Meanwhile, define the mass of each point as 1 and the mass
of the other points in the plane which are unrelated as 0. The two-dimensional
plane has its center point with the coordinates of xi and yi. The centroid of the
distribution has its coordinates of Xc and Yc. Equation 5 is given to compute
the value of centroid’s coordinates. Since different distributions make different
symmetrier, the distance between centroid of distribution and center point of
the image can be defined as eccentricity which can be used for measuring the
deviation of the particle distribution. Moveover, the deviation angle θ is given
to describe the orientation of deviation(Fig. 2(a)).

Xc =

∑
i xici∑
i ci

, Yc =

∑
i yici∑
i ci

(5)

Fig. 2(b) shows three different kinds of dispersion in the two-dimensional
plane. Each distribution has its centroid and the red lines represent the eccen-
tricities. In Fig. 2(b), the length of eccentricities measures the degree of deviation
in distribution, and it also shows the distribution’s location as well as the de-
viation angle. Label 1 disperses uniformly, and its eccentricity equals 0. This
means, comparing to label 2 and label 3, it is dispersed in symmetry perfectly.
The eccentricity of label 2 is longer than that of label 3, so the distribution of
label 2 is more decentralized than that of label 3. According to the assessment
of symmetry, the uniformity of distribution can be demonstrated clearly and
comprehensively.
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(a) (b)

Fig. 2. (a) Schematic diagram of mass centroid and deviation angle (b) The eccentricity
in different distributions

2.2 Density Assessment

Density is a very important parameter to assess particle distribution. In general,
density assessment is based on image processing, and the number of particles in
distribution is counted by the algorithm. However, if the number of particles is
big enough and the size of each particle is close to micro-nano scale, agglom-
eration is found very often in distribution(Fig. 3(a)). However, the number of
particles is not accurate enough for density assessment. Because the monodis-
perse particles are extremely useful in many fields, the Dmono is given to measure
the density of monodisperse particles.

(a) (b)

Fig. 3. (a) Schematic diagram of monodisperse and agglomeration in distribution (b)
Schematic diagram of two different distribution with same particle density

The Dmono is the numerical density which displays the number of particles in
certain plane. However, the same value of Dmono does not necessarily imply the
same condition of distributions. Assuming distribution A and B in Fig. 3(b) have
the same number of particles, and the Dmono of A and B are the same. By ob-
serving Fig. 3(b) we can know that the distribution in B is closer to the center
point than the distribution in A. In other words, the distance between every two
particles in A is larger than that in B. So, if we consider the local density or the
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effective density (which refers to the density that is bigger than a certain value),
the effective density in A is smaller than that in B. Fig. 4(a) illustrates the per-
fect uniformity of distribution, in which each point belongs to a square and the
two-dimensional plane is segmented into many squares of the same area (each
of which is defined as a monopoly square). As we know, under the equal two-
dimensional plane, the area of eachmonopoly square decreases with the increasing
of the number of points. According to the uniformity assessment above, the parti-
cle distribution we deal with is not the perfect uniform distribution. Instead, each
point gets its own polygon obtained by the voronoi diagram(Fig. 4(b)). Compar-
ing monopoly square to each polygon, points and polygons can be classified into
several ranges with disparate colors. Based on voronoi diagram, the division of
effective density area can be observed visually. Three different density levels dis-
tinguished by different sizes of area of monopoly squares are given to classify the
distribution. The total area of polygons on each level is computed to compare with
the whole area of plane. The area ratios of these different density levels can demon-
strate the effective region of certain density. The parameters used in this method
are named area densities, andAD1,AD2, andAD3 are given to represent the three
area ratios. The density of AD1 is half of the density of AD2 and the density of
AD2 is half of the density of AD3. With these three parameters, the identification
of different densities in occupation is displayed clearly and effectively. With the
combination of numerical density and area density, the global and local density of
particle distribution can be better described.

(a) (b) (c)

Fig. 4. (a) Schematic diagram of definition of monopoly square (b) Schematic diagram
of area density and polygons filled with different colors (c) Schematic diagram of three
different kinds of dispersion in distribution

2.3 Agglomeration Assessment

Agglomeration often appeares in distribution, especially in the case of the micro
and nano particles. Several particles adhere to one another and become a big
block. In order to study this distribution, it is necessary to assess the degree of
agglomeration. Each particle in distribution is represented by a connected do-
main in the binary image, and the agglomeration of particles is represented by a
block connected domains. Based on image processing, the area of each single con-
nected domain can be listed and the average area of the single particle connected
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domain is obtained. With the same step, the area of each block connected do-
main which contains several particles is also obtained. In order to measure the
degree of agglomeration, the distribution is divided into three situations(Fig.
4(c)). The first is monodisperse, namely, the separate dispersion of every parti-
cle. The second is slight agglomeration, in which each block connected domain
contains two or three adhering particles. The third is severe agglomeration, in
which each block connected domain contains more than three adhering particles.

With the help of this division, the whole area of connected domains in each
situation is obtained. Meanwhile, the number of particles in the situation of
monodisperse can be counted. Comparing the whole area of block connected
domains in slight and severe agglomeration to the average area of connected do-
main in monodisperse, the number of particles in the two situations of agglomer-
ation can be calculated. Define Dw as the density of all particles in distribution
(including the situation of monodisperse and agglomeration), and Rmono, Rsli,
Rsev as the ratios of the number of each dispersion situation to the number of
all particles respectly. With these four parameters, the agglomeration can be
demonstrated clearly.

3 Assessment Implementation

In the process of chip on glass(COG) technology, conductive particles contained
in anisotropic conductive film(ACF) should be uniformly dispersed in XY direc-
tion so as to avoid the electrical short problem and to achieve certain density
[15]. At the same time, certain density is required to ensure the electrical re-
liability in XY two-dimensional plane. Besides, specific areas, such as the top
surface of the bump, need the particle distribution with effective and certain
value of density. Considering these requirements, the assessment of uniformity,
density and agglomeration in particle distribution is extremely important. A new
method called electrospray is proposed to disperse these particles [16] due to its
operability and low cost. Fig. 5 gives an example of the images with 768 x 576
array taken by microscope.

The assessment in this paper is used to analyzeFig. 6, and several parameters are
given to evaluate the distribution. The assessment of agglomeration is measuredby
four parameters displayed in Table 1. According to Table 1, the density of particles
in Fig. 5(a) is smaller than those in Fig. 5(b), but the monodisperse dispersion and
the slight agglomeration in Fig. 5(a) are better than that in Fig. 5(b).

Moreover, two microscopic images are compared in terms of their coefficient of
variation(cv), eccentricity and the deviation angle θ. The analysis of uniformity
between two images is shown in Table 2. Firstly, the values of coefficient of
variation(cv) are different: the smaller the cv is, the more uniform the image is.
Therefore, distribution in Fig. 6(b) is more uniform than that in Fig. 6(a). Then,
eccentricity reflects the deviation of the particle distribution. The distribution
in Fig. 6(a) is further away from the center point of plane than the distribution
in Fig. 6(b).
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(a) (b)

Fig. 5. Microscopic images of micro particles taken with chip on glass(COG) technol-
ogy.

Table 1. Agglomerate parameters with three different levels of dispersion analyzed by
the assessment based on Fig. 6

Dw(/mm2) Rmono Rsli Rsev

Fig. 5(a) 975.81 0.79 0.17 0.03
Fig. 5(b) 2886.03 0.58 0.34 0.08

Table 2. Uniformity parameters analyzed by the assessment based on Fig. 7

Coefficient of variation(cv) Eccentricity θ

Fig. 6(a) 0.770573 83.07 5o

Fig. 6(b) 0.491499 43.93 16.8o

The density of particles in monodisperse distribution is given. Let AD3 be the
ratio of density more than 3000/mm2, AD2 be the ratio of density more than
2000/mm2 and AD1 be the ratio of density more than 1000/mm2. In Fig. 7(b),
the yellow polygons occupy more than 50% of the whole area of distribution.
Additionally, the fact that the yellow polygons are more closely connected than
the green and blue polygons means the area of AD3 is more effective than the
other two.

4 Case Study

Assessment of a single image is very useful for deeply understanding the uniformity
and other characteristics of distribution. Fig. 8(a) is given to evaluate the com-
prehensive characteristics of distribution. The real meanings of and relationships
among these parameters are displayed to explain the distribution clearly.

The assessment of uniformity is carried out with three parameters: cv, eccen-
tricity and the deviation angle θ. The value of cv is 0.481244 and is far more
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(a) (b)

Fig. 6. Two microscopic images: (a) Smaller density of particle distribution (b) Larger
density of particle distribution

(a) (b)

Fig. 7. (a) A microscopic image of particle distribution (b) Schematic diagram of area
density

Table 3. Density parameters with different situations analyzed by algorithm in Fig.
7(a)

Dmono(/mm2) AD3 AD2 AD1

2759.52 0.64 0.23 0.06

than 0, which shows that the distribution is nonuniform. Consider the eccentric-
ity and the angle θ, the deviation distance and the deviation angle demonstrate
the symmetry visually, and the whole distribution of particles is located in the
lower left corner of the image. According to these three parameters, the degree
and deviation of uniformity can be measured easily.

The assessment of density requires four parameters: Dmono, AD3, AD2 and
AD1. Dmono stands for the number of particles in monodisperse distribution
which is widely applied and researched in many fields. AD3, AD2 and AD1

are the area density parameters, which can demonstrate the degree of density
distribution visually and numerically. In this case, every area of agglomeration
particles is considered to be a single point which is the centroid of their connected
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(a) (b)

Fig. 8. (a) A case(image) taken by microscope (b) Schematic diagram of area density

Table 4. The assessment of uniformity, density and agglomeration with all parameters

CV Eccentricity θ Dmono(/mm2) AD3 AD2 AD1 Dw(/mm2) Rmono Rsli Rsev

0.481244 42.31 71o 149.94 0.8 0.00 0.00 603.39 0.25 0.36 0.39

domain. Based on this assumption, three area densities are calculated and com-
pared. The yellow polygons cover the most area of the image, which suggests
the density of the particles in yellow polygons is at AD3 level(40/mm2) and the
effective density area of these yellow polygons occupies 80% of the area of the
whole image.

The assessment of agglomeration includes four parameters: Dw, Rmono, Rsli
and Rsev. Dw is the number of all particles in the image that contains parti-
cles in monodisperse and agglomeration distribution. Comparing Dmono with
Dw, if the two values are close to each other, the agglomeration is very slight
in the distribution. However, in this case, Dw is almost five times larger than
Dmono, which means particles are severely agglomerated in the distribution. At
the same time, we can know from Rmono, Rsli and Rsev, the number of particles
in monodisperse distribution is only a quarter of the number of whole particles
in distribution. In sum, when combined together, these several parameters can
demonstrate the uniformity, density and agglomeration in particle distribution
effectively.

5 Conclusion

The assessment of particle distribution is a very important and usually difficult
task, especially when agglomeration occurs, which happens very often among mi-
cro and nano particles. In this paper, a set of assessment parameters are proposed
to evaluate the uniformity, density and agglomeration of particle distribution.

Uniformity of distribution is assessed by the coefficient of variation(cv) and the
symmetry of particle distribution. The cv parameter, based on voronoi diagram,
measures the degree of uniformity. The assessment of symmetry is measured
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by the eccentricity and the deviating angle of distribution. The assessment of
density consists of the evaluation of numerical density and area density which
helps to describe the area distribution with certain density. In the assessment
of agglomeration, three degrees of dispersion are defined, and the ratio of each
one is computed. We have demonstrated that with the quantitative assessment
from these three aspects, the distribution of particle can be understood clearly
and comprehensively.
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Abstract. Gesture recognition is of utmost importance in intelligent human-
computer interaction (HCI). In this paper, an algorithm using moment 
invariants and BP neural network classifier for hand gesture recognition is 
proposed. Seven invariant moments are extracted after the image segmentation, 
which quantitatively describes the targeted hand gesture, and then the trained 
BP neural networks are applied to recognize the gesture. The algorithm is 
validated and achieves a high recognition rate of 99% in experiments, which 
makes it feasible for practical HCI in some restricted environments. 

Keywords: Hand gesture recognition, Human-computer interaction, Moment 
invariant, BP neural network. 

1 Introduction 

Gesture and vision is of great importance for human to communicate and get 
information. Motivated by developing more natural and efficient human-computer 
interfaces, a rapid growth of efforts has been put on vision-based gesture analysis [1] 
[2] [3]. Nhan Nguyen-Duc-Thanh et al. [4] introduced a two-stage hidden Markov 
model in gesture recognition for human-robot interaction in which not only the human 
can naturally control the robot by hand gestures, but also the robot can recognize what 
kind of task it is executing. Hyunsook Chung and Hee-Deok Yang [5] described a 
conditional random field-based gesture recognition approach with depth information, 
which can efficiently and effectively recognize body gestures. Sanin, A. et al. [6] 
developed an action and gesture recognition method based on spatio-temporal 
covariance descriptors and a weighted Riemannian locality preserving projection 
approach that takes into account the curved space formed by the descriptors. Ming-
Hsuan Yang et al. [7] proposed a motion trajectories-based algorithm for extracting 
and classifying two-dimensional motion in an image sequence, which can accurately 
extract and recognize 40 hand gestures of American Sign Language. Motion patterns 
are learned from the extracted trajectories using a time-delay neural network. Zhaojie 
Ju and Honghai Liu [8] proposed a unified fuzzy framework of a set of recognition 
algorithms: time clustering, fuzzy active axis Gaussian mixture mode, and fuzzy 
empirical copula, from numerical clustering to data dependence structure in the 
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context of optimally real-time human-hand motion recognition. The algorithms were 
evaluated and performed well in terms of both effectiveness and efficiency criteria. 
Heung-ll Suk et al. [9] applied a method for recognizing hand gestures in a 
continuous video stream using a dynamic Bayesian network (DBN) model and a DP-
based real-time decoding algorithm.  

However, the above mentioned algorithms have limitations such as complex 
equipment or extensive computational resources. This paper introduces a hand gesture 
recognition algorithm using moment invariants and BP neural network classifier to 
recognize gestures taken by a Commercial Off-The-Shelf (COTS) camera. We apply 
the combination of complexion and moment invariants to the gesture recognition, and 
the classification correctness and the feature extraction process meet both of the 
accuracy and real-time performance demands in real practice.   

The paper is organized as follows: Section 2 describes the preprocessing method 
and the approach for the hand gesture feature extraction. In Section 3, the gesture 
recognition is performed using a BP neural network classifier. Section 4 shows the 
experimental results.  Finally, conclusion is given in Section 5. 

2 Hand Gesture Feature Extraction  

2.1 Hand Tracking and Positioning 

To extract and recognize the hand gesture fast and accurately,   obtaining the hand 
region in the images is a prerequisite, which consists 4 main steps. Firstly, the frame 
differential algorithm [10] is adopted to track the moving part in the frames; secondly, 
the differential operation in the motion area of the current frame image and the 
background image is applied to get a complete image of the moving target; thirdly, 
complexion information [11] is used to position the hand accurately; finally, 
morphological operations are optionally executed if there exist holes and glitches in 
the binary images of the target region.  

2.2 HAND Gesture Feature Extraction 

The hand gesture feature extraction is the most critical aspect of the gesture 
recognition.   

Gesture images obtained contain a set of basic features of the given gesture (the 
original features), usually with large amount of dimensions. The gesture feature 
extraction is to select the most effective features from a set of the original ones, which 
can be defined as a transformation from the acquired-data space to a feature space:  

 (1)

where Y is the data space, X is the feature space, and A is called the feature map or 
feature extractor [12]. 

Derived from the general theory of moments, moment invariants have been 
frequently used as features for shape recognition and classification. It was Hu (Hu, 
1962), who first set up the mathematical foundation for two-dimensional moment 

X AY=
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invariants and demonstrated their applications for shape recognition [13]. The 
moment invariant descriptors build up a new regional feature set per the rules of 
translation, scale and rotation invariance, which become a popular method in image 
processing, remote sensing, shape recognition, classification and other fields. 

For the two-dimensional discrete image ( , )f x y , the (p+q)-order moments mpq 

and central moments μpq are defined as  
 

( , )p q
pq

x y

m x y f x y=  (2)
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x y

x x y y f x yμ = − −  
(3)

Where both p and q are natural numbers, 10
0

00

m
x

m
= , 01

0
00

m
y

m
= , 0x  is the 

barycenter in the horizontal direction of a two-dimensional image and the 

corresponding 0y  is the barycenter in the vertical direction.  

Central moments can be represented by the regular moments, and they are 

independent of the translation. Let 00 00mμ =  be the area of a region, which is used 
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In addition, the moments can be normalized, resulting in the descriptions that are 
independent of the scaling. The normalized central moments can be defined as  

( )/2 1
00

pq
pq p q

μ
η

μ + +=  (5)

For the purpose of gaining feature moments which are translation, rotation and 
scaling unrelated, Hu et al. exploited the 2nd and 3rd order normalized central 
moments to obtain a set of seven values that can be calculated and defined by  

1 20 02ϕ η η= +                                                   (6) 
2 2

2 20 02 11( ) 4ϕ η η η= − +                                                  (7) 
2 2

3 30 12 21 03( 3 ) (3 )ϕ η η η η= − + −                                         (8) 
2 2

4 30 12 21 03( ) ( )ϕ η η η η= + + +                                             (9) 
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2 2
5 30 12 21 12 30 12 21 03( 3 )( )[( ) 3( ) ]ϕ η η η η η η η η= − + + − +

 
                

    
2 2
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2 2
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(11) 

2 2
7 21 03 30 12 30 12 21 03(3 )( )[( ) 3( ) ]ϕ η η η η η η η η= − + + − +                

    
2 2

12 30 21 03 30 12 21 03(3 )( )[( ) 3( ) ]η η η η η η η η+ − + + − +      (12) 

The values of these seven-invariant moments are positively correlated with the 
recognition results. It indicates that the larger value of invariant moments have greater 
contribution to the recognition result. 

3 Hand Gesture Recognition 

After extracting the features, a BP neural network [14] is employed as an intelligent 
classifier to discriminate different gestures. An improved training algorithm [15] is 
used to enhance its convergence performance.     

The BP neural network used is made up of three layers with the topology of
7 22 5× × . The more nodes in the hidden layer, the more accurate the fitting results 
will be. However, excessive network nodes are also prone to over-fitting. On the 
contrary, too few nodes might result in under-fitting, which leads to lack of precision 
or loss of model generalization. Hereby we choose 22 nodes in the hidden layer, 
which is experimentally optimized to avoid the above-mentioned two situations. The 
structure of the BP neural network is shown in Fig. 1. 

 

Fig. 1. Structure of the BP neural network 
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4  Experimental Results 

In our experiments, the subjects, who make gestures with one hand, standing before 
the stationary background in normal illuminating condition. 5 different hand gestures, 
denoting the number of 1 to 5, are recorded. Each kind of gestures consists of a 
sequence of image frames capturing the hand with random size, location and moving 
directions. Each gesture is posted by 10 different individuals; hence 50 sample images 
are acquired. The size of each image is 640×512, 24-bit true color with bmp format. 
All the sample images are shown in Fig. 2 (a). 

 

 
 (a) Gesture sample images  (b) Gesture sample binary images 

Fig. 2. Acquired raw images and their binary counterparts 

Segmentation is performed on the images in Fig. 2 (a). We obtain the binary 
images of the samples, as are shown in Fig. 2 (b). 

According to the fundamentals described in the second section, the seven invariant 
moments of each binary image are calculated. Part of the characteristics data is 
summarized as follows in Table 1. 

Then we enlarge the number of sample images by resizing and rotating the original 
images, because of the rotation, scaling and translation invariance of the moment 
features. We gain another 40 groups of images through altering the original images 
with magnification of 1.2 times, deflation of 0.8 times, rotation of 90 degrees and 
rotation of 270 degrees. So a total of 250 sample images can be obtained, of which 
200 used for training, 25 for validation and the last 25 for the test. 
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Table 1. Part of the characteristics of the samples 

Samples t1 t2 t3 t4 t5 t6 t7 

Ⅰ1 0.6413  1.7788  2.4111 2.8958 5.5548 3.7874  6.3463  

Ⅰ2 0.5623  1.6573  2.8315 2.5703 5.3110 3.3990  5.6594  

Ⅰ3 0.5518  1.4445  3.1250 3.4671 6.8923 4.2849  6.9375  

Ⅰ4 0.6119  1.7658  3.3636 4.0608 8.0138 4.9489  7.8601  

Ⅰ5 0.6314  1.8742  3.3708 3.5724 7.0641 4.6229  7.5704  

Ⅲ1 0.7332  2.5495  2.9139 3.9029 7.3349 5.3760  7.8056  

Ⅲ2 0.6022  1.6130  3.2148 3.0531 6.2227 3.8942  6.5976  

Ⅲ3 0.6698  1.8836  3.9057 3.7501 7.6100 4.7356  8.0096  

Ⅲ4 0.6680  1.9507  4.1957 3.6868 7.8563 4.6712  7.7215  

Ⅲ5 0.6869  2.2790  4.9262 3.8092 8.6712 4.9672  8.2005  

Ⅴ1 0.5908  1.7030  2.0672 2.5319 4.8384 3.4452  5.5834  

Ⅴ2 0.6103  1.7249  2.9325 3.0475 6.0888 3.9240  6.3759  

Ⅴ3 0.6152  1.7631  2.7307 2.8518 5.6433 3.7664  7.1127  

Ⅴ4 0.6358  2.0216  3.5897 3.2570 7.2470 4.3366  6.6970  

Ⅴ5 0.4332  2.0087  2.2778 2.9319 5.5938 4.0349  5.8547  

 
Table 2 shows the network training, validation and test results of the gesture binary 

images. The correct rate of each term is greater than 99%. 

Table 2. Recognition Results 

 The number of 
samples 

Root-mean-square 
error 

Correct rate% 

Training Set 200 7.83402e-5 99.9873 
Validation Set 25 2.80237e-4 99.6501 

Test Set 25 2.76744e-4 99.9595 

5 Conclusions  

This paper presents a hand gesture recognition algorithm, and its experimental results 
illustrate a high level of robustness and feasibility. With the proposed techniques, skin 
complexion is not sensitive to light intensity in the YCbCr color space, and the 
moments are invariant for translation, scale and rotation, which improve the 
robustness of the proposed algorithms. As a result of the simple background, small 
number of gestures and obvious differences between these gestures, the experimental 
results meet general-purpose application requirements. The source code can be 
embedded into actuator control systems, providing an attractive alternative to 



 Hand Gesture Recognition for Human-Computer Interaction 667 

cumbersome interface devices and realizing user-friendly human-computer 
interaction. Provided that a new gesture is needed to be recognized, the only job is to 
re-train the prescribed moment invariant descriptors due to the fact the relationships 
between new model and the original models are independent.  
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Abstract. This paper presents a novel sum of squares based range es-
timation method for camera systems when the linear and angular veloc-
ities of camera are known. The proposed method converts the camera
dynamics as a polynomial system whose system matrix are of linear and
angular velocities of the camera. Then, state-dependent Luenberger-type
estimator is designed to estimate unmeasurable state, which is distance
between the camera and the object. In comparison to previous works,
less restrict conditions are required for the proposed method. Simulation
results are provided to demonstrate the performance of the proposed
method.

Keywords: Range estimation, structure from motion, sum of squares,
camera systems.

1 Introduction

The Euclidean geometry (i.e., range of 3D structure) of camera systems is most
important information for the vision based control system. For example, we can
solve more complex problems by estimating the Euclidean geometry when we
develop the visual servoing or surveillance systems. Due to these necessities,
many researchers have been interested in the“structure from motion (SfM)”
problem, which provides the Euclidean geometry when the linear and angular
velocities of camera are known.

The dynamics of the partially measurable state have been used quite much
to solve the SfM problem [1]. Using the camera dynamics, [2] and [3] achieved
uniformly ultimately bounded (UUB) and asymptotic stability results, respec-
tively, using the sliding mode technique. And [4] developed the nonlinear esti-
mator using converse Lyapunov theorem and achieved exponential convergence
of the estimation error, but it has the limitation that the initial condition has
to be within some bound of the ‘true’ depth. On the other hand, [5] developed
the immersion and invariance (I&I) based estimator to solve the SfM problem.
They computed the output injection functions by solving a camera dynamics
and achieved a global exponential stability. However, the estimator in [5] re-
quires camera acceleration measurements along with camera velocity and image
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feature measurements and cannot address all the camera motions. Recently, [6]
proposed a globally exponentially stable estimator which can be globally expo-
nentially stable under sufficient observability and exponentially convergence is
proven even under a relaxed observability condition which allows the camera
motion to be zero along all three directions for sufficiently small duration of
time. In addition, it was shown to be finite gain Lp stable with respect to an
exogenous disturbance input. However, since the estimator uses the locally Lips-
chitz projection law, it requires the bounds of the camera velocity and the image
size. On the other hand, unknown input observer is developed in [7] for “struc-
ture and motion from motion (SaMfM) problem. They separated the camera
dynamics as linear and nonlinear parts, respectively, and considered the velocity
of object as unknown input in the system. Then, the unknown input observer is
designed using LMI method to estimate both unmeasurable state (i.e., range of
3D structure) and velocity of object. However, since LMI approach can only deal
with constant system matrix, the nonlinear terms in dynamics should satisfy the
Lipschitz condition; furthermore, an extra assumption is also required to design
the observer.

In this paper, we propose a sum of squares based range estimation method. In
the proposed method, the camera dynamics are converted as polynomial system
whose system matrix has the polynomial linear and angular velocities of camera.
Then, a state-dependent Luenberger-type estimator is designed and control gain
matrix is obtained using sum of squares method. Unlike the literature work such
as [6], it does not have to know the bounds of camera velocity. In addition,
whereas [7] separated the camera dynamics as two parts, we can achieve the
range estimation directly, because the proposed method based on sum of squares
method which can obtain the estimator gain even when the system matrix has
the polynomial time-varying variables. Moreover, as the proposed method can
obtain the estimator gain via the numerical analysis, it can easily consider the
further problems such as considering the uncertainties or estimating the motion
of object. The simulation results with the similar scenarios of literature works
in [6] and [7] are presented to demonstrate the validity of the proposed method.

The organization of this paper is as follows. First, we introduce the Euclidean
and image space relationship and relative motion model between the camera
and the object in Sections II and III, respectively. Section IV presents the pro-
posed estimator using sum of squares method. Simulation results are provided
to demonstrate the advantages of the proposed method in Section V. Finally,
concluding remarks are stated in Section VI.

2 Euclidean and Image Space Relationships

Let F ∗ be an orthogonal coordinate system attached to the camera at the lo-
cation corresponding to an initial point at the initial time to. After the initial
time, let Fc be an orthogonal coordinate system attached to the camera which
has changed through some rotation R(t) ∈ SO(3) and translation xf ∈ �3 away
from F ∗. Let m(t) ∈ �3 denote the Euclidean coordinates of a feature point
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observed by the moving camera expressed in the camera frame Fc as in (1) and
m(t) ∈ �3 denote the normalized Euclidean coordinates as in (2).

m(t) = [x1(t), x2(t), x3(t)]
T (1)

m(t) = [
x1(t)

x3(t)
,
x2(t)

x3(t)
,

1

x3(t)
]T (2)

To facilitate the subsequent development, an auxiliary state vector y(t) =
[y1(t), y2(t), y3(t)]

T ∈ Y with a closed and bounded set Y ⊂ �3 is defined from
(2) as

y = [
x1(t)

x3(t)
,
x2(t)

x3(t)
,

1

x3(t)
]T (3)

Using the projective geometry, the normalized Euclidean coordinatesm(t) can
be related to the pixel coordinates in the image space as

p = Acm (4)

where p(t) = [u, v, 1]T is a vector of the image-space feature point coordinates
u(t), v(t) ∈ � defined on the closed and bounded set I ⊂ �3 and Ac ∈ �3×3

is a constant, known, invertible intrinsic camera calibration matrix [8]. From
(4), m(t) can be recovered using the information of p and Ac, which, in turn,
can determine the first two components of y(t). It should be noted that the last
component of y(t) is related to the relative Euclidean distance x3(t) between the
camera and the feature point and thus should be estimated.

Assumption 1. The camera velocities are assumed to be bounded, and the lin-
ear velocities are assumed to be continuously differentiable.

Remark 1. We should note that the literature work [6] needs the bounds of the
image size of camera to design the estimator. While the actual image size is
finite, the proposed method does not have to know the bounds of image size.

3 Camera-Object Relative Motion Model

Fig. 1 shows that static object point q can be expressed in the coordinate system
Fc as

m(t) = xf +RxOq (5)

where xOq is a vector from the origin of coordinate system F ∗ to the static point
q expressed in the coordinate system F ∗. The time derivative of (5) gives the
relative motion of q as observed in the camera coordinate system, which can be
expressed by the following kinematics [8], [9].

ṁ(t) = [w]Xm+ vr (6)

where [w]X ∈ �3×3 is a skew symmetric matric in terms of the camera angular
velocity w(t) = [w1(t), w2(t), w3(t)]

T ∈ W and vr(t) is a relative linear velocity
of the camera with respect to the moving point, given by

vr = vc −Rvp (7)
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Fig. 1. Moving camera looking at the object

where vc = [vcx, vcy, vcz]
T ∈ Vc ⊂ �3 is the camera velocity in the inertial refer-

ence frame, Rvp � vp(t) = [vpx, vpy, vpz ]
T ∈ Vp ⊂ �3 is the velocity of the moving

point q expressed in camera reference frame Fc, and vp = [vpx, vpy, vpz]
T ∈ V p ⊂

�3 is the velocity of the moving point q expressed in the inertial reference frame
F ∗. In the case of the static object, vp(t) = 0 holds, which results in vr = vc
from (7).

By substituting the vectors w(t) and vr(t) into (6), the motion of a static
point observed by a moving camera can be expressed as

ṁ(t) =

⎡⎣1 0 0 0 x3 −x2

0 1 0 −x3 0 x1

0 0 1 x2 −x1 0

⎤⎦[ vc
w

]
. (8)

Using (2) and (9), the dynamics of the partially measurable state vector y(t) can
be expressed as ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ẏ1 = (vcx − y1vcz)y3 − y1y2w1 + (1 + y21)w2

− y2w3 − (vpx − y1vpz)y3
ẏ2 = (vcy − y2vcz)y3 − (1 + y22)w1 + y1y2w2

+ y1w3 − (vpy − y2vpz)y3
ẏ3 = −y23vcz − y2y3w1 + y1y3w2 + y23vpz

(9)

where the states y1(t) and y2(t) can be measured as the output of the system
through the invertible transformation given by (4). On the other hand, y3(t) is
a function of unmeasurable state x3(t) and thus it should be estimated.

4 Range Estimation Design via Sum of Squares Method

Before designing the range estimator for the camera dynamics, a following as-
sumption is needed.
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Assumption 2. The object is assumed static (i.e., vp = 0). The linear velocity
of camera along to the Z-axis is assumed zero (i.e., vcz = 0). And both angular
velocities of camera along to the X and Y -axis are assumed zero (i.e., w1 =
w2 = 0).

The camera motion dynamics in equation (9) can be expressed in the form of
polynomial with zero object velocity (i.e., vp = 0) as follows:⎡⎣ ẏ1

ẏ2
ẏ3

⎤⎦ =

⎡⎣ w2y1 −w3 − w1y1 vcx − y1vcz
w2y2 + w3 w1y2 vcy − y2vcz

w2y3 −w1y3 −vczy3

⎤⎦⎡⎣y1
y2
y3

⎤⎦ . (10)

The equation (10) is the polynomial form of ẏ = A(y, vc, w)y where A(y, vc, w)
is polynomial matrix.

Remark 2. We should note that [7] used camera dynamics which are separated
as two parts. Thus, the nonlinear terms in dynamics should satisfy the Lipschitz
condition and an extra assumption is also required to design the estimator. On
the other hand, the proposed method can directly deal with the camera dynamics
even, in the presence of the system states and the nonlinear terms.

The state-dependent Luenberger-type estimator can be designed to estimate
the unmeasurable state y3 as follows:{

˙̂y = A(ŷ, vc, w)ŷ + L(e, vc, w)(z − ẑ)
z = Cy.

(11)

where C is output matrix. In the camera systems, we can measure only y1(t) and

y2(t); thus, the output matrix should be chosen as C =

[
1 0 0
0 1 0

]
. Using the state

estimator in equation (11), the error dynamics with e = y − ŷ can be expressed
as

ė = Ã(y, ŷ, vc, w)e + ζ(y, ŷ, vc, w)− L(e, vc, w)Ce (12)

where

Ã(y, ŷ, vc, w) =

⎡⎣w2(y1 + ŷ1) −w3 vcx
w3 −w1(y2 + ŷ2) vcy
0 0 −vcz(y3 + ŷ3)

⎤⎦,
ζ(y, ŷ, vc, w) =

⎡⎣−w1(y1y2 − ŷ1ŷ2)− vcz(y1y3 − ŷ1ŷ3)
w2(y1y2 − ŷ1ŷ2)− vcz(y2y3 − ŷ2ŷ3)
w2(y1y3 − ŷ1ŷ3) + w1(y2y3 − ŷ2ŷ3)

⎤⎦ .

By the assumption 2, ζ(y, ŷ, vc, w) becomes zero and the error dynamics can be
represented simply as

ė = A(vcx, vcy, w3)e− L(e, vc, w)Ce (13)

where A(vcx, vcy, w3) =

⎡⎣ 0 −w3 vcx
w3 0 vcy
0 0 0

⎤⎦.
If we obtain the estimator gain L(e) to stabilize the error dynamics in equation
(13), then the range estimation for camera systems can be achieved.
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Theorem 1. For the error dynamics (13), suppose that there exist a symmetric
matrix X , a polynomial matrix M(e), a constant ε1 > 0, which satisfy the
following conditions:

νT (X − ε1I)ν > 0 (14)

− νT

(
A
T
(vc, w)X +XA(vc, w)

−CTMT (e, vc, w)−M(e, vc, w)C

)
ν > 0 (15)

where ν ∈ �N is vector independent of e. Then, estimator gain L(e, vc, w) can
be obtained as

L(e, vc, w) = X−1M(e, vc, w). (16)

Proof. Assume that there exist solutions X and M(e, vc, w) for the conditions
in equations (14) and (15). Also, define a positive definite function V (e) as

V (e) = eTXe (17)

where X is a symmetric positive definite matrix. Then, the time derivative of
V (e) along the closed-loop system trajectories can be given by

dV (e)

dt
= ėTXe+ eTXė

= eT

(
A
T
(vc, w)X +XA(vc, w)

−CTLT (e, vc, w)X −XL(e, vc, w)C

)
e.

(18)

By defining M(e, vc, w) = XL(e, vc, w), we can conclude that the derivative
of Lyapunov function is negative semidefinite for all e, and we can obtain the
conditions of Theorem 1. This proves the stability of the closed-loop system. ��
SOS conditions in Theorem 1 are solved by reformulating them as semidefi-
nite programs (SDPs). SOSTOOLS [10] which is recently developed toolbox of
MATLAB can convert the SOS programs (SOSPs) to SDPs using SDP solver
such as SeDuMi [11] or SDPT3 [12]. In this paper, we numerically find X and
M(e, vc, w) satisfying the SOS conditions in Theorem 1 via SeDuMi along with
SOSTOOLS. For more details of how to solve the SDPs using SeDuMi, see [10]
and [11].

5 Simulation Results

This section shows the numerical simulation results to demonstrate the validity
of the proposed method. For the simulation, we set the form of X as 3 by
3 constant matrix and the form of L(e, vc, w) as second order monomials of
measurable variables such as e1, e2, vcx, vcy, and w3. Note that we could not use
e3 because y3 is unmeasurable, and vcz, w1, and w2 are not employed from the
assumption 2. Therefore, the obtained Lyapunov matrix X and estimator gain
L(e, vc, w) are as follows:

X =

⎡⎣1.28 0.32 0
0.32 1.28 0
0 0 2.24

⎤⎦ , (19)
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L(e, vc, w) =

⎡⎣L11 L12

L21 L22

L31 L32

⎤⎦ . (20)

where
L11 = 0.33+0.37w2

3 +0.21w3+0.37v2cy+0.36v2cx+0.36e21− 0.024e1e2+0.098e22,
L12 = −0.087− 0.092w2

3+0.053w3− 0.091v2cy− 0.092v2cx− 0.024e21+0.098e1e2−
0.090e22, L21 = −0.087 − 0.092w2

3 − 0.053w3 − 0.092v2cy − 0.091v2cx − 0.090e21 +
0.098e1e2−0.024e22, L22 = 0.32+0.37w2

3−0.21w3+0.36v2cy+0.37v2cx+0.098e21−
0.024e1e2 + 0.36e22, L31 = 0.57vcx + 0.14vcy, and L32 = 0.14vcx + 0.57vcy.
The original obtained estimator gains are more complicated, however, since the
coefficients of estimator gains which does not mentioned before are too small,
we omit them in this paper.

Table 1. Scenarios for the simulation

y(0)(m) ŷ(0) (m) vc(t)(m/s) wc(t)(rad/s)

i y(0) = [5, 5, 5]T ŷ(0) = [0, 0, 0]T
vcx(t) = 1 + 0.5 sin(πt/8)
vcy(t) = 1 + 0.5 sin(πt/4)

vcz(t) = 0

w1(t) = 0
w2(t) = 0
w3(t) = 1

ii y(0) = [5, 5, 5]T ŷ(0) = [0, 0, 0]T
vcx(t) = 1 + 0.5 sin(πt/8)
vcy(t) = 1 + 0.5 sin(πt/4)

vcz(t) = sin(πt/4)

w1(t) = 0.1 sin(πt/4)
w2(t) = 0.1 sin(πt/4)

w3(t) = 1

iii y(0) = [5, 5, 5]T ŷ(0) = [0, 0, 0]T
vcx(t) = 3 sin(πt/4)

vcy(t) = 0
vcz(t) = 0

w1(t) = 0
w2(t) = 0
w3(t) = 0

There are three scenarios shown in Table 1, which are similar to those of liter-
ature works [6], [7]. In the first scenario, we set the linear and angular velocities
through the assumption 2 (i.e., vcz = w1 = w2 = 0). And we added the bounded
linear and angular velocities in the second scenario, which is not contained in
the first scenario. Lastly, only vcx exists in the third scenario which is similar to
those in [7].

Figs. 2 through 4 show the simulation results using the proposed method.
Each simulation achieves the range estimation successfully. It implies that the
proposed method can achieve the range estimation and the unmeasurable states
between the camera and the object are estimated. While the first scenario is
set by the assumption 2, the additional linear and angular velocities are added
in the second scenario. Even though these linear and angular velocities may be
considered as the external disturbances of the closed-loop system, the proposed
method can achieve the range estimation with small magnitude and bounded lin-
ear and angular velocities. It implies that the proposed method is robust against
the bounded disturbances. On the other hand, the third simulation results show
that only one linear velocity is needed to estimate the range in the camera dy-
namics. Since the third row of the estimator gains consists of vcx and vcy, the
proposed method just needs vcx or vcy.
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ŷ1

0 5 10 15
−20

−10

0

10

20

Time[sec]

y 2
\
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Fig. 2. Simulation results for the scenario i. (a) State response (solid line: state vari-
ables, dashed line: estimated states). (b) Error between the states and the estimated
states.
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Fig. 3. Simulation results for the scenario ii. (a) State response (solid line: state vari-
ables, dashed line: estimated states). (b) Error between the states and the estimated
states.
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ŷ 3

y3

ŷ3
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Fig. 4. Simulation results for the scenario iii. (a) State response (solid line: state vari-
ables, dashed line: estimated states). (b) Error between the states and the estimated
states.
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6 Conclusion

We have proposed a sum of squares based range estimation method for camera
systems. The camera dynamics are converted as polynomial system whose sys-
tem matrix consists of linear and angular velocities of camera. Then, Luenberger
type state estimator is designed and the estimator gain matrix is obtained using
sum of squares method. The simulation results show that the proposed method
can achieve the range estimation well, even the system has the small magni-
tude bounded disturbance. In addition, the proposed method needs only vcx or
vcy. Future works can include more complex problems such as considering the
uncertainties or estimating the motion of moving object.
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Abstract. This paper surveys the different control approaches for autonomous 
mobile manipulators (traditional control approaches and multi-agent heuristic-
based control approaches), and focuses mainly on multi-agent fuzzy-based 
approaches. Directions are discussed and properties of the state-of-the-art in 
control approaches are classified and compared depending on the techniques 
used for controlling the robots. The conclusion of the paper presents our point 
of view about the current state of designing multi-agent fuzzy-based control 
approaches for such autonomous robots. 

Keywords: Traditional control approaches, Fuzzy-based control approaches, 
Multi-agent control, Autonomous mobile manipulators. 

1 Introduction 

A mobile manipulator consists of one or more manipulators installed on a mobile 
base. This type of robots can perform most common tasks of robotics that require, at 
the same time, locomotion and manipulation capabilities. The mobility, offered by the 
mobile base, allows the robot to significantly expand its reachable workspace and 
incrementing, thus, its operational capabilities [1]. Mobile manipulators have 
applications in several fields such as handling tasks, grasping and transporting 
objects, forestry, mining, construction, etc. Recently, the environments of such robots 
have migrated from industrial and factory environments to human environments [2]. 
Such robots are well adapted to human tasks; they are currently present in hospitals, 
offices, homes for assisting elderly and/or disabled people, etc. [3]. 

An autonomous robot must be able to operate in complex, not-completely-known and 
changing worlds using its limited physical and computational resources with a reduced 
human intervention [4]. Two axes symbolize the needs related to autonomy [5]: 
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• Ability to act with a reduced human intervention: the task provided to the robot is, 
in general, of a high-level with a distant time horizon. Therefore, the robot must 
be able to make any decision to progress its task, and achieve its objective. If the 
introduced task cannot be accomplished directly, the robot must be able to deduce 
the intermediate operations to achieve this goal. 

• Variability of the environment: this variability disturbs, in permanence, the 
operations plan of the robot. Therefore, mechanisms must exist to provide 
robustness1. An autonomous robot must be able to perform its task properly, even 
if it encounters unexpected situations, without/with a reduced human 
intervention. 

In an autonomous robotic system, two essential elements can be distinguished (i) 
the robot that consists of a mechanical structure and actuators, and (ii) the robot 
controller which is the part that provides the intelligence (by processing information 
and managing information issued from sensors) so that the robot can perform the 
tasks for which it was designed. Mataric [7] defines the control of a robot as the 
process of taking information about the environment through the sensors equipping 
the robot, processing it as necessary in order to make decisions about how to act, and 
executing actions in the environment. 

The control architecture is defined by Mataric [6] as a methodology that supplies 
structure and imposes constraints on the way that robots are controlled. Caselli and 
colleagues [8] have defined it as an organized set of basic functionalities that the robot 
can accomplish. The control is the entity that will handle this architecture. The main 
objective of a control architecture is to simplify the development of basic modules and 
their composition, necessary to present complex behaviors. On the other hand, a 
control approach represents mathematical models and tools, and the manner of how 
these components are exploited in order to ensure the desired behavior. 

These last years, there has been considerable research effort devoted to autonomous 
control of mobile manipulators. The works led to different approaches that have been 
proposed and developed. This paper reviews the various control approaches for such 
robots (traditional approaches and heuristic-based approaches). After surveying more 
than one hundred papers of current research, it was found that heuristic approaches 
(neural network, genetic algorithm, fuzzy logic, neuro-fuzzy, etc.) gave effective and 
suitable results for autonomous control of the robots evolving in unknown and 
dynamic environment compared to the classical techniques [9]. 

This article provided, first, some definitions related to autonomous robots, control 
and control architectures. Then, it proposes a classification of the main control 
approaches for autonomous mobile manipulators illustrated with examples from the 
literature. After that, the paper focuses on multi-agent fuzzy-based control 
approaches. This concept allows building an architecture by dividing it into a number 
of agents that are intelligent and capable of handling operations independently. 
Finally, the article presents our point of view about the current state of designing 
multi-agent control architectures for such robots. 

                                                           
1 Robustness is the ability to make a correct service in a non-predictable situation of the 

environment (unexpected obstacle, closed door, etc.). Fault tolerance is the ability to give a 
correct service regardless of the faults affecting the components of the system (sensor or 
software error, etc.) [6]. 



 Multi-Agent Fuzzy-Based Control Architecture for Autonomous Mobile Manipulators 681 

 

2 Properties of Control Architectures 

The control of a robot with a certain degree of autonomy and complexity, to 
achieve goals or to react to environment changes, is determined by the 
organization of its control architecture. This latter must ensure that the robot will 
accomplish, in real-time, its tasks despite all the encountered situations. The 
control is required to be reactively fast but, also, thorough while maintaining some 
properties (stability, robustness, etc.). A robot, to be usable, is required to meet 
some behavior specifications and design requirements. The main specifications and 
requirements are given as follows [4] [10] [11] [12]: 

• Reactivity to the environment and Adaptability: as the state of the environment 
changes very quickly and unpredictably, the robot must be able to react to 
unexpected situations. Moreover, it must be capable to consider external and 
asynchronous events with time limits that are compatible with the correct, 
efficient and safe execution of the current task. In addition, the control 
architecture must be adaptable to switch smoothly and rapidly between the 
different strategies of control. Furthermore, the robot must be able to change its 
behavior, while taking into account all the current encountered circumstances. 
The robot must, therefore, have capacities to recognize situations and make 
decisions in order to select the most appropriate behavior. 

• Autonomy: as the environment conditions are variable and imperfect, the robot 
must be able to perform a task through the management of its sub-systems. 

• Fusion of multiple sensors: the narrow accuracy, reliability and applicability of 
individual sensor must be compensated by integrating the other sensors of the 
robot. 

• Resolving of multiple goals: in case of robotic tasks, situations requiring 
conflicting concurrent actions are inevitable. The control architecture must ensure 
proper means to be able to fulfill those multiple goals. 

• Robustness, Reliability and Fault-tolerance: the robot must handle imperfect 
inputs, unexpected events and sudden malfunctions. Furthermore, it must be able 
to operate without failures or performance degradation over a certain period. In 
addition, the robot must have some hardware and software redundancy, so that 
corrective strategies can be applied in case where the acting conditions of the 
robot change. 

• Programmability: a useful robot should be able to achieve multiple tasks 
described at some abstraction level, instead of only one precise task. Furthermore, 
the robot must not be simply directed by external stimuli, but a programmable 
machine able to execute tasks assigned by the operator. 

• Modularity, Flexibility, Expandability, Scalability and Reconfigurability: the 
control architecture must be divided into smaller sub-systems (individual 
components or modules) that can be separately and incrementally designed, 
implemented, tested, debugged and maintained. It must be mentioned that such 
phases require a long time and experimental robotics requires continuous changes 
during these phases (design, implementation, etc.). Therefore, flexible 
architectures are required to allow the design to be guided by the success or 
failure of individual elements, and designed to be scalable, since new features can 
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be developed and added progressively to the capabilities of the robot, new control 
algorithms can be tested, etc. without modifying the existing ones. 

• Global reasoning: a control architecture should have a global high-level decision-
making agent. This latter is responsible of understanding the overall situation and 
merging the partial available information while taking into account misinterpreted 
data issued from the sensors. 

• Intelligent and Consistent behavior: the behavior of the robot and its reactions to 
external stimuli must be correct with the final purpose, guided by the objectives 
of its main task, and not only determined by the state that it perceives from the 
environment. Thus, its instant reaction to external events must be based on the 
general context (state of the robot and its environment) and the task which is 
performing. 

• Safety: autonomous robots can interact with humans (museum guides, personal 
service robots, etc.) or intervene in sensitive areas (nuclear centrals, etc.), which 
introduces additional security measures. 

3 Main Frames Attached to a Mobile Manipulator 

The analysis of a mobile manipulator includes the interaction between its mobile base 
and manipulator. For modeling the robot, the following assumptions were made: 

• The floor and the wheels are indeformable. 
• The contact surface between the driving wheel and the floor is assimilated to a 

point. 
• There is no slipping between the driving wheels and the floor. 
• The manipulator is fixed rigidly on the mobile base. 

 
The mathematical analysis of a mobile manipulator requires defining the main 

reference frames and transformation matrices as shown in Fig. 1 where [13]: 

• dof (degrees-of-freedom): number of joints of the robot that may vary 
independently. 

• ( ,  , , ): the absolute reference frame attached to the environment. 
• ( ,  , , ): it is connected to the mobile base of the robot. 
• ( ,  , , ): this frame is attached to the basis of the manipulator. 
• ( ,  , , ): RE is fixed to the end-effector of the robot. 
• ( ,  , , ): it is attached to the joint k (k=1, ..., dof) of the manipulator. 
• 

MTE: this transformation matrix defines RE in RM. 
• 

BTM: it defines RM in RB. 
• 

ATB: the transformation matrix defining RB in RA. 
• 

ATE: this transformation matrix defines RE in RA. 
• EffectorAFin(xEAFin, yEAFin, zEAFin,ψEAFin, θEAFin, ϕEAFin): it is the final situation of the end-

effector of the robot given in RA. The first three values represent the position of 
the end-effector; the last three are its orientation according to Euler angles. 

• BaseFin(xBFin, yBFin, θBFin): it represents the final situation of the mobile base in RA. 
• ConfigurationFin(q1Fin,…, qdofFin): it is the final configuration of the end-effector in RM. 
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Fig. 1. Main reference frames attached to a mobile manipulator and the corresponding 
transformation matrices 

The control architectures should be designed to meet all the requirements given 
previously. The existing research experience seems to have not yet performed a 
definitive paradigm for the distribution and/or coordination of the functionalities 
required for all the autonomous mobile manipulators [4]. 

In the literature, several studies have focused on proposing control architectures for 
such robots. Each proposition gives a specific way to solve the control problem. Some 
methods provide a total decoupling between the two sub-systems (mobile base and 
manipulator). While executing a task that requires the intervention of the two sub-
systems, the control is carried out sequentially between the two disjoined entities. 
There exist, also, models for synchronizing the control of the mobile base and that of 
the manipulator. 

To organize the operations that a mobile manipulator must perform and structure its 
internal functions in order to achieve the objectives assigned by the operator, each 
designer uses his own approach. The next sections review the different control 
approaches for autonomous mobile manipulators (traditional and multi-agent heuristic-
based approaches) and discuss their major properties and characteristics, while 
focusing, primarily, on multi-agent fuzzy-based approaches. 

4 Classical Control Approaches 

This first class, considered as classical, is based on the study of mathematical models 
for both manipulator and mobile base mechanical sub-systems. Controlling a mobile 
manipulator consists of computing the motion of the manipulator joints and that of the 
mobile base. For this aim, the study of both Direct (DKM) and Inverse (IKM) 
Kinematic models of the robot is needed. 
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4.1 Direct Kinematic Model (DKM) 

The DKM is the mathematical model that relates the variables of the joint space and 
the task space. It is written as follows where f is a non-linear function of the DKM: 

EffectorAFin=f(BaseFin, ConfigurationFin) (1)

The computation of the DKM uses different matrices from the various frames 
(Figure 1). This means that each frame is considered moving relatively to the 
precedent one. Thus, RB is considered moving relatively to RA, RE is considered 
moving relatively to RM which moves relatively to RB. Due to the transformation 
matrix ATE, the situation of the end-effector is given in RA, by the following relation: 

ATE=
ATB*

BTM*MTE (2)

4.2 Inverse Kinematic Model (IKM) 

The IKM expresses the situation of the robot depending on the situation of its end-
effector. It is written as follows: 

(BaseFin, ConfigurationFin)=f–1(EffectorAFin) (3)

 
The IKM of a mobile manipulator, operating in a three-dimension workspace, has 

as a purpose to compute the generalized coordinates (xBFin, yBFin, θBFin, q1Fin, ..., qdofFin), 
according to EffectorAFin. Unlike DKM, there are no specific rules to compute the IKM 
of a robot. However, it is up to the controller designers to choose specific strategies 
depending on the type of the robots. In most cases, IKM accept an infinite number of 
solutions since the robot presents geometric redundancy (the number of generalized 
coordinates is greater than the number of operational coordinates). 

EffectorAFin is completely defined in RA. However, BaseFin as well as ConfigurationFin 
can vary significantly as shown in Figure 2. In addition, the non-holonomic constraints of 
the mobile base can have an important effect on the form of the trajectory required to 
reach EffectorAFin. These last constraints cannot be resolved by using the IKM. It requires 
studying the differential-kinematic model and considering velocities [14]. This will 
further complicate the development of the control approach and requires considerable 
computation time, especially for real-time control. 

A solution was proposed in [13] which partially decouples the robotic system. It 
begins with the motion of the mobile base, while considering the non-holonomic 
constraints of the mobile base and those related to the environment (obstacles 
avoidance), so that the robot can move its manipulator into a new situation where it 
may reach the imposed situation. Afterwards, the IKM of the manipulator is used, for, 
finally, placing the end-effector in the desired situation. Korayem [15] used the 
Extended Jacobian Matrix concept to solve the redundancy resolution and non-
holonomic constraints. The authors formulated the problem as a Trajectory 
 

 



 Multi-Agent Fuzzy-Based Control Architecture for Autonomous Mobile Manipulators 685 

 

 

Fig. 2. Variations of BaseFin and its influence on ConfigurationFin to reach EffectorAFin [14] 

Constrained non-linear Optimization Problem, and solved it by using the Iterative 
Linear Programming method, to find the Maximum Dynamic Load of the robot for a 
given two-end-point task. Nait-Chabane and colleagues [16] presented a global 
approach based on human-like behavior to help the disabled operator to understand 
the action of the robot. When the objective is close to the robot, the mobile base and 
the manipulator move together and the redundancy is used to maximize a 
Manipulability criterion [2]. 

4.3 Discussion of the Classical Approaches 

Using the mathematical models to control mobile manipulators produces good and 
accurate results and offers a fairly exact control for repetitive tasks in controlled and 
known environments (industrial robotics). In this case, when the robot is required to 
repeat a trajectory thousands of times, very complicated calculation of these models is 
done, in most cases, off-line with the ability to optimize time and/or energy expended 
for performing a task. However, most robotic environments using mobile manipulators 
are not completely known but, per contra, evolutionary. Moreover, it should be noted 
that methods used for computing DKMs represented generic rules, whereas IKMs were 
constructed according to the mechanical structure of the robot. Also, these models do 
not tolerate any change in the mechanical structure of the robot (malfunction of one or 
more joints) without adding specific modes for failures treatment. When a fault occurs, 
the possibility of offering a minimum service until repairing the breakdown is a 
significant element of Quality Of Service (QoS) [17]. Furthermore, classical 
approaches have the disadvantage of computing time which is quite important 
depending on high number dof of the robot, especially in frequently-changed and not-
completely-known environments. Finally, according to Brooks [10], traditional 
robotics seems unable to deliver real-time performances in a dynamic world. 

5 Multi-Agent Heuristic-Based Approaches 

When working with complex problems with large dimensions, the resolution of control 
problems for mobile manipulators is very difficult using traditional mathematical 
models. Several approaches have described the process allowing the end-effector of 
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such a robot to reach a position in its workspace, without using IKM or differential-
equation solvers [18]. 

5.1 Multi-Agent Approaches 

Multi-agent and Distributed Artificial Intelligence (DAI) techniques offer simple 
solutions [19]. Each joint is implemented as an agent. Every agent tries to align the 
position of the end-effector with that of the target, while being independent of the 
motions and positions of the other joints, and with no prior knowledge of the actions of 
the other agents. By acting recursively, the other agents, controlling the other joints, try 
to do the same job. A global behavior can emerge, consequently, from all the local 
agents which satisfy the desired objective. 

Among the principal works done in this area, we find that developed by Delarue 
and colleagues [17]. They have built a control architecture adapted to the robotics of 
service (the ARPH robot), by using a multi-agent approach. This latter consists of two 
parts (i) the first concerns the manipulator and (ii) the second is assigned to the mobile 
base. This architecture has exploited the redundancy of the robot to offer tolerance to 
certain faults and breakdowns. The authors affirm, in their works, that each agent acts 
independently without any inter-synchronization. Each agent computes, first, the 
current position of the end-effector and, then, tries to match this position with the 
purpose to reach. By an approach of type “Virtual movement-Check”, each agent tends, 
with small local movements, to fulfill this constraint. If the imposed goal is outside the 
accessible workspace, each agent will align its joint with that objective. A global 
emergent behavior is then expected, which is to bring the robot to a fully-extended 
position, trying to get as close as possible to the objective. Fig. 3 shows an extension of 
this principle with a manipulator controlled by four agents and a mobile base 
controlled by a single agent. 

 

          

Fig. 3. Agents associated to a mobile manipulator as proposed in [19] 

To solve a complex problem, a Multi-Agent System (MAS) can emerge global 
behaviors by using several agents. Each of these latter has a knowledge and a limited 
actions ability. Moreover, fuzzy logic, neural networks and/or genetic algorithms 
associated with MAS, can provide high-level control for such complex systems (mobile 
manipulators, etc.) [20] [21]. 

5.2 Multi-Agent Fuzzy-Based Approaches 

Fuzzy logic is a mathematical formulation that copes with uncertainty in information 
[22]. Fuzzy control has proven to be a successful approach to many complex non-
linear systems or even non-analytic ones. It has been suggested as an alternative 
approach to conventional or classical control techniques in many situations [23]. Such 
a control is characterized by the use of linguistic rules to manipulate and implement 
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human knowledge in control systems so as to handle the uncertainty present in the 
environment [24]. 

The model presented by Agah and Tanie [25] represents, to our knowledge, the 
first control architecture which is based on techniques of fuzzy logic with multiple 
distributed agents. The authors proposed a new approach in which the different agents 
cooperate and contend to control the system. By utilizing multiple software agents, 
they showed that the control design of the global system can be divided into small 
modules, in terms of the task, environment, or system status. These agents cooperate 
with each other to transform the input information (from sensors) into outputs 
information (control signals). Each agent was implemented using fuzzy-logic rules, 
and the agents were able to access all the available input information and, afterwards, 
suggest actions based on their knowledge and autonomy. The main controller 
(supervisor) evaluates the proposals of the contending agents according to their 
relevance, confidence and effect. Then, it selects the winner action that will be 
executed by the system. Finally, the winner agent controls the whole system alone. 

This methodology was applied to control an inverted pendulum balanced by a 
robotic system, while being perturbed by a human force (similar to the system shown 
in Fig. 4). The practicality and feasibility of the proposed concepts were verified by 
applying the system to control a mobile manipulator in two-dimension handing over an 
object to an interacting human operator. 

Three fuzzy-logic agents were developed for the robot pendulum balancing task (i) 
Flexed agent, (ii) Mid-range agent and (iii) Extended agent. For low values of robot 
length, Flexed agent is more relevant; for middle values, Mid-range agent is more 
relevant; and for high values, Extended agent is more relevant. Each agent is 
implemented as a fuzzy-logic controller with 21 rules. In these rules, the measured 
parameters are (i) the rotation angle of the pendulum, (ii) its rotation angle velocity, 
and (iii) the robot length. The control parameters determined by the system are (i) the 
magnitude and (ii) the direction of the force to be applied by the robot. The confidence 
of each action proposed by an agent is based on the fuzzy membership values of the 
sensory values (measure parameters). 

In this work, the agents were defined according to the task to be done by the robot. 
Furthermore, one agent was active at a time. In such a scheme, it is more complicated 
to design and improve the control architecture for other systems. 

5.3 Multi-Agent Fuzzy-Based Approaches Merged with other Heuristic 

The most important drawbacks using fuzzy-logic to solve control problems are given 
hereafter [26]. These entire disadvantages have led to the idea of merging other 
heuristic approaches such as neural networks, genetic algorithms, etc. and the fuzzy 
technology. 

• Standard and systematic method does not exist for the transformation of the 
human knowledge or experience into the rule base of a fuzzy inference system. 

• There is no general procedure for choosing the optimal number of rules, since a 
large number of factors are involved in the decision (performance of the controller, 
efficiency of computation, human operator behavior, the choice of linguistic 
variables, etc.). 

• In designing fuzzy-logic expert systems, a great deal of care and effort is required 
to obtain the rules. 
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• Even when human operators exist, their knowledge is often incomplete and 
episodic, rather than systematic. 

• It is not possible to show the stability of the controlled system, since the model of 
the system is not known. 

• There is no guarantee that rules are coherent and a no mismatch exists between the 
rules. 

• Because of the complex operations (fuzzification and particularly defuzzification), 
computing time could be very long. 

 
The work presented by Erden, Leblebicioglu and Halici in [27] fits into this context 

(merging fuzzy-logic and genetic algorithms). It describes a MAS approach to a service 
mobile manipulator that interacts with human during an object delivery and hand-over 
task in two dimensions. The required operations to achieve the overall objective are 
distributed between agents and each one fulfills its specific operation. The agents of the 
system are controlled using fuzzy control. The functions of the fuzzy controllers are 
tuned by using genetic algorithms. 

The agents are identified as the Base, Shoulder, and Elbow of the robot. Each agent 
controls the movement of the junction referred by the name (Figure 4): 

• Base agent: this first agent controls the displacement velocity of the mobile base 
(vb) depending on horizontal and vertical distances dx and dy between the end-
effector of the robot and the hand of the human operator. 

• Shoulder agent: this agent controls the angular velocity of the shoulder (ws) 
according to dx and dy distances and angle β. To compute this latter, the Shoulder 
agent needs information on the state of the Elbow agent (θe). 

• Elbow agent: this last agent controls the angular velocity of the elbow (we) 
function of dx and dy distances and angle α. 

 
In this work, an additional amelioration of the control has been performed by 

considering a criterion of improvement, with a focus on membership functions of the 
fuzzy controllers. This criterion is computed with a certain fitness function, which is a 
combination of (i) the distance traveled by the effector, (ii) the duration of the 
maneuver and (iii) the energy. 

 

 

 

Fig. 4. Different agents associated to the system as proposed in [27] 

Shoulder 

Elbow 

Base agent 

d
w

d v

Human 

x=0 



 Multi-Agent Fuzzy-Based Control Architecture for Autonomous Mobile Manipulators 689 

 

5.4 Discussion of the Multi-Agent Approaches 

In contrast to classical control approaches, multi-agent approaches offer methods that 
use the agent paradigm by proposing a decomposition of the robot control into a set of 
distinct agents. The MAS approaches benefit of all the advantages of distributed 
problem solving. The MAS perspective made it possible to consider the architecture as 
a compound of simpler modules, which gave way to easier design of the whole system. 
In addition, the need for massy mathematical models, IKM and differential-equation-
solutions is overcome. Therefore, there is a considerable decrease in design effort and 
computation time compared to classical approaches. Moreover, with such a usage of 
MAS, the control architecture is more flexible to be applied to any robot [27]. 

The design phase of the development of a control architecture is the most strategic 
one. However, it is necessary to understand and to identify the needs to design and 
implement the approach in a proper manner. With the increasing complexity of 
architectures, using a development methodology is very necessary. Nevertheless, the 
absence of such a methodology covering the whole life cycle of a MAS makes the task 
very difficult and complicated [28]. The multi-agent approach poses, moreover, the 
problem of the management and control of agents and their shared resources. Another 
constraint that should not be overlooked when designing such a control system is the 
lack of information. This lack is mainly due to the measurement errors delivered by the 
physical sensors of the robot. 

Multi-agent heuristic-based control approaches don’t require a precise 
mathematical model of the robot to be controlled. However, if the model exists, it can 
be used for simulating and testing the control strategy. The main advantages of such 
controllers are given as follows [26] [29] [30]: 

• No need to have a mathematical model of the robot (information is not available, 
information is not complete, the process is too complex, etc.). 

• It is possible to implement expert-human knowledge and experience using 
comprehensible linguistic rules. 

• Thanks to dedicated processors, it is possible to control fast processes. 
• Such techniques allow developing robust and smooth controllers starting from 

heuristic knowledge and qualitative models. 
• Such techniques allow considering imprecise, vague and unreliable information; 

and integrating symbolic reasoning and numeric processing in the same 
framework. 

 
It should be mentioned that the aim of all the works presented in this section was to 

test the performances of the multi-agent heuristic-based design of control approaches 
in simulation. Moreover, all the studies were applied on a simple case of a service 
mobile manipulator interacting with human operators during hand-over tasks in two 
dimensions. Unfortunately, no works were done on real physical robots in three 
dimensions. 

6 Conclusion 

More than one hundred works have been surveyed in this paper covering the field of 
developing control approaches for autonomous mobile manipulators. We have tried to 
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bring together the major applications of multi-agent paradigm in the literature and 
come to conclusions about the nature of research in this field. The survey reveals that 
the application of heuristic methods, and especially fuzzy-based techniques merged 
with other heuristic approaches (neural networks, genetic algorithms, etc.), has 
increased due to their success in coping with the problems of combinatorial explosion. 

This article presented a comparison between two different control approaches for 
autonomous mobile manipulators. The classical approaches use the mathematical 
models to control the robot. On the other hand, the second class is based on the DAI 
techniques for problem solving. Here, the control is mainly distributed on several 
concurrent agents, combining reactive and deliberative capacities. This class provides 
an alternative to use mathematical models to control such robots. It offers results that 
approximate human behaviors, and improves tolerance to certain faults and mechanical 
failures. Throughout the article, we have discussed some recent research which 
proposed interesting models for controlling mobile manipulators. 

As remarked by Simmons [31], in many cases different approaches can be used for 
the same tasks. Fuzzy control can be adopted to coordinate the various system 
behaviors in response to the environment [32]. The combined use of fuzzy control with 
multi-agent approach, also, has another advantage of having a distributed fuzzy control 
system with smaller fuzzy sub-systems instead of one big centralized fuzzy system. 
Therefore, adopting an architecture/approach is a technological problem where the 
designer must consider the required degrees of reactivity, intelligent behavior and the 
related implementation cost. According to the type of robots and the necessary level of 
autonomy, different recommendations about the appropriate approach can be found in 
the literature. Typically, the differences are the ease with which approaches can be 
developed, and the efficiency with which tasks can be achieved [4]. 

The future works are dedicated to develop our own architecture for autonomous 
control of mobile manipulators. For this purpose, a multi-agent fuzzy-based approach 
is responsible for controlling the robot while sharing the control of the heterogeneous 
sub-systems. 
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Abstract. We present an algorithm to model the workspace obstacles
of a circular robot. Based on robot radius, we apply local geometry to
model the obstacles and the operation is called offsetting. Result of our
algorithm constructs an efficient configuration space and helps planning
high-quality motion paths. Our method works in two major steps: it finds
the raw offset curve for both lines and circular arcs in O(n) times and
then removes the global invalid loops in O((n + k) logm) times, where
n is the number of vertices in the original polygon, k is the number of
self-intersections, and m is the number of segments in the raw offset
curve and always m ≤ n. Local invalid loops are removed before gener-
ating the raw offset curve by invoking a pair-wise intersection detection
test (PIDT). Our method is very fast, mathematically well defined, and
overall complexity is approximately linear. By applying our simple and
efficient approach, offsetting any shape of obstacles is possible to con-
struct a configuration space that ensures optimized motion planning.

Keywords: Mobile robot, obstacle, polygon offsetting, motion plan-
ning, configuration space.

1 Introduction

The operation of Minkowski sum of polygons with a disc is called polygon
offsetting. Most offsetting methods concentrate only for the convex polygons
and they divide non-convex polygons into convex sub-polygons and offset them
separately. Computing the Minkowski sum of two convex polytopes can have
O(n2) time complexity [1], where n is the number of features of the polytopes.
Minkowski sum of two non-convex polyhedra costs even more and can be as
high as O(n6) combinatorial complexity. If a non-convex polygon is divided into
m sub-polygons, their union can have O(m3) time complexity [2]. Our method
applies local geometry and reduces the complexity to approximately linear.

Offsetting 2D point-sequence curve (PS-curve) is classified into four categories
[3]: pair-wise, level set, Voronoi diagram and bisector based. Choi and Park [4]
proposed a pair-wise offset algorithm for a polygon with no islands. Wein [5]
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presented a technique of Minkowski sum with a disc to compute exact and ap-
proximate offset of polygons. Another variant of Minkowski sum of two polygons
is proposed by Guibas [1] to compute the convolution of the two bodies.

Bisector method is introduced by [6] which can automatically bridge the is-
lands with main profile. It takes O(n2) time to compute the distance between
two PS-curves, where n is the total number of curves. After that, Kim [7] and
Kim et al. [8] used bisector method to calculate raw offset curve. They used the
direction every time to report the global invalid loops.

Voronoi diagram implementation of polygon offsetting is another popular ap-
proach to the researchers. Q. Bo [9] introduced a recursive method to compute a
trimmed offset of a polygon. Held [10] presented aO(n log n) algorithm to generate
Voronoi diagramof curvilinear polygons and then finds the offset from the Voronoi
diagram inO(n) time, where n is the number of boundaries of the polygon.A circu-
lar arc extension to [10] is done based on a randomized incremental insertion [11].

S. McMains [12] presented an algorithm to build thin-walled parts in a fused
deposition modeling machine. X. Chen and S. Mcmains [13] applied winding
numbers to offset polygons. Their approach calculates the offset of multiple, non-
overlapping polygons with islands and takes O((n+ k) logn) time and O(n+ k)
space, where n is the number of vertices in the input polygon and k is the number
of self-intersections in the raw offset curve.

Robot motion planning has been studied extensively in the robotics literature
for many years. There is a rich set of motion planning algorithms: grid-based
search, cell decomposition, Minkowski sum, potential field method, sampling-
based and some others. These algorithms deal with two approaches: sensor-based
and model-based techniques [14]. A methodology for robot path planning among
polygonal obstacles in a dynamic environment using mathematical modeling is
introduced in [14] and [15]. These offsetting contradict with the smooth path
properties of an optimized path in the workspace as described in [16] and cause
the robot many sharp turns in the obstacle corners. Moreover, these methods
can not handle a polygon that consists of both lines and arcs.

An approach to the coverage path planning problem called Boustrophedon
Cellular Decomposition (BCD) is proposed by Choset [17]. Another approach
to online complete coverage problem is proposed by [18]. Schwartz and Sharir
[19] was the first to apply exact cell decomposition technique to solve the mo-
tion planning problem by their famous piano movers problem. For robot motion
planning in the Euclidean space, different algorithms are proposed based on
computing the Minkowski sum and the representation of the configuration space
obstacles. Trapezoidal map of the free space with polygonal obstacles is pre-
sented by Berg et al. [20]. When the future locations are unknown, the planning
problem is solved locally [21] or in conjunction with a global planner that guides
the robot towards a goal [22], [23].

The remainder of the paper is organized as following manner. Section 2 de-
scribes our method in two subsections for offsetting lines and arcs respectively,
and illustrates the way to handle global invalid loops. In section 3 we showed
experimental results and performance analysis of our algorithm and finally, we
conclude in section 4.
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2 Computing Offsets

Input to our algorithm is a point-sequence curve with rational coordinates ori-
ented counterclockwise (CCW), a curve type for each segment, and the robot
radius d. Curve type is used to track the segments whether they are lines or arcs.
Robot radius d works as the offset distance and we treat the polygon vertices
differently depending on whether a vertex is convex or non-convex.

Throughout this paper, we indicate the points (or vertices) of the given poly-
gon as pi and the offset points as p′j , where i, j εN. Since, in most of the cases, a
vertex of the original polygon is associated with two points of the offset polygon,
i and j are not necessarily be equal.

2.1 Offset Lines

A polygon can have convex as well as non-convex vertices. Fig. 1 demonstrates
the possible offsetting cases for both convex and non-convex vertices of a polygon.
Let a polygon P in Cartesian plane has n points p0(x0, y0), p1(x1, y1), p2(x2, y2)
through pn−1(xn−1, yn−1). Point pi(xi, yi) is directed to pi+1(xi+1, yi+1). To
offset the lines of the polygon P we shift each line segment by offset distance d
along its normal direction or to the right side of the edge. As a result, we obtain
n disconnected offset edges with 2n new points p′j(x

′
j , y

′
j) parallel to the original

lines. For example, if we offset a line p1p2 we find the offset line p′1p
′
2, for line

p2p3 we find the offset line p′3p
′
4 and for the line pn−1p0 we end up with the offset

line p′2n−2p
′
2n−1. We tests the convexity of a vertex pi by computing the angle

pθ = ∠(pi−1, pi, pi+1) at that vertex. A vertex is considered differently if it is
start or end of a polygon arc.

Fig. 1. Possible scenarios for offsetting polygon lines: (a) acute angle, (b) obtuse angle
and (c) reflex angle

Theory of vector cross-product is used to the vectors −−−−→pi−1pi and
−−−−→pipi+1 to find

the angle pθ based on the direction of the polygon (usually CCW). Every vertex
has a z-component associated with it, which indicates the turning direction of
the polygon at this vertex. Initially z-values of any vertex is zero and computing
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Algorithm 1: Offset lines

input : pi(xi, yi), pi+1(xi+1, yi+1) and offset distance d, which is the robot
radius

output: p′j(x
′
j , y

′
j) and p′j+1(x

′
j+1, y

′
j+1) such that p′jp

′
j+1 is parallel to pipi+1

with given distance d

1 begin
2 k ← 1
3 for i = 0 to (n− 1) do
4 dx ← xi+1 − xi

5 dy ← yi+1 − yi
6 xperp ← dy
7 yperp ← − dx

8 ilen ← √
xperp

2 + yperp2

9 x′
perp ← (xperp ∗ d) / ilen

10 y′
perp ← (yperp ∗ d) / ilen

11 for j = k to k + 1 do
12 x′

j ← xi + x′
perp

13 y′
j ← yi + y′

perp

14 x′
j+1 ← xi+1 + x′

perp

15 y′
j+1 ← yi+1 + y′

perp

16 end
17 k ← j + 1

18 end

19 end

the cross-product (pi−pi−1)× (pi+1−pi) provides a non-zero value along the z-
direction. Direction of vector cross-product is perpendicular to both the vectors
being multiplied and normal to the plane containing them. If the z-value is
positive, then pθ < π, we are turning left and the vertex is convex. If it is
negative, then pθ > π, we are turning right and the vertex is non-convex.

If the vertex is convex as in Fig. 1(a) and (b) where outside lines are always
the offset lines, adjacent two new points of offset edges will be connected by
a circular arc centered in the corresponding vertex with radius d, which is the
radius of the robot. For a vertex pi, we draw an arc centered in pi, between the
points p′2i−2 and p′2i−1, which are the end points of adjacent offset edges, induced
by pi−1pi and pipi+1 respectively. The angle that defines such a circular arc is
π − ∠(pi−1, pi, pi+1).

Consider the line supporting p1p2 is ax + by + c = 0, where a, b, c ∈ R.
Representation of the offset edge is based on the locus of all points lying at
offset distance d from the line ax+ by + c = 0 is given by

d =
|ax + by + c|√

(a2 + b2)
. (1)

Algorithm 1 describes the process of finding two points which lie in the paral-
lel to the given line segment in d distance. Line segments pi(xi, yi) p

′
j(x

′
j , y

′
j) and
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pi+1(xi+1, yi+1) p
′
j+1(x

′
j+1, y

′
j+1) both are perpendicular to the given line seg-

ment pi(xi, yi) pi+1(xi+1, yi+1). dx and dy are the vector components of −−−−→pipi+1

and its perpendicular vector components are xperp and yperp. Normalized vector
components x′

perp and y′perp are calculated applying vector magnitude ilen of
the vector −−−−→pipi+1. Offset coordinates x′

j and y′j are found from the corresponding
point (xi, yi) of the original polygon according to

x′
j = xi + x′

perp

y′j = yi + y′perp.
(2)

For n lines of a polygon, we find n disconnected offset segments with 2n
end points, as one point in the original polygon is corresponding to the end
points of two offset lines. Starting point of a given line segment pi(xi, yi) is
resulted with p′j(x

′
j , y

′
j) in d distance along its normal direction and the end

point pi+1(xi+1, yi+1) with p′j+1(x
′
j+1, y

′
j+1) in the same d distance.

If the vertex is not convex, as in Fig. 1(c), PIDT test results positive as the
offset lines of the adjacent two lines of non-convex vertex intersect each other.
Since we are dealing with the outer offsetting only, it is most likely that, only
non-convex vertices will cause two consecutive offset lines to intersect. For a
non-convex vertex pi, we find an intersection of two offset lines which causes a
local invalid loop. We compute this intersection point to remove the local invalid
loop caused by offset lines.

Consider two offset lines are of the form a1x + b1y = c1 and a2x + b2y = c2
respectively, where ai, bi and ci are constants and ai, bi �= 0. Then the de-
terminant Δ is a1b2 − a2b1. If the intersection point is ps(xs, ys), we find
xs = (b2c1 − b1c2)/Δ and ys = (a1c2 − a2c1)/Δ.

2.2 Offset Circular Arcs

Arcs are handled way differently than the lines. Input point sequence curve has
arc end points, center and direction of the circle along with curve type. Start
angle θ1, end angle θ2 and arc radius r are calculated from the given inputs. Local
invalid loops are removed by invoking PIDT test. Compute intersections with
neighboring offset segments and remove portions of the intersecting segments to
find the final offsetting.

According to Fig. 2 (a) and (b), a circular arc can be clockwise (CW) or
counterclockwise (CCW). Points A(x1, y1), C(x2, y2) and O(cx, cy) are the start,
end and center points of the arc ABC. Points A′(x′

1, y
′
1) and C′(x′

2, y
′
2) are the

corresponding offset points for A and C respectively. Start angle θ1 is calculated
from OA as θ1 = tan−1(

y1 − cy
x1 − cx

) and end angle θ2 from OC based on θ2 =

tan−1(
y2 − cy
x2 − cx

). Arc angle θa = θ2 − θ1. For a CCW arc, θ2 > θ1 and for a CW
arc θ2 < θ1. If θ1 and θ2 become negative, then θ1 = θ1 + 2π and θ2 = θ2 + 2π.

Finding the arc radius r is straight forward from the arc center (cx, cy) and the

start (or end) point of the arc as r =
√
(cx − x1)

2 + (cy − y1)
2. If we consider

the circle equation as

x2 + y2 + 2gx + 2fy + c = 0, (3)
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Fig. 2. Offsetting circular arcs: (a) CCW arc, θ2 > θ1, (b) CW arc, θ2 < θ1 and (c)
draw the arc for offsets

where g, f and c are the constants, (−g,−f) is the circle center and we can find

the arc radius OA = r from
√
g2 + f2 − c. However, radius of the offset arc

OA′ depends on arc direction. A CCW arc has its center inside the polygon area
and the radius is (r + d), where d is the offset distance. While a CW arc center
resides outside the polygon area and the radius is (r−d). Following derivation is
performed considering the arc direction towards CCW. So, OA′ = (r + d) and
a similar derivation can be done for CW arc considering OA′ = (r − d).

Start and end points of the offset arc is calculated according to θ1, θ2 and r.
Start point A′(x′

1, y
′
1) of the offset arc A′B′C′ is calculated as

x′
1 = cx + (r + d) cos θ1

y′1 = cy + (r + d) sin θ1.
(4)

To find the next point to the (x′
1, y

′
1), we apply the theory of circular motion.

During each calculation, we move the point tangentially to the circle for a fixed
distance AD and BE and then back towards the center of the circle for another
fixed distance DB and EC, as shown in Fig. 2(c). At this point we store the new
location and repeat the process.

Let θ be the angular length of a segment ahead of the previous point and xt
is the tangent of θ. If Ns is the number of segments (500 in our case) in the
arc between start angle and end angle, θ = θa /Ns. We can easily turn the

vector
−→
OA by π

2 radians to CW direction that becomes tangent to the circle.

Components of vector
−−→
OD is calculated as

x′
new = x′

1 + xt tan θ
y′new = y′1 + yt tan θ,

(5)
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Algorithm 2: Offset circular arcs

input : arcDirection, (x1, y1), (x2, y2) and (cx, cy) ; arc direction, start point,
end point and center of the arc respectively.

output: An inflated arc between start and end point.

1 begin

2 r ←
√

(cx − x1)
2 + (cy − y1)

2

3 if (arcDirection == CW ) then
4 r ← r − d
5 end
6 r ← r + d

7 θ1 ← tan−1(
y1 − cy
x1 − cx

)

8 if (θ1 < 0) then
9 θ1 ← θ1 + 2π

10 end

11 θ2 ← tan−1(
y2 − cy
x2 − cx

)

12 if (θ2 < 0) then
13 θ2 ← θ2 + 2π
14 end
15 θa ← θ2 − θ1

16 θ ← θa
Ns

17 for i = 1 to Ns do
18 x′

1 ← cx + r cos θ1
19 y′

1 ← cy + r sin θ1
20 xt ← −y′

1

21 yt ← x′
1

22 x′
new ← xstart + xt tan θ

23 y′
new ← ystart + yt tan θ

24 xnew ← x′
new cos θ

25 ynew ← y′
new cos θ

26 end

27 end

where (x′
new , y

′
new) is the point D, θ is the angular length of a small segment of

the arc, xt and yt are the tangent vector components of the radial vector (x1, y1).

Vector
−−→
OB is calculated as

xnew = x′
new cos θ

ynew = y′new cos θ,
(6)

where (xnew , ynew) is the point B. At this point we are back where we started
and repeating this process will fill the entire angular length θa. Algorithm 2
describes the process of offsetting the circular arc.

Now PIDT test will check whether this offset arc intersects with its neighbor-
ing offset segments. According to Fig. 3, one of the three scenarios can happen:
(i) both the offset segments attached to the offset arc came from a single line as
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Fig. 3. Removing local invalid loops for arc offsets: (a) arc within a same line, (b) arc
with different lines at its two ends and (c) two consecutive arcs in the main polygon.

in Fig. 3(a), (ii) offset arc intersects two different lines in its two sides as in Fig.
3(b), and (iii) an offset arc is a neighbor of another arc as in Fig. 3(c).

Finding the intersections between two offset lines or between an offset line
and an offset arc can prevent local invalid loops before generating the raw offset
curve, but still global invalid loops may exist. Instead of using the brute-force
algorithm of O(m2), where m is the total number of segments in the raw offset
curve, we use the well-known ”Bentley-Ottmann Algorithm” [24] to find the
global self-intersecting points which requires O((n + k) logm) time complexity,
where n is the total number of vertices in the original polygon, k is the number
of self-intersections and m is the number of valid segments in the raw offset
curve and always m ≤ n. We need to check for only the global self-intersection
points instead of checking for all local and global self-intersection points, because
local self-intersection points are already removed before generating the raw offset
curve by PIDT test.

3 Experimental Results and Analysis

3.1 Experimental Results

We implemented our algorithm in GLUT for Win32 version 3.7.6 on a personal
computer with Pentium(R) D CPU 3.00GHz and 2.00 GB RAM. We have tested
our algorithm for various types of polygons and it can successfully handle any
shapes of geometric objects. In the literature section, we have mentioned several
times that, most of the algorithms can not handle non-convex shapes and circular
arcs. However, our method deals such problems very efficiently with minimum
computational cost we have seen so far.

Fig. 4 demonstrates the whole process of our proposed method. Input polygon
has total eleven vertices (n = 11). Among them six are convex, three non-convex
and remaining two are start and end point of the only arc. Fig. 4(a) is the
original polygon. Fig. 4(b) shows disconnected offset segments for lines and arcs
based on offset distance d = 50 . Based on the type of the point sequence curve,
angle between two neighboring segments are checked. For convex vertex, adjacent
two new points of offset edges are connected by a circular arc centered in the
corresponding vertex pi as shown in Fig. 4(c). Pair-wise self-intersections are also
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Fig. 4. Output of a polygon consists of convex vertex, non-convex vertex and arc: (a)
input polygon (grayed), (b) disconnected offset segments for each lines and arcs, (c) for
convex vertex, adjacent two offset points are connected by circular arcs of radius d. Self-
intersection points caused by non-convex vertices and circular arc are indicated by black
circles, (d) raw offset curve with local invalid loops (dark grayed) (e) final output.

shown for the non-convex vertices and circular arcs. A circular arc causes self-
intersections with its two adjacent offset segments in its both ends. Fig. 4(d) is
the raw offset curve for the original polygon with local invalid loops. Usually we
remove the local invalid loops before generating the raw offset curves and in the
raw offset curve, only global invalid loops remain. But in Fig. 4(d) local invalid
loops are kept for better understanding of the whole process of getting the final
output. After removing the local invalid loops, 4(e) shows the final output.

Fig. 5. Polygon consists of convex and non-convex vertices: (a) comb output, using offset
distance d = 50, (b) comb output, using bigger offset distance (d = 100) and (c) pillar.

Fig. 5 shows the output of a comb for different d values and the case of a
pillar. Fig. 6(a) is a shape of a duck with 19 lines and 66 arc segments and Fig
6(b) is a pocket profile with 9 non-convex vertices and 29 arc segments. Polygon
statistics and algorithm execution times are shown in Table 1. Since the number
of non-convex vertices and arc segments present in the polygon greatly influence
the computation time, we mentioned them in Table 1. Running times are listed
as the average of the maximum times taken by a single input from multiple
executions. Fig. 7(a) is the plotted result of Table 1 that shows the running
time is linear to the input size n. One may observe from the graph that the
running time of pocket profile is comparatively higher. This is because of the
large number of arc segments present in the pocket profile.
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Fig. 6. (a) Shape of a duck, created with line and arc segments and (b) a pocket profile
consists of arbitrary line and arc segments

Table 1. Running times (measured in milliseconds) for various types of input polygons

Input polygon Size, n Non-convex Arc segment Offset distance, d Running time, ms
vertex, nnc

Output 1 11 3 1 75 2.21
Comb 53 24 0 100 7.18
Pillar 32 0 13 65 4.57
Duck 85 5 14 50 23.79
Pocket 66 9 25 50 21.25

     (a)       (b)
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Fig. 7. (a) Running times for the outputs and (b) plotted result of Table 2. Effect of
offset distance on the comb output.

Relation between algorithm running time and value of offset distance is a
performance issue for polygon offsetting task. It is expected that, running time
should not increase drastically for a bigger d value. We experimented our algo-
rithm for different d values for all the shapes shown in this section and found our
algorithm achieves this criteria. Fig. 5(a) and (b) is the comb output found using
offset distance 50 and 100 respectively. Table 2 shows the running times based
on different offset distances for the comb output. Fig. 7(b) shows the plotted
result of Table 2.
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Table 2. Running times for comb output based on different d values

Offset distance, d Running time, ms

10 0.0
25 3.0
40 4.75
50 5.54
65 5.89
80 6.25
90 6.95
100 7.18

Table 3. Running times comparison with other methods

Input polygon Size, n Non-convex Offset distance, d
Running times, ms

vertex, nnc Other method Our method

Comb 53 24 25 45 3.0
Wheel 40 14 50 35 2.55
Spiked 64 40 50 60 4.27

Table 3 shows the comparison of our method with [5] in case of computation
time with the same experiment settings. Our method does not perform any
redundant computation in the offsetting process, so it is way faster.

3.2 Complexity Analysis

Input of the algorithm is a polygon as point sequence curve and output is the
offset polygon. The whole process performed in three steps: (1) raw offset curve
generation, (2) checking for local invalid loops by invoking PIDT test and (3)
removal of global invalid loops.

To generate the raw offset curve, each vertex is inserted only once. Time
complexity to construct raw offset curve is O(n), where n is the number of
vertices in the input point sequence curve. This step also takes O(n) space.

For second part, adjacent two offset segments are continuously checked for
intersections if they come from non-convex vertices. Since we are dealing with
outer offsetting, three situations will cause to create local invalid loops: (i) non-
convex vertex (Fig. 1(c) ), (ii) type variation of two adjacent offset curves, for
example a line is adjacent to arc or vice versa (Fig. 3(a),(b)), and (iii) two
adjacent offset arcs (Fig. 3(c)). A polygon has n total vertices and among them
nnc are non-convex and na vertices contain arcs, checking for local invalid loops
with PIDT test will cost O(nnc + na) time and always (nnc + na) < n.

In the third step, most of the time has been spent to report self-intersections.
Time complexity to remove global invalid loops isO((n+k) logm) and usesO(n+
k) space, in which n is the total number of vertices in the original polygon, k is
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the number of self-intersections, andm is the number of segments in the raw offset
curve and always m ≤ n. In practice, number of global invalid loop is very small
and makes the complexity O(n logm). Moreover, point sequence curves contain
a large number of interfering segments and the value of m become much smaller
than n (m << n), so the time for this step becomes approximately linear.

4 Conclusions

A new algorithm to offset arbitrary shapes for efficient motion planning of a cir-
cular robot is presented in this paper. The algorithm is able to deal with convex,
non-convex as well as arcs in an object. Line and arc segments are treated differ-
ently and local invalid loops are removed before generating the raw offset curve.
Our method is simple, mathematically well defined, and produces consistent
results. It handles the non-convex shapes very efficiently where prior methods
impose redundant computations. Overall time complexity of the algorithm is
approximately linear.
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Abstract. The problem of collision-free path planning for redundant 
manipulator with the given desired pose is considered. For orientation, 
quaternion representation is applied to give singularity-free orientation control. 
A hybrid algorithm of combining the Jacobian pseudoinverse algorithm with 
Rapidly-Exploring Random Tree (RRT) method is proposed. The nearest 
configuration point to the task space with the goal pose is taken as the expanded 
node of the tree. The best expanding direction is calculated with the Jacobian 
pseudoinverse control algorithm. The velocity of the manipulator’s end-effector 
is restricted by using the bisection gradient-decent extend algorithm to avoid the 
occurrence of joint velocity mutation. The simulation results from a 7 degrees 
of freedom robotic arm show the rapidity and validity of the proposed hybrid 
algorithm.  

Keywords: Redundant manipulator, Path planning, Rapidly-Exploring Random 
Tree, Jacobian pseudoinverse, Quaternion. 

1 Introduction 

The project underway pursues the prototype development of a personal assistant robot 
for assistance tasks in household environments. This robot has two redundant 
manipulators. Redundant manipulator path planning in dynamic environment is a very 
important issue in the field of intelligent robot control. Researchers proposed a variety 
of planning algorithms, such as probabilistic roadmap method (PRM) [1, 2], Rapidly-
Exploring Random Tree (RRT) [3, 4], artificial potential field method [5, 6], cell 
decomposition [7] and so on. Artificial potential field algorithm is often applied to 
local path planning. Cell decomposition method is mainly used for low-dimensional 
path planning. The search algorithm based on sampling techniques (PRM, RRT) can 
solve high-dimensional search problem. PRM algorithm is mainly used for the search 
problem in static environment. In configuration space RRT randomly samples some 
points to expand the tree until this search tree is connected to the goal point. Because 
of its ability to solve very complex, high dimensional planning problems and their 
relative ease of implementation, RRTs have been used for high-dimensional 
manipulation planning which is our current focus. 
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In practical applications, the goals are usually given in task space. For dealing 
with the uncertainty in configuration space an algorithm combining Jacobian 
pseudoinverse algorithm and RRT for redundant robot path planning is presented. The 
best expanding direction is calculated with the Jacobian pseudoinverse. And the 
velocity of the end-effector of the manipulator is restricted by using the bisection 
gradient-decent extend algorithm to avoid the occurrence of large change of joint 
velocity. In task space position control is rather straightforward, but orientation 
control is more complex. There are several representations for orientation such as the 
Euler angle convention [8]. But it inevitably contains singular points. In this paper, 
quaternion is applied for orientation control. Based on the above closed-loop feedback 
scheme, the simultaneous position/orientation control is achieved.  

The paper is organized as follows. In section 2, we discuss the problems such as 
kinematics of redundant manipulator, quaternion-based orientation representation, and 
obstacle avoidance technique. Section 3 and section 4 present the hybrid algorithm of 
combining the Jacobian pseudoinverse control algorithm with RRT. Section 5 
presents some simulation results. Finally, section 6 gives some concluding remarks.  

2 Problem Formulation 

2.1 Kinematics of a Manipulator  

A manipulator is also considered as a linkage, which is defined to be a set of attached 
rigid bodies. Consider an n degrees of freedom (DOFs) manipulator. Each rigid body 
is referred to as a link, denoted by A . Let 1A , 2A , . . ., nA  denote a set of n links. 

The kinematic analysis mainly includes two sides, the forward kinematic analysis and 
the inverse kinematic analysis. The forward kinematic analysis means that the 
location and pose of the end of manipulator in a given reference coordinate system 
can be worked out with the given geometry parameters of the links and the variables 
of the joints for a robot. Let 1 2{ , ,  ..., }nθ θ θ θ= denote the set of angles of rotational 

joints, then θ  yields an acceptable position and orientation of the links in the chain 

by using the homogeneous transformation matrix. Given the matrix 1i
iT− expressing 

the difference between the coordinate frame of 1iA −  and the coordinate frame of iA , 

the application of 1i
iT−  transforms any point in 1iA −  to the body frame of iA . 

Repeating the above procedure, the location of any point [ ]T

nx y z A∈  in the 

world frame is determined by multiplying the transformation matrices: 

 
[ ] [ ]

[ ]

0 1 1
1 2' ' ' 1 ... 1

                         1

T Tn
n

T

x y z T T T x y z

T x y z

−=

=
 . (1) 
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where
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0 0 0 1

x x x x

y y y yn n
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n o a p
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n o a p

 
    = =      
 

, 0 3 3
x x x

n y y y

z z z

n o a

R n o a

n o a

×

 
 = ∈ ℜ 
  

 and 

0 3T

n x y zP p p p = ∈ ℜ  give the rotation axis and the position in the base frame, 

respectively. 
Eq. (1) represents the forward kinematics. The inverse of Eq. (1) forms the inverse 

kinematics problem in which a set of joint angles needs to be calculated 
corresponding to a given spatial constraint of the end-effector. In this paper the 
number of joint DOFs is seven and is more than the number of spatial constraints, the 
manipulator is redundant and there are multiple solutions. 

2.2 Orientation Tracking 

The position is well described by a position vector p , but there is no general method 

to describe the orientation. The application of unit quaternion [9] in robotics has 
increased in the latter years. Quaternion instead of Euler angles is used to estimate 
orientation (pitch, roll and yaw angles) because of its singularity-free orientation 
representation. It seems to be the preferred method to formulate the end-effector 
orientation tracking control problem. A quaternion has 4 components: 
 0 1 2 3( ) w vq iq jq kq q= + + + = +q q  .  (2) 

where 0 1 2 3, ( )w vq q iq jq kq= = + +q , ^ 2 ^ 2 ^ 2 1,i j k= = = − ,  jk kj i= − =
,ki ik j= − = ij ji k= − = and q is subject to the constraint: 

 T 1=q q . (3) 

As mentioned in the kinematic analysis section, the rotation axis can be 
represented with 0

nR . It also can be represented with composite product by a unit 

quaternion [10]: 
 0 2

3( ) ( ) 2 2T T
n w v v v v v wR q I qθ = − + − ×q q q q q  . (4) 

where 3I  is a 3×3 identity matrix.  

Similarly to Eq. (4), 0
ndR which represents the desired orientation can be related to 

a desired unit quaternion, denoted by [ ] 4 Twd vdq ∈ℜq , as follows: 

 0 2
3( ) ( ) 2 2T T

nd wd vd vd vd vd vd wdR q I qθ = − + − ×q q q q q  . (5) 

To quantify the difference between the current and the desired end-effector 

orientations, we define the rotation matrix 3 3R ×∈ℜ  as follows: 

 R RRT
d=  . (6) 

The unit quaternion tracking error qe 4∈ℜ  can be derived as follows [10]: 

 
T

w w wd v vd
q

v w vd wd v v vd

e q q

q q

 + 
= =    − − ×   

q q
e

e q q q q
 . (7) 

which satisfies the constraint: 
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 2 1T T
q q w v ve= + =e e e e  . (8) 

The control objective is formulated as follows: 

 [ ]1 0 0 0
T

q = ±e  . (9) 

The orientation error is defined using the quaternion and the coordinate 
transformation matrix. For orientation control, the orientation error is formulated 
using the unit quaternion as in [11]: 
 0 v=e e  . (10) 

2.3  Path Planning of a Manipulator 

For grasping an object, several tasks have to be solved like reaching the desired 
grasping pose, solving the inverse kinematics and finding a collision-free grasping 
trajectory. The path planning problem can be described as follows: given an initial 
configuration initθ in joint space and the desired pose ( , )d dp q of the end-effector in 

task space, find a collision-free path which satisfies the constraint equation: 
 ( , )  Forwardkinematics ( )d d goalp θ=q  . (11) 

where dp and dq  denote the desired position and orientation of the end-effector. 

2.4 Obstacle Detection and Avoidance 

To avoid obstacles, we have to determine that the minimum distance from the points 
on the manipulator to the obstacles is greater than a pre-set minimum value.  

To generate a feasible path in an obstacle-ridden environment, the algorithm 
proposed by Sean Quinlan [12] is used for the present problem. The algorithm gives 
an upper bound for the distance and any point on the geometry of the manipulator can 
move for a given change in the configuration. This method is proposed for computing 
collision-free bubbles around the configurations of the manipulator with revolute 
joints. These bubbles represent the associated free space (Fig. 1). 

 

Fig. 1. Collision-free bubbles 

Let d be the minimum distance between the manipulator and the obstacles in the 
environment. Suppose that for each joint of the manipulator, a radius r is determined 
such that the cylinder centered along the axis of the joint contains all the subsequent 
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links of the manipulator. The principle is shown in Fig. 1, consider a 3 DOFs 
manipulator, since the manipulator is planar, the bounding cylinder becomes a circle. 
Circle one contains the entire manipulator; circle two contains link 2 and link 3, and 
circle three only contains link 3. Consider moving the manipulator to a 
configurationθ by first rotating joint 1 to position '

1θ . From the bounding cylinder at 

joint 1, we know that no part of the manipulator will move a distance greater 
than '

1 1 1| |r θ θ− . Next, joint 2 moves to '
2θ  (link 1 does not move), and the other links 

move a distance no greater than '
2 2 2| |r θ θ− . Each joint of the manipulator is moved in 

turn, and the total distance traveled by these motions is bounded by: 

 '

1

| |
n

i i i
i

r θ θ
=

−  . (12) 

We can specify a joint space bubble by: 

 '

1

' : | |
n

i i i
i

r dθβ θ θ θ
=

 = − < 
 

  . (13) 

A set of bubbles are used to describe the local free space around the configuration 
of the manipulator.  

3 Jacobian Pseudoinverse Algorithm 

3.1 Inverse Kinematics Solution 

The differential kinematic equation, in terms of either the geometric or the analytical 
Jacobian, establishes a linear mapping between the joint space velocities and the task 
space velocity, and it can be used to find the joint velocities. The differential 
kinematic equation that expresses the relation between the end-effector velocity and 
the joint velocities has the following form: 

 vJv
x

Jω

θ
ω

  
= =   
   

  . (14) 

where 1 2 ...  
T

nθ θ θ θ =  
    is the joint velocity vector, 

T

x y zv p p p =      and 
T

x y zω ω ω ω =    are the linear and angular velocity vectors of the end-effector.  

vJ can then be written as: 

 

1 2

1 2

1 2

...

...

...

x x x

n

y y y
v T

n

z z z

n

p p p

p p pp
J

p p p

∂ ∂ ∂
∂θ ∂θ ∂θ
∂ ∂ ∂
∂θ ∂θ ∂θθ
∂ ∂ ∂
∂θ ∂θ ∂θ

 
 
 
 ∂= =  

∂  
 
 
  

 .  (15) 

where 
T

x y zp p p p =   denotes the position of the end-effector. 
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And Jω can then be written as: 

 
1 2

1 2

1 2

...

...

...

x x nx

y y ny

z z nz

a a a

J a a a

a a a
ω

 
 =  
  

 . (16) 

where
T

ix iy iza a a    which was mentioned in Eq.(1) denotes the rotation axis z of 

joint i in the base frame.  
Based on the kinematic analysis, the end-effector orientation is expressed by the 

unit quaternion q which is related to the angular velocity of the end-effector via the 

following differential equation [11]: 
 ( )B ω=q q  . (17) 

The relation between the joint velocities and the end-effector velocity can also be 
expressed as follows: 

 [ ]( )
, ( )

( ) ( )
Tv

v

Jp
J J B J

B J ω
ω

θ
θ

θ
  

= =  
   

q
qq

 


 . (18) 

Due to the non-square Jacobian matrix for the redundant manipulator, the basic 
inverse solution of Eq. (14) is obtained by using the pseudoinverse †J  of the matrix 
J and the inverse solution can then be written as: 

 †J xθ =   .  (19) 
where the pseudoinverse †J can be computed as † 1( )T TJ J JJ −= . 

Without any obstacles, internal collisions, or joint limits, this simple controller is 
guaranteed to reach the goal. However, the pseudoinverse tends to have stability 
problems in the neighborhoods of singularities. If the configuration is close to a 
singularity, then the pseudoinverse method will lead to very large changes in joint 
angles, even for small movement in the target position. The pseudoinverse has the 
further property that the matrix †( )I J J−  performs a projection onto the null space 

of J . 
A method including the null space in the solution is given by [13] as follows: 

  † †( )x J y I J J z= + −   .  (20) 

The first term is the particular solution to the inverse problem Jx y=  , and the 

second term represents the homogeneous solution to the problem †( ) 0J I J J z− = . 

Thus using Eq. (20) the general inverse solution for the redundant manipulator can 
be written as: 

 † †( )J x I J Jθ ϕ= + −   .  (21) 

where ϕ is an arbitrary vector that can be used for optimization purposes and the 

matrix †( )I J J− projects the joint vectorϕ onto the null space ( )N J . 
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3.2 Redundancy Resolution 

In velocity based control, given the desired task space position dp , orientation dq  (as 

a quaternion), the linear velocity v and the angular velocityω in task space are derived 
with position control and are defined as: 
 ( )p dv k p p= −  . (22) 

 0 0kω = e  . (23)  

where pk and 0k are positive. 

k
θ


θ [ ]Tp qT

d dp  q

 

Fig. 2. Jacobian pseudoinverse algorithm 

According to Fig. 2, we obtain the following control algorithm: 

 † †( )kJ e I J Jθ ϕ= + −   .  (24) 

where the position and orientation errors in task space are defined as  

6

0

p d

v

e p p
e

−   
= = ∈ℜ   
   e e

and 3 3

3 3 0

0

0
pk

k
k

×

×

 
=  
 

. 

A typical choice of the null space joint velocity vector is given by [13]: 

 
( )

( )T
w

w
k

θϕ
θ

∂=
∂

  . (25) 

with 0wk > . ( )w θ  is a scalar objective function of the joint variables and 

( )
( )Tw θ

θ
∂

∂
is the vector function representing the gradient of w . 

By suitably choosing w , one can try to achieve secondary goals in addition to 
making the end-effector track the goal pose. In this research, just the joint limit 
avoidance is considered as the local optimization objective, and the objective function 
is the distance from the mechanical joint limits, which can be defined as: 

 2

1

1
( ) ( )

n
i i

i iM im

w
n

θ θθ
θ θ=

−
=

−  . (26) 

where ( )iM imθ θ denotes the maximum (minimum) limit for iθ , and iθ is the middle 

value of the joint range. Thus the redundancy may be exploited to keep the 
manipulator off the joint limits. 

Note that the algorithm requires that all the expected joint angular velocities can be 
reached, but because of the joint angle constraints and the obstacles, the joint cannot 
change the configuration in any direction. To solve this problem, bisection method is 
used to choose the displacement of the end-effector and determine the feasibility of 
the joint angular velocities to limit the velocities of the joints and the end-effector. 
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4 RRT Method Based on Jacobian Pseudoinverse Algorithm 

This section improves the basic RRT algorithm and uses this proposed method for the 
motion planning of the redundant manipulator. An RRT is a tree composed of nodes 
which represent configurations in the search space. The RRT growth process causes it 
to rapidly expand throughout the space. Considering the characteristic of multi-joint, 
we use this method in joint space. The basic principle of RRT algorithm can be 
described as follows. 

Fig. 3 describes an example of how basic RRT works. The blue circles represent the 
configurations that are already in the tree. Initially the tree has only one node located 
at the starting state. Firstly a search tree is generated from this initial 
configuration initq , and we take this configuration point as a parent node. Then we 

choose a point randq  at random in configuration space. We find 'randq s nearest 

neighbor in the tree and that configuration is denoted as nearq . Next we try to connect 

randq  and nearq  using a simple local planner, which essentially just moves from one 

configuration to the other until it encounters an obstacle. If the local planner succeeds 
in reaching randq , it is added as a new node in the tree. This step is repeated until the 

manipulator reaches the goal. Typically the search is only allowed to proceed in a 
small step qδ , in which case the location reached (called newq ) is added instead. The 

new node newq regards nearq  as its parent node. 

Basic RRT algorithm 
GENERATE_RRT(qinit, M, Δt) 
T.init(qinit); 
For m = 1 to M do 
qrand ← RANDOM_STATE(); 
qnear←NEAREST_NEIGHBOR(qrand, 
T); 
EXTEND(qnear, qrand) 

qδ  ← SELECT_INTPUT(qrand, qnear); 

qnew ← NEW_STATE(qnear, qδ , Δt); 

T.add (qnew); 
Return T; 

qinit

An obstacle

qnear q

Configurations in the tree

Goal configuration

EXTEND advances to the distance at most qδ

qδ

qnew qrand

qinit

An obstacle

qnear qq

Configurations in the tree

Goal configuration

Configurations in the tree

Goal configuration

EXTEND advances to the distance at most qδ

qδ

qnew qrand

  

Fig. 3. Basic RRT principle 

As seen from the above algorithm, a goal configuration should be given in joint 
space in advance before planning. In practice, the goal point is usually given in task 
space, and then the configuration is obtained by inverse kinematics. The Jacobian 
pseudoinverse is used to improve the RRT algorithm. During the expansion of the 
search tree, with probability rp the tree is grown towards the goal and with probability 

1 rp− it is grown randomly in joint space. When growing randomly, it is exactly as in 

the basic RRT algorithm. When growing towards the goal, we select the node closest 
in task space to the goal pose goalx and then use the pseudoinverse of Jacobian matrix 

on this node to determine the expansion direction. To avoid the occurrence of  
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mutations of joint and end-effector velocities in the expansion direction, RRT selects 
a new node along the expansion direction which is determined by the bisection 
gradient-decent extend algorithm. During the expansion, a failure count of a node is 
incremented when an attempt to add a new branch fails because the new node is not 
collision-free (computing collision-free bubbles) or does not yield a lower goal 
distance than the old node. When the number of failures exceeds the predetermined 
value, the node is removed from the search tree. This phenomenon indicates that there 
is not a feasible path from this node to the goal node. The parent node of this removed 
node is returned. Then RRT repeats the above process and randomly selects a node to 
expand the search tree until the distance between the end-effector and the goal is less 
than the preset value. The concrete realization of the algorithm is as follows: 

① RRT method based on Jacobian pseudoinverse algorithm: 
Qnew = {qstart} 
while (DistanceToGoal(Qnew) > DistanceThreshold) 

p= Rand (0, 1) 
If  p< pr 

Qnew =GradientDecentExtend ( ) 
Else  

Qnew =BasicExtend ( )  

② Gradient DecentExtend ( ) 
qold =ClosestNodeToGoal(); 
Xold = KinematicsSolve ( qold ) //End-effector position and orientation 
ΔX = Xgoal – Xold //Distance to goal 
For j = 0: 1:N //Bisection gradient-decent extend 

ΔXstep =ΔP / 2 j  
If |ΔXstep | <ΔXmax //Limiting the velocity of end-effector 

qnew =ComputeNewNode ( qold ,ΔXstep ) 
Qnew =Qnew + { qnew }  
Break 

Else  
Continue 

③ Expansion procedure: 
ComputeNewNode ( qold ,ΔXstep ) 
If |ΔXstep | <ε 

return qold 
Else  

J =ComputeJacobian ( qold ) 
Δq = † †Xstep ( )kJ I J J ϕΔ + −   

If |Δq| <Δqmax //Avoiding a sudden change of joints 
qnew = qold +Δq 

If 

( ) ( ) ( )( )
( ) ( )( )

DistanceToGoal DistanceToObstacle

DistanceToGoal DistanceToObstacle

new new new

near near

q q q

q q

−

< −

CollisionFree 

  return qnew 
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            Else  
IncreaseFailureCount(qold, 1)  

If failureCount > f 
remove (qold) 
qold      Parent(qold) 
return qold 

Else 
Continue 

Else 
Continue 

5 Simulation Results 

The structure of 7 DOFs manipulator used in this paper is shown in Fig. 4. It is an 
important part of our service robot. This redundant manipulator is composed of a 
shoulder, an elbow and a wrist as the human arm.  

 

Fig. 4. Structure and dimensions of a 7 DOFs manipulator 

The task is designed as follows: Given an initial configuration 
[0 0 0 0 0 0 0]T

initθ = in configuration space and a desired posture ( , )d dp q of 

the end-effector in task space, then find a continuous collision-free path in the 
environment, where [0.25 0.3367 0.349]T

dp = and the unit quaternion dq can be 

obtained by the transformation of the desired Euler angles [ 0 ]
2 2

Tπ π
. For the 

validation of the proposed RRT path planning algorithm, a complete model of the mobile 
manipulator has been built in MATLAB. The structure of this robot is correspondent 
with the real one. All the links are simplified and are represented with lines.  

Fig. 5 shows the simulation results based on the path planning approach. In these 
figures, the ball is taken as an obstacle. Fig. 5 (a) shows the initial state of the robot. 
From Fig. 5 (b), it can be seen that the pseudoinverse of the Jacobian matrix control 
algorithm to guide the expansion of search tree makes the robot continually move 
towards the goal and avoid the redundant movements of the joints. The quaternion 
based orientation control is successfully implemented. We achieve a good overall 
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performance in the regulation of the desired pose of the end-effector. The bisection 
gradient-decent extend algorithm limits each joint’s angular velocity so that the 
movements of the joints are much smoother. The simulation results show the rapidity 
and validity of the proposed hybrid algorithm. From Fig. 5 (c), it is obvious that our 
improved RRT algorithm generates a collision-free path. The error is shown in Fig. 5 
(d) which indicates that the desired position and orientation of the redundant 
manipulator are successfully achieved. The error curve in Fig. 5 (d) is obtained 

by Te e , where 6

0

p d

v

e p p
e

−   
= = ∈ℜ   
   e e

. 

(a) (b)  

(c) (d)  

Fig. 5. Simulation results (a) Initial state of robot (b) Computed trajectory towards goal posture 
(c) Collision-free path (d) Error to the goal 

6 Conclusions 

We have presented an improved RRT algorithm based on inverse kinematics for 
motion planning. We have found it to be very effective for redundant manipulator 
path planning. RRT method can efficiently solve the collision-free path planning 
problem of high-dimensional robot. Quaternion is applied in the computation of 
orientation error, and its feedback is augmented into the control scheme for 
concurrent control. Jacobian pseudoinverse algorithm determines the optimal 
expansion direction of search tree, and this method speeds up the movement to the 
goal node. This method applies not only to the static environment, but also can solve 
the robot path planning in dynamic environment, especially for dynamic path 
planning of mobile manipulator.  
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Abstract. This article proposes a novel type of series-parallel lower extremity 
exoskeleton driven by hydraulic actuator. Each leg of the exoskeleton has 6 
DOFs, which can walk like human and carry heavy loads. Inverse dynamic 
walking model is conducted to analyze the driving torques and driving power 
during the gait. The effects of different loads and speed are simulated and 
discussed. These performance analyses provide a basis to the design of the 
control law and the estimation of the hydraulic actuator parameters for the 
exoskeleton. 

Keywords: Lower extremity exoskeleton, series-parallel mechanism, inverse 
dynamic, level walking, numerical simulation. 

1 Introduction 

Wheeled vehicles are the typical tools to carry heavy loads, but are often incapable of 
transporting over rough terrain, such as rocky slopes and staircases[1]. And people 
need enhance their strength, endurance and speed in many situations, such as rescue 
workers running on rough terrain, soldiers with heavy loads and persons with walking 
disabilities[2]. Within these settings, legged locomotion becomes attractive. Legged 
exoskeletons, worn by human, have been developed[3] to enhance the physical ability 
to carry heavy objects or fulfill daily life. 

Lower extremity exoskeletons are generally for carrying heavy objects long 
distances and the paths are not passable by wheeled vehicles[4]. So the workspace of 
the mechanisms, the power and torques of the actuator, and the battery capacity are 
the three key technologies of lower extremity exoskeletons. Some exoskeletons[5] 
have already been developed and achieved good results, such as BLEEX[6], but are 
far from enough. In order to help wearer carry more heavy loads, it is a new topic to 
adopt series-parallel mechanisms to design a novel exoskeleton driven by hydraulic 
actuators, which can provide much more force and power with smaller volume 
compared to servo motor. 

Walking is one of the basic capacities of human[7]. Many researchers focused on 
the effects of loads and speed on the joint torques and joint power of human 
walking[8]. Some biomechanical simulation softwares, such as Opensim[9] or 
Anybody[10], can also analyze human walking to get the joint torques and joint 
power. Walking is also the most important thing to do for the exoskeleton. However, 
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little research is done about the driving joint torques and driving joint power of 
exoskeleton during humanoid walking, which are required to know to design 
actuators. 

In view of the development of legged exoskeleton, which can carry heavy loads 
and walk like human, this article proposes a novel type of lower extremity 
exoskeleton with series-parallel topology. The rest of this paper is organized as 
follows. Firstly, the exoskeleton mechanism is described. Then, a mapping from the 
positions of human lower extremity joints to exoskeleton joints is established, which 
provides data for dynamic simulation. Besides, Kane's method is used to conduct the 
exoskeleton inverse dynamics. In the last section, the typical humanoid gait, which is 
level walking, is simulated on the exoskeleton, and effects of loads and speed of level 
walking on driving torques and power are calculated. These performance analyses 
provide a basis to the design of the control law and the estimation of the hydraulic 
actuator parameters for the exoskeleton. 

2 Description of the Novel Exoskeleton Mechanism 

A three-dimensional draft model of the exoskeleton and DOF schematic of single leg 
is shown in Figure 1. Each leg has 6 DOFs and can be divided into T-P, I-G and J-Q 
parts. T-P corresponds to the two human hip rotational degrees of freedom, where P is 
passive joint and T is driven by hydraulic actuator. T-P can achieve that leg rotates 
around sagittal axis and vertical axis. I-G is the main part of leg, which consists of 8 
links. Between link BF and CE, there is a composite joint D. Link DJ can slide 
through joint D along line IG, which is angular bisector of BIC, but link DJ can’t slide 
through joint G or rotate around joint G. I-G contains 2 DOFs, which are rotation 
around I and slide along line IG in sagittal plane, so it can substitute for knee. Link IB 
and IC are driven by hydraulic actuators, which can rotate around joint I. I-G is 
parallel structure, so it is weight-bearing. To simplify the mechanism, J-Q 
corresponds to human foot and contains only two joints, where Q is passive joint and 
J is driven by hydraulic actuator. So joint T, joint J, link IB around joint I and link IC 
around joint I are actuated, the rest joint P and joint Q are unactuated and compliant. 

3 Normal Gait Research 

Before researching exoskeleton humanoid gaits, human gaits analysis is considered 
known. The objective of this section is to define a mapping from the positions of 
human lower extremity joints to exoskeleton joints. 

3.1 Human Gaits Analysis 

Level walking is the most important gait. The motion on vertical plane and coronal 
plane have little effect during walking, and the joint torques and joint power on them 
are much smaller. Therefore, to simplify the dynamic model, only sagittal plane 
motion of the exoskeleton will be researched. The hip, knee and ankle angle of right 
leg during gait cycle are shown in figure 2, and vertical reaction force and 
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anterior/posterior reaction force of ground and human foot are shown in figure 3. 
About former 60% of the cycle is stance phase, the rest is swing phase. The cycle 
duration of level walking is 1.1s, where walking speed of level walking is 1.3 m/s. 
Those data were collected from the OpenSim software and lots of experiments[11]. 

 

Fig. 1. 3D draft model of the exoskeleton and DOF schematic of single leg 

 

Fig. 2. Hip, knee and ankle angle of right leg during gait cycle 
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Fig. 3. Vertical and anterior/posterior reaction force of ground and human foot during 
gait cycle 

vF  and apF , which are vertical and level force of human foot and ground on the 

exoskeleton during the gait cycle, can be written as 
 

 (1)

 (2)

where G  is the total mass of human and the exoskeleton, pG  is the mass of 

human, gvF  and pvF  are vertical reaction force of ground and human foot, apF  

and papF  are anterior/posterior reaction force of ground and human foot, which can 

be referred in Figure 3.  

3.2 Position Analysis of Human Leg and Exoskeleton  

Schematic of human lower extremity mechanisms is shown in Figure 4, where H is 
short for hip joint, K is short for knee joint and A is short for ankle joint. The 

coordinates of H, K and A are )0,0( , ),( kk yx  and ),( aa yx  respectively, and the 

expressions of point A can be written as  

 
(3)

where hfθ , kθ and aθ  denote the angle of each joints and can be referred in Figure 

2, and tl , sl  and al  denote the length or height of thigh, shank and foot. 

v gv p pvF G F G F= ⋅ + ⋅

ap ap p papF G F G F= ⋅ + ⋅
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Schematic of the exoskeleton in sagittal plane is shown in Figure 5, and point J can 
be generated as 

 (4)

 

Fig. 4. Schematic of human lower extremity mechanisms 

where 1L  denotes the length of links IB and IC, 2L  denotes the length of links 

EG and FG, and 1l  is the length of GJ. 1α ， 2α  and 3α  denotes the angle of the 

actuated joint IB, IC and J.  

To solve 1α  and 2α , make equations in (3) equal to equations (4), where joint J 

corresponds to human ankle joint A. That is  

 (5)

The expressions of 1α  and 2α  can be solved by the MATLAB software. 3α  

can be read from ankle dorsiflexion angle in Figure 2. The numerical solution of the 

derivative and second derivative of 1α ， 2α  and 3α , which denote the speed and 

acceleration of joint IB, IC and J, can also be solved by the MATLAB software when 
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1α ， 2α  and 3α  are numerical simulated or read. As part of input of numerical 

dynamic simulation, they are required to know. 

4 Dynamic Modeling 

Essentially all methods for obtaining dynamic equations of motion are equivalent[12]. 
However, the ease of use of the various methods differs and some are more suited for 
multi-body dynamics than others[13]. With the use of generalized forces the need for 
examining interactive and constraint forces between bodies is eliminated. The only 
differentiating required to compute velocities and accelerations can be obtained 
through the use of algorithms based on vector product. Kane's method offers an 
elegant means to develop the dynamics equations for multi-body systems that leads 
itself to automated numerical computation[14]. 

 

Fig. 5. Schematic of the exoskeleton in sagittal plane 

For the purpose of analysis, the following notation and coordinate systems are 
defined, which are shown in Figure 5. 

rα : generalized coordinate, like 1α , 2α  and 3α ; ru : generalized speed, 

•
== r

r
r dt

d
u αα

; 
PN

v
→

: velocity of P  with respect to the N reference frame ; 
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∗→QN

v : velocity of the center of mass of link Q ; 
P

r

N

v
→

: partial velocity, 

r

PN
P

r

N

u

v
v

∂
∂=

→
→

; nc  or ns : )cos(n  or )sin(n  

Here are five coordinates, 
∧
N  is world coordinate, 

∧
a , 

∧
b , 

∧
c , 

∧
g  are local 

coordinates,
∧∧
na// ,  IBb //3

∧
, ICc //2

∧
, GJg //2

∧
, 

∧∧∧∧∧

11111 //////// ngcba . 

The generalized active force rF  is defined as: 

 (6)

where linkF  and linkT  is active force and moment on each link. 

So, rF  can be generated as: 

 

(7)

where jT , ibT , icT  are driving torques of joint J , joint IB , joint IC , hG  is the 

load force of gravity,  MJm , GJm , EGm , FGm , BFm , CEm , IBm , ICm  are 

mass of each link. 

The generalized active force ∗
rF  is defined as: 

 

(8)

where linkm  and 
*link

I
→

 are the mass and inertia of each link, and each link does not 

spin about its longitudinal axis, the corresponding inertia parameter is set as zero[15] 
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Kane's equations can be constructed as: 

， 1, 2, 3 (9)

Then solve the kane equations (9) by MATLAB, the expressions of jT , ibT , icT  

can be obtained. The driving power of each actuated joint can be written as 

 (10)

 (11)

 (12)

5 Numerical Simulation 

In this section, the exoskeleton humanoid gaits are simulated, and the driving torque 
and power computation are presented. The program based on the algorithm is 
developed using the MATLAB software.  

The parameters of human lower extremity used for simulation are as follows: 

mlt 496.0= , mls 396.0= , mla 105.0= , kgG p 80= , which the height of 

person is about between 175 cm and 180 cm. Actually the exoskeleton can be worn 
by person of height between 165 cm and 185 cm. And the parameters of exoskeleton 

are based on the design criteria as follows: ml 05.01 = , mLL 232.021 == , 

ml 075.02 = , kgGh 50= , kgmMJ 2= ， kgmGJ 5.0= , kgmEG 1= , 

kgmFG 5.1= , kgmIB 1= , kgmIC 1= , kgmBF 2= , kgmCE 2= . 

As shown in Figure 6, driving torques and driving power of joint J, IB and IC during 
level walking cycle are simulated. The walking speed is 1.3m/s and the load is 50kg. 

Peak driving torques and driving power are very important for designing hydraulic 
actuators.Moreover, walking speed and loads are two important factors of driving 
torques and driving power. To observe the effects of them, the peak torques and 
power of level walking with different speed, while the load is 50 kg, is simulated and 
present in Figure7 and Figure 8. And the peak torques and power of level walking 
with different loads, while the speed is 1.3 m/s, is shown in Figure 9 and Figure 10. 
Some peak driving torques and power exponentially increase as speed increases, such 

as ibT  in Figure 7 and ibPowerT  in Figure 8. Some peak driving torques and 

power linearly increase as the loads increases, such as icT  in Figure 9 and 

0* =+ rr FF =r

3uTPowerT jj ⋅=

1uTPowerT ibib ⋅=

2uTPowerT icic ⋅=
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icPowerT  in Figure 10. And some peak torques and power seem to be effected 

little, like icT  in Figure 7 and ibT  in Figure 9. 

 

Fig. 6. The driving torques and power of joint J, IB and IC during level walking cycle 

 

Fig. 7. Peak torques of joint J, IB and IC during level walking cycle with different speed 
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Fig. 8. Peak power of joint J, IB and IC during level walking cycle with different speed 

 
 

 

Fig. 9. Peak torques of joint J, IB and IC during level walking cycle with different loads 
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Fig. 10. Peak power of joint J, IB and IC during level walking cycle with different loads 

6 Conclusion and Future Work 

This novel series-parallel mechanisms is designed and firstly used in the legged 
exoskeleton, which can bear heavier loads than series mechanisms and have larger 
workspace than parallel mechanisms. Kane's method is used to conduct the 
exoskeleton inverse dynamics. Level walking gait is simulated on the exoskeleton, 
and effects of load and speed of level walking on driving torques and power are 
calculated. More gaits will be simulated in the future and these performance analyses 
provide a basis to the design of the control law and the estimation of the hydraulic 
actuator parameters for the exoskeleton. 
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Abstract. Parallel mechanisms (PM) with two rotations and one translation 
(2R1T) have been used extensively. The parallel module of the Exechon robot 
is one of the most successful cases, which is equal to a 2-SPR-UPR PM. Few 
researchers mentioned what would happen to the PM’s DOF if the arrangement 
of limbs were changed. Using screw theory, we investigate the mobility of the 
2-SPR-UPR PM with two different arrangements of limbs. It is shown that the 
2-SPR-UPR PM has two DOFs when its limbs are arranged to be symmetrical 
or to be parallel. 

Keywords: Parallel mechanism, arrangement, moblility. 

1 Introduction 

The 3-DOF 2R1T PM is one of the significant members in the lower-mobility PMs. It 
has been used as telescope supporting device [1], motion simulator [2], micro-
manipulator [3], coordinate measuring machine [4], Z3 head in machine tool [5]. 
Particularly, the parallel part of the Exechon[6], which is kinematically equal to a 2-
UPR-SPR PM, is one of the most successful cases in the 2R1T PMs. It consists of two 
UPR limbs and one SPR limb, where U denotes the universal joint, P denotes the 
prismatic joint, R denotes the revolute joint, S denotes the spherical joint. 

Researchers often focused on kinematics analysis [7-8], dimentional synthesis [9-
10], singularity analysis [11-12] and dynamics [13-14] of 2R1T PMs. However, few 
of them mentioned what the DOF would change if the same limbs were are arranged 
obeying different geometrical conditions. The Grübler-Kutzbach criterion [15-17] is a 
classic method but not applicable universally. Errorneous results may be obtained 
when it is applied to some overconstrained PMs. Screw theory [18] can be used to 
analyze the mobility of the spatial mechanisms. 

In this paper, we analyzed the mobility of two Exechon-liked parallel mechanism. 
The two PMs both were 2-SPR-UPR PMs, but the limbs were arranged differently. 
Using screw theory, we can get the constraint force and couple. Furthermore the 
moblility of this PM can be obtained. 

                                                           
* Corresponding author. 



 Mobility Analysis of Two Exechon-Liked Parallel Mechanisms 731 

2 Mobility Analysis of a 2-SPR-UPR PM in Which Three 
Limbs Are Arranged Symmetrically 

2.1 Description of Architecture 

A 2-SPR-UPR PM contains two SPR limbs and one UPR limb. The SPR limb is 
consisting of a S joint,a P joint and a R joint. The UPR limb is consisting of a U joint, 
a P joint and a R joint. The 2-SPR-UPR PM in which three limbs are arranged 
symmetrically, namely, the angles between each limb’s first revolute joint axis of U 
joint or S joint are equal to 120°, as shown in Fig. 1. Limb 1 and limb 3 are both SPR 
limbs. A1 and A3 are the central points of the S joint in limb 1 and limb 3. B1 and B3 
are central points of the revolute joint which belongs to limb 1 and limb 3 
respectively. The revolute joint axis of limb 1 and limb 3 is parallel to the second 
revolute joint axis of its S joint, respectively. Limb 2 is a UPR limb. A2 is the central 
point of the U joint, B2 is the central point of its revolute joint. The revolute joint axis 
of limb 2 is parallel to the second revolute joint of U joint.  

According to the PM’s structure, we set up the fixed reference frame as shown in 
Fig. 1. The x axis is coincident with A1A3 , the y axis is coincident with the first axis 
of U joint which also connects the fixed platform.  
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Fig. 1. 2-SPR-UPR PM are arranged symmetrically  

2.2 Mobility Analysis 

In the reference frame O-xyz in Fig. 1, the coordinate of point A1 is ( )1,0,0Ax , the 

coordinate of point A2 is ( )20, ,0Ay , and the coordinate of point A3 is ( )3 ,0,0Ax . 

Let point A1, A2 and A3 be the origin of the local reference frame of each limb, 
respectively. Axis xi is parallel to the axis of its first revolute joint, and axis zi is 
parallel to the z axis of the fixed frame(i=1,2,3), as shown in Fig. 1. The coordinate of 
point B1 is 1 1 1( , , )B B Bx y z  in the local frame of limb1; The coordinate of point B2 is 
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2 2 2( , , )B B Bx y z  in the local frame of limb2; The coordinate of point B3 is 

3 3 3( , , )B B Bx y z  in the local frame of limb3.  

The twist system of limb1 with respect to limb1’s local frame is: 

1
11

1
12 12 12

1
13 13 12 12

1
14 13 12 12

1
15 12 12 12 1 12 1 12 1 12 1

(1 0 0 ; 0 0 0)

(0 ; 0 0 0)

( ; 0 0 0)

(0 0 0 ; )

(0 ; )B B B B

m n

l n m

l n m

m n n y m z n x m x

=

=

= −

= −

= − −

$

$

$

$

$

 (1)

where 1 1 1, , ( 1,2, ,5)i i il m n i =   are the direction cosines of the ith twist in limb1. 

The reciprocal wrench of equation (1) is: 

1
11 12 12(0 ; 0 0 0)r m n=$  (2)

1
11
r$  in equation (2) denotes a constraint force that is parallel to the axis of the 

revolute joint connecting the moving platform. And the constraint force passes 
through point A1 that is the central point of the S joint in limb 1, as shown in Fig. 2.  

The twist system in limb 2 with respect to limb2’s local frame is:  

2
21

2
22 22 22

2
23 22 23 22

2
24 22 22 22 2 22 2 22 2 22 2

(0 1 0 ; 0 0 0)

( 0 ; 0 0 0)

(0 0 0 ; )

( 0 ; )B B B B

l n

n m l

n n y n x l z l y

=

=

= −

= − + −

$

$

$

$

 (3)

where 2 2 2, , ( 1,2, ,5)i i il m n i =   are the direction cosines of the ith twist in limb 2.  

The reciprocal wrench of equation (3) is:  

2
21 22 22

2
22 22 22

( 0 ; 0 0 0)

(0 0 0 ; 0 )

r

r

l n

n l

=

= −

$

$
 (4)

2
21
r$  in equation (4) denotes a constraint force that is parallel to the axis of the 

revolute joint connecting the moving paltform. And the constraint force passes 

through point A2 which is the central point of the U joint. 2
22
r$  denotes a constraint 

couple, whose direction is the common perpendicular of the first and the second 
revolute joint axis of limb2’s U joint, as shown in Fig.2. 

The twist system in limb3 with respect to limb3’s local frame is:  
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3
11

3
32 32 32

3
33 33 32 32

3
34 33 32 32

3
35 32 32 32 3 32 3 32 3 32 3

(1 0 0 ; 0 0 0)

(0 ; 0 0 0)

( ; 0 0 0)

(0 0 0 ; )

(0 ; )B B B B

m n

l n m

l n m

m n n y m z n x m x

=

=

= −

= −

= − −

$

$

$

$

$

 (5)

where 3 3 3, , ( 1,2, ,5)i i il m n i =   are the direction cosines of the ith twist in limb3. 

The reciprocal wrench of equation (5) is: 

3
31 32 32(0 ; 0 0 0)r m n=$  (6)

3
31
r$  in equation (6) denotes a constraint force being parallel to the axis of the 

revolute joint connecting the moving paltform. And the constraint force passes 
through point A3 which is the central point of the S joint, as shown in Fig.2. 
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Fig. 2. The constraint force and couple of each limb  

The rotation matrix 0
1R  of the local frame of limb 1 A1-x1y1z1 with respect to the 

fixed frame is:  

0
1

,
6

3 / 2 1 / 2 0

1 / 2 3 / 2 0

0 0 1
z

R R π−

 
 

= = − 
 
  

 (7)
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Vector OA1 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame :  

0
1 1

1

0 0 0

0 0

0 0
A

A

W x

x

 
 = − 
  

 (8)

Therefore, the transformation of screw coordinates [19] from local frame A1-x1y1z1 
to the fixed frame can be expressed as follow:  

0
0 1

1 0 0 0
1 1 1

0R
T

W R R

 
=  
 

  (9)

Hence, reciprocal wrench 1
11
r$  of limb1 can be written in the following form: 

0 0 1
11 1 11 12 12 12 12 1 12 1( 3 2 ; 0 2 3 )r r

A AT m m n n x m x= = −$ $  (10)

The rotation matrix 0
2R  of the local frame of limb 2 A2-x2y2z2 with respect to the 

fixed frame is: 

0
2 ,0

1 0 0

0 1 0

0 0 1
zR R

 
 = =  
  

 (11)

Vector OA2 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame : 

2
0

2

2

0 0

0 0 0

0 0

A

A

y

W

y

 
 =  
 − 

 (12)

Hence, reciprocal wrench 2
21
r$  and 2

21
r$  of limb2 can be written in the following 

form: 

0 0 2
21 2 21 22 22 22 2 22 2

0 0 2
22 2 22 22 22

( 0 ; 0 )

(0 0 0 ; 0 )

r r
A A

r r

T l n n y l y

T n l

= = −

= = −

$ $

$ $


  (13)

The rotation matrix 0
3R  of the local frame of limb3 A3-x3y3z3 with respect to the 

fixed frame is: 
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0
3

,
6

3 / 2 1 / 2 0

1 / 2 3 / 2 0

0 0 1
z

R R π

 
 

= = − 
 
  

 (14)

Vector OA3 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame : 

0
3 3

3

0 0 0

0 0

0 0
A

A

W x

x

 
 = − 
  

 (15)

Hence, the reciprocal wrench 3
31
r$  of the limb3 can be written in the following 

form: 

0 0 3
31 3 31 32 32 32 32 3 32 3( 3 2 ; 0 2 3 )r r

A AT m m n n x m x= = − −$ $  (16)

The reciprocal wrench of the twist system which consists of constraint forces and 
couples, namely the twist of the moving platform, is: 

2
0 12 32 22 1 3

1 22 22
12 32 22 22 12 32 32 12

22 32 12 22 3 12 22 22 32 1 32 22 1 3

12 32 22 22 12 32 32 12

22 12 32 22 1 3

12 32 22 22 12 32 32 12

3 ( )
( 0 ;

2( ( ))

2 (2 ( ))

2( ( ))

3 ( )

2( (

pm A A

A A A A

A A

m m n x x
l n

m m n l m n m n

l m n n x m n l n x m n x x

m m n l m n m n

l m m n x x

m m n l m n m n

−
= −

+ −
− + +

+ −

−
+ −

$

0 22 32 12 1 12 32 3
2

12 32 22 22 12 32 32 12

32 12 22 1 12 32 22 12 1 3 12 22 3

12 32 22 22 12 32 32 12

22 12 32 3 32 12 1

12 32 22 22 12 32 32 12

)
))

( )
(0 1 0 ;

( )

(2 ( ) )

3( ( ))

( )
)

( )

pm A A

A A A A

A A

n m n x m n x

m m n l m n m n

m n n x m n l n x x m n x

m m n l m n m n

l m n x m n x

m m n l m n m n

−
=

+ −
+ − +

+ −
−

+ −

$

 (17)

Equation (17) denotes that the 2-SPR-UPR PM has two DOFs when its limbs are 

arranged symmetrically. One is 0
1
pm$  indicating a rotation about the axis along the 

unit vector 22 22( 0 )l n  which is parallel to the revolute joint of limb2, the other is 
0

2
pm$  indicating a helical motion about the axis along the unit vector (0 1 0)  

which is parallel to axis y. 
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3 Mobility of a 2-SPR-UPR PM in Which Three Limbs Are 
Arranged Parallelly 

3.1 Description of Architecture 

A 2-SPR-UPR PM which three limbs are arranged parallelly, namely, each limb’s 
first revolute joint axis of U joint or S joint are parallel to each other, as shown in 
Fig.3. Others are the same with the 2-SPR-UPR PM in which three limbs are arranged 
symmetrically. 

According to the PM’s architecture, we set up the fixed reference frame as shown 
in Fig. 3. The x axis is coincident with A1A3 , the y axis is coincident with the first 
axis of the U joint which also connects with the fixed platform.  
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Fig. 3. 2-SPR-UPR PM are arranged parallelly  

3.2 Mobility Analysis 

In the reference frame O-xyz in Fig. 3, the coordinate of point A1 is ( )1,0,0Ax , the 

coordinate of point A2 is ( )20, ,0Ay , and the coordinate of point A3 is ( )3 ,0,0Ax . 

Let point A1, A2 and A3 be the original of local reference frame of each limb, 
respectively. Axis yi is parallel to the axis of its first revolute joint, axis zi is parallel to 
the z axis of the fixed frame(i=1,2,3), as shown in Fig. 3. Coordinate of point B1 is 

1 1 1( , , )B B Bx y z  in the local frame of limb1; Coordinate of point B2 is 2 2 2( , , )B B Bx y z  

in the local frame of limb2; Coordinate of point B3 is 3 3 3( , , )B B Bx y z  in the local 

frame of limb3.  
The twist system in limb1 with respect to limb1’s local frame is: 
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1
11

1
12 12 12

1
13 12 13 12

1
14 12 13 12

1 13 15 12 13 1 15 12 1
15 15 1

12 12 12

13 1 15 12 1
15 1 1 15 1

12 12

(0 1 0 ; 0 0 0)

( 0 ; 0 0 0)

( ; 0 0 0)

(0 0 0 ; )

( 1 ;

)

B B
B

B B
B B B

l n

n m l

n m l

m l n m y l n y
l z

l l l

m x l n x
l z x l y

l l

=

=

= −

= −
+

= + −

− − + −

$

$

$

$

$

 (18)

where 1 1 1, , ( 1,2, ,5)i i il m n i =   are the direction cosines of the ith twist in limb 1. 

The reciprocal wrench of equation (18) is: 

1 13 15 12
11 15

12

( 1 ; 0 0 0)r m l n
l

l

+
=$  (19)

1
11
r$  in equation (19) denotes a constraint force that is parallel to the axis of the 

revolute joint connecting the moving paltform. And the constraint force passes 
through point A1 that is the central point of the S joint in limb 1, as shown in Fig. 4.  

Because of the local frame of limb 2 when limbs arranged parallelly and when 
limbs arranged symmetrically are the same, the twist system in limb2 with respect to 
limb2’s local frame is equal to equation (3), and its reciprocal wrench is equal to 

equation (4). 2
21
r$  and 2

22
r$  also has the same direction and position, as shown in 

Fig. 4. 
The twist system in limb3 with respect to limb3’s local frame is:  

3
11

3
32 32 32

3
33 32 33 32

3
34 32 33 32

3 33 35 32 33 3 35 32 3
35 35 3

32 32 32

33 3 35 32 3
35 3 3 35 3

32 32

(0 1 0 ; 0 0 0)

( 0 ; 0 0 0)

( ; 0 0 0)

(0 0 0 ; )

( 1 ;

)

B B
B

B B
B B B

l n

n m l

n m l

m l n m y l n y
l z

l l l

m x l n x
l z x l y

l l

=

=

= −

= −
+

= + −

− − + −

$

$

$

$

$

 (20)

where 3 3 3, , ( 1,2, ,5)i i il m n i =   are the direction cosines of the ith twist in limb3. 

The reciprocal wrench of equation (20) is: 

3
31 32 32(0 ; 0 0 0)r m n=$  (21)
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3
31
r$  in equation (21) denotes a constraint force, that is parallel to the axis of the 

revolute joint connecting the moving paltform. And the constraint force passes 
through point A3 which is the central point of the S joint, as shown in Fig. 4. 
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Fig. 4. The constraint force and couple of each limb  

The rotation matrix 0
1R , 0

2R , 0
3R of its local frame is:  

0 0 0
1 2 3 ,0

1 0 0

0 1 0

0 0 1
zR R R R

 
 = = = =  
  

 (22)

Vector OA1 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame :  

0
1 1

1

0 0 0

0 0

0 0
A

A

W x

x

 
 = − 
  

 (23)

Hence, reciprocal wrench 1
11
r$  of limb1 can be written in the following form: 

0 0 1 13 15 12 13 15 12
11 1 11 15 1 1

12 12

( 1 ; 0 )r r
A A

m l n m l n
T l x x

l l

+ +
= = −$ $  (24)

Vector OA2 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame : 
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2
0

2

2

0 0

0 0 0

0 0

A

A

y

W

y

 
 =  
 − 

 (25)

Hence, reciprocal wrench 2
21
r$  and 2

21
r$  of limb2 can be written in the following 

form: 

0 0 2
21 2 21 22 22 22 2 22 2

0 0 2
22 2 22 22 22

( 0 ; 0 )

(0 0 0 ; 0 )

r r
A A

r r

T l n n y l y

T n l

= = −

= = −

$ $

$ $


  (26)

Vector OA3 can be expressed in a 3×3 skew-symmetric matrix with respect to the 
fixed frame : 

0
3 3

3

0 0 0

0 0

0 0
A

A

W x

x

 
 = − 
  

 (27)

Hence, the reciprocal wrench 3
31
r$  of limb3 can be written in the following form: 

0 0 3 33 35 32 33 35 32
31 3 31 35 3 3

32 32

( 1 ; 0 )r r
A A

m l n m l n
T l x x

l l

+ +
= = −$ $  (28)

The reciprocal wrench of the twist system which consisting of constraint forces and 
couples, namely the twist of the moving platform, is: 

2
0 12 32 22 3 1

1 22 22
12 32 15 35 22 22 12 33 35 32 32 13 15 32

12 32 13 15 32 22 3 12 22 22 33 35 32 1 32 22 15 3 35 1

12 32 15 35 22 22 12 33 35 32

( )
( 0 ;

( ) ( ( ) ( ))

( ) ( ( ) ( ))

( ) ( ( )

pm A A

A A A A

l l n x x
l n

l l l l n l l m l n l m l n

l l m l n n x l n l m l n x l n l x l x

l l l l n l l m l n

−
=

− + + − +
+ − + + −

− + +

$

32 13 35 32

12 22 32 22 1 3

12 32 15 35 22 22 12 33 35 32 32 13 35 32

0 22 32 13 15 32 1 12 33 35 32 3
2

12 32 15 35 22 22 12 33 35 32 32 13 35 32

( ))

( )
)

( ) ( ( ) ( ))

( ( ) ( ) )
(0 1 0 ;

( ) ( ( ) (

A A

pm A A

l m l n

l l l n x x

l l l l n l l m l n l m l n

n l m l n x l m l n x

l l l l n l l m l n l m l n

− +
−

− + + − +
+ − +=

− + + − +
$

22 32 35 13 15 32 1 12 15 33 35 32 3

22 13 15 32 33 35 32 1 3 12 32 15 35 22

22 12 33 35 32 32 13 35 32

22 32 13 35 32 1 12 33 35 32 3

12 32 1

))

( ( ( ) ( ) )

( )( )( ))) / ( ( )

( ( ) ( )))

( ( ) ( ) )

(

A A

A A

A A

n l l m l n x l l m l n x

l m l n m l n x x l l l l n

l l m l n l m l n

l l m l n x l m l n x

l l l

+ − +
− + + − −
+ + − +

+ − − +

5 35 22 22 12 33 35 32 32 13 35 32

)
) ( ( ) ( ))l n l l m l n l m l n− + + − +

(29)
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Equation (29) denotes that the 2-SPR-UPR PM has two DOFs when its limbs are 

arranged parallelly. One is 0
1
pm$  indicating a rotation about the axis along the unit 

vector 22 22( 0 )l n  which is parallel to the revolute joint of limb2, the other is 
0

2
pm$  indicating a helical motion about the axis along the unit vector (0 1 0)  

which is parallel to axis y. 

4 Conclusion 

The mobility analysis of a 2-SPR-UPR PM with two different arrangements of limbs is 
discussed. When the limbs are arranged symmetrically, the 2-SPR-UPR PM has two 
DOFs. One is a rotation about the axis along the unit vector 22 22( 0 )l n , the other is a 

helical motion about the axis along the unit vector (0 1 0) . When the limbs are 

arranged parallelly, the 2-SPR-UPR PM also has a rotation and a helical motion. Note that 
the rotational axis is parallel to the unit vector 22 22( 0 )l n  and the helical axis is 

parallel to the unit vector (0 1 0) . Future work will involve further mobility analysis 

of other lower-mobility PMs with different arrangement of limbs. 
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Abstract. In order to control a robot manipulator, we need to deter-
mine the joint combination of the manipulator for the given end-effector’s
position. This paper presents a neural learning-based method for the in-
verse kinematic solutions of a 3R manipulator that has three revolute
joints with a coupling. Especially, we use a neural learning algorithm for
effective learning of a multi-layered neural network. The usefulness of
the proposed approach is verified by simulations.

Keywords: Inverse kinematic solution, 3R manipulator, Neural learn-
ing scheme.

1 Introduction

For the manipulation of a robot manipulator or a finger, we need to know the
combination of joints [1][2]. Thus, a method is necessary to get the joint combi-
nation of the manipulator for the given end-effector’s position.

For instance, in the cases of a redundant manipulator or a manipulator with a
coupling among joints, there exists a certain preferable configuration depending
on the task, and it is not easy to take such an effective joint configuration due to
the redundancy or the constraint. So, some ideas have been proposed for solving
the inverse kinematics of manipulators or fingers [3]-[5]. Yoshikawa [3] and Chiu
[4] suggested a performance index-based algorithm using a manipulability crite-
rion or a compatibility index, respectively, to determine an effective posture of
robot manipulators. These methods have an advantage to resolve the singular-
ity posture of a manipulator as well as to avoid obstacles. However, unbalanced
joint configurations can be made by such a performance index-based algorithm.
Secco, et al. [5] solved the inverse kinematic problem for a prosthetic finger by
adopting a physiological constraint among joints. Secco’s method is helpful for
a simple closed-form solution of a three-jointed robot manipulator, but it may
not be applicable if their relation among joints is not identical.

In this paper, we present a neural learning-based method to get the inverse
kinematic solution of a 3R manipulator that has three revolute joints with a
coupling.

J. Lee et al. (Eds.): ICIRA 2013, Part I, LNAI 8102, pp. 742–749, 2013.
c© Springer-Verlag Berlin Heidelberg 2013
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2 Model of 3R Robot Manipulators with Coupling

Consider a 3R manipulator that has three revolute joints with a coupling, as
shown in Fig. 1. Practically, the motions of joints of the robot manipulator
can be limited in the following ranges: 0 ≤ θ1 ≤ θ1max, 0 ≤ θ2 ≤ θ2max, and
0 ≤ θ3 ≤ θ3max.

aaa

Fig. 1. A model of 3R robot manipulators with a coupling, θ3 = kθθ2

The forward kinematic relations of the manipulator are described by

xf = l1cosθ1 + l2cos(θ1 + θ2) + l3cos(θ1 + θ2 + θ3) (1)

yf = l1sinθ1 + l2sin(θ1 + θ2) + l3sin(θ1 + θ2 + θ3) (2)

where xf and yf denote the x- and y-directional tip positions of the manipulator,
respectively.

For the manipulation of the robot manipulator, we need to get the actual
combination of joints by solving the inverse kinematics. In general, a robot ma-
nipulator with three independent revolute joints has one redundancy for a motion
in the two-dimensional space. However, the robot manipulator shown in Fig. 1
has no redundancy because of the coupling between the third joint and the sec-
ond joint. If the coupling is identical, the solution of the manipulator’s inverse
kinematics can be obtained by using the Secco’s method. If it is not identical,
however, it is usually not easy to have the inverse kinematic solution.

In this study, we try to use the advantage of neural learning for the inverse
kinematic solution.

3 Neural Learning Scheme for Inverse Kinematics

This section describes a neural learning scheme for the inverse kinematic solu-
tions of a 3R manipulator with a coupling, as shown in Fig. 1.
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3.1 Neural Learning Scheme

The neural learning scheme proposed for the inverse kinematic solution of the
3R manipulator is shown in Fig. 2, where the neural network is constructed as
Fig. 3.

Fig. 2. A neural learning scheme for inverse kinematic solution

Fig. 3. A multi-layered neural network

The overall learning scheme shown in Fig. 2 is described as follows. The input
neurons are assigned by the desired positions, xdf and ydf , of the manipulator.
The output neurons are assigned by the two joint angles, θ1 and θ2. The third
joint is made by the operation of the second joint based on the coordination
parameter. The actual tip positions of the manipulator are computed by the
forward kinematics using the joint angles which have been obtained by the neural
network. By using the position error of each direction, the adaptive learning
algorithm estimates a proper learning rate for the learning of the neural network.
Thus, the neural network is recursively learned by the conventional error back
propagation method. If the maximum position error assigned in the tip space
is satisfied, the learning process is terminated, and the output of the neural
network is finally accepted as the solution of the inverse kinematics.
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The signal processing of the neural network shown in Fig. 3 is described as
follow. The input of the network zi(t) is assigned by

zi(t) =

⎧⎨⎩
1.0, i = 0
xdf (t), i = 1

ydf (t), i = 2
(3)

where xdf (t) and ydf (t) denote the x- and y-directional positions desired in the
tip space, respectively. The term z0(t) represents a bias input that affects the
output function of the first hidden layer. The function of the input layer is only
to pass the input to the first hidden layer.

The output of the first hidden layer hj(t) is determined by

hj(t) =

{
1.0, j = 0

1

1+e−sj(Ij (t)) , j = 1, 2, · · · ,M (4)

where

Ij(t) =

2∑
i=0

wji(t)zi(t) (5)

here wji(t) denotes the weighting factor between the i-th input layer and the
j-th first hidden layer. The parameter sj implies the slope of the j-th sigmoid
function at the first hidden layer and M indicates the number of neurons placed
at the first hidden layer.

The final output of the network θl(t) is determined by

θl(t) =

⎧⎨⎩
∑N
k=1 wlk(t)hk(t), l = 1(∑N
k=1 wlk(t)hk(t)

)2

, l = 2
(6)

where wlk(t) denotes the weighting factor between the second hidden layer and
the output layer. As a result, the second joint angle of the manipulator is at
least positive and thus the third joint also has positive angle. This is to consider
the structural motion constraint of the given robot manipulator.

3.2 Learning Algorithm

The basic concept of the learning algorithm is to change the learning rate by con-
sidering the state of the neural learning. For the learning of the neural network
in Fig. 3, define an error function as follows:

J(t) =
1

2

2∑
m=1

(em(t))
2

(7)

where

e1(t) = xdf (t)− xaf (t) (8)

e2(t) = ydf (t)− yaf (t). (9)
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In fact, the error function implies the sum of each position error at the tip space.
Through the conventional error back propagation [6], all of the weights at

each layer can be updated by the following rule:

wlk(t+ 1) = wlk(t) + η(t)δol(t)hk(t) (10)

wkj(t+ 1) = wkj(t) + η(t)δh2k(t)hj(t) (11)

wji(t+ 1) = wji(t) + η(t)δh1j(t)zi(t) (12)

where δol(t), δh2k(t), and δh1j(t) denote the error terms propagated back from
the tip space of the manipulator to the output and hidden layers. The parameter
η(t) is the learning rate to update the weights of the neural network and the detail
procedure to determine the learning rate is referred to the previous research [7].

4 Simulation Results

This section shows the resultant inverse kinematic solution of the 3R manipulator
shown in Fig. 1 by using the above-mentioned neural learning scheme.

For the simulation study, the link parameters of the manipulator are set as
l1=0.058 m, l2=0.035 m, and l3=0.028 m. The joint coupling parameter kθ is
assigned as 0.47. We assumed that the motions of the first and second joints
of the robot manipulator are limited in the following ranges: 0 ≤ θ1 ≤ 90o,
0 ≤ θ2 ≤ 120o, and 0 ≤ θ3 ≤ 60o. Also, some test points on the following curve
are assigned for the simulation:

yf = −9.73x2
f + 0.56xf + 0.08. (13)

The neural network employed in this simulation has four layers as shown in
Fig. 3. The neurons at the input layer, the first hidden layer, the second hidden
layer, and the output layer are assigned by 2, 5, 3, and 2, respectively. The
parameters for the learning algorithm, β, σ, P, and Q, are assigned by 0.0015, 0.5,
3, and 5, respectively. In the neural learning process, the range of the tip position
error is actually determined by the desired accuracy of the given manipulation
task. In this simulation, it is assigned as ±0.5mm. Thus, the learning process for
each trajectory is completed if the maximum value of the tip position errors is
less than the assigned range.

Fig. 4 shows the x- and y-directional tip trajectories of the robot manipulator
used in the neural learning process, where each trajectory has been assigned
successively after having the previous inverse kinematic solution, and the actual
tip trajectories have been taken by the forward kinematics using the joint angles
which are resultantly obtained by the neural learning. Those inverse kinematic
solutions for the given tip positions have been shown in Fig. 5.

From Fig. 4, we can see that the actual tip positions gradually approached the
desired positions by learning. In fact, the inverse kinematic process is completed
at the moment of each circle in Fig. 4 and the corresponding joint angles of
the neural network have been taken as the actual inverse kinematic solution.
In particular, it is noted from Figs. 4 and 5 that somewhat long learning has
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Fig. 4. Tip trajectories of the 3R robot manipulator: (i) given x-directional
trajectory(xd

f ), (ii) actual x-directional trajectory followed by the proposed neural

learning(xa
f ), (iii) given y-directional trajectory(yd

f ), and (iv) actual y-directional tra-
jectory followed by the neural learning(ya

f ). Note that the inverse kinematic process for
each trajectory has been completed at the moment of each circle.

Fig. 5. Joint angles obtained by the neural learning-based inverse kinematics. Note
that the joint angles at the moment of each circle are the actual inverse kinematic
solution.

been required for the first positioning. The period actually means the initial
positioning process of the manipulator and thus it is practically not related to
the computing load in the manipulation process. Actually, the effort to reduce
the learning time in the cases of neural network approaches is very important
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Fig. 6. Trace of the learning rate for the given motion

in the implementation aspect [8]-[10]. It is remarkable that the learning rate
algorithm can improve the speed of learning. The trace of the learning rate
during the learning process has been shown in Fig. 6.

Thus, it is expected that the proposed approach can be applied to the effective
motion control of 3R manipulators with a coupling, as shown in Fig. 1.

5 Concluding Remarks

A neural learning-based solution of the inverse kinematics of 3R manipulators
with a coupling has been presented in this paper. Especially, we used a four-
layered neural network utilizing an effective learning algorithm to show the use-
fulness of the proposed approach. Through simulations, we showed that the
inverse kinematics of a 3R manipulator with a proper coupling can be solved
by the neural learning approach, and its accuracy is satisfactory. Finally, it is
concluded that the proposed approach is useful for the solution of the inverse
kinematics of 3R manipulators with a coupling.

Acknowledgments. This research was supported by Kyungsung University
Research Grants in 2013.
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