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Abstract. In the integration of wireless sensor networks (WSN) and radio 
frequency identification (RFID), RFID data can use WSN protocols for multi-hop 
communication. Due to readers overlapped regions in dense areas and due to 
readers multiple read cycles, a lot of duplicate data is produced. Transmitting such 
duplicates towards base station waste node energies. In-network filtering of these 
duplicates can save transmission overhead, but on the other hand it increases 
computation cost. Delay is an important parameter in RFID applications that has 
not been considered yet by existing approaches. Both communication overhead 
and computation overhead can affect the delay performance in terms of queuing 
delay and processing delay respectively. Therefore, it is required to tune the 
filtering algorithm. In this paper, our in-network filtering scheme tend to find this 
trade-off between these two costs for better delay performance. In simulation part, 
we showed the effect of these costs on delay performance. 

Keywords: In-network processing in RFID-WSN integrated networks,  
In-network filtering, Duplicate data filtering, Delay in RFID, Communication 
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1 Introduction 

The next revolution in computing technology is the widespread of small wireless 
computing and communication devices; they will integrate seamlessly into our daily 
life [1]. In the near future we can expect lots of devices to grow by multiple orders of 
magnitude such as tags, sensors, readers, etc. By technology perspective, RFID and 
sensor networks are important components of this paradigm since both technologies 
can be used for coupling physical and virtual world usually named as pervasive 
computing [2]. 
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WSNs are networks of small, cost effective devices with ability of sensing, 
processing, and communication. On the other hand, RFID technology provides 
identification to tagged objects or humans. It consists of reader, tags, and the 
application. Readers read tags attached to objects, store data in its memory, and 
applications access it. RFID technology does not support multi-hop communication; 
however, by integrating it with WSN, we can route RFID data from readers to base 
station by using sensor network protocols. For this, nodes can have both 
functionalities: sensing and reading as shown in Fig. 1. RFID and WSN can be 
integrated in several other ways discussed in literature [2], [3], [4]. 

 

 

 

 

Fig. 1. Integrated WSN node and RFID Reader 

RFID data is streaming in nature and usually contains an excessive amount of 
duplicate readings. In WSN, nodes are densely deployed usually and due to density they 
have overlapping regions with neighboring nodes. Tags that exist in overlapping areas 
are read by more than one reader and results in duplicate readings. Sending these 
duplicate data packets to the base station by multi-hop fashion consumes nodes 
energies, whereas, energy is a critical issue in WSN as nodes battery lifetime is limited.  

By applying in-network processing we can filter these duplicates within the 
network to save extra transmissions. In-network processing reduces communication 
cost, but on the other hand increases computation cost. In the last few years, 
researchers found tradeoffs between computation and communication cost to increase 
energy efficiency [6], [7], [8]. WSN is tolerant to network delay since there is limited 
bandwidth [6, 9]. But, to provide better quality of service, improving network delay 
emerges as an important factor in WSNs. Delay can occur due to intensive 
communication on nodes or due to congestion [10].   

In sensor networks, multiple packets can be aggregated into one due to the 
correlation of the sensed data. However, RFID data packets cannot be aggregated as 
every read data packet has its own identity, but due to duplications they can be 
filtered. In-network filtering drop RFID duplicate data packets to avoid redundant 
transmissions in the network. It reduces communication cost, but processing on nodes 
nodes result in computation overhead and in processing delays. RFID data contain 
real-time information and applications are interested in timely reports such as in a 
department store, managers would like to have the updated information about sales 

RFID 
Antenna 

Node 

Battery 
RF 
Antenna 

RFID 
Reader 

RF 
Transceiver Micro-

controller 



456 A.K. Bashir et al. 

 

and stocks. Therefore, a delay is an important metric to consider in RFID. In 
literature, several in-network filtering solutions [11], [12], [13], [14] are proposed, but 
they are focused on reducing communication overhead and do not consider delay. 

In this paper, we propose IRDF :In-network RFID Duplicate Data Filtering, which 
is an extension of our previous work EIFS [14]. Topology and number of filtering 
points within network affect the performance of in-network filtering approaches. In 
IRDF, we choose clustering topology, as it helps in reducing energy consumption 
[15], whereas the filtering module runs only at cluster heads. Moreover, we vary the 
number of filtering points in the network and measure the communication cost, 
computational cost, and delay. On the base of these results, IRDF chooses the optimal 
filtering points that provide best delay performance.  

The rest of this paper is organized as follows: Section 2 discusses related work. In 
section 3, we presented the assumptions and a preliminary algorithm. In section 4, we 
describe the proposed approach in detail. We analyze our idea and compare it with 
previous research by using simulations in section 5. Finally, in section 6, we conclude 
this paper.  

2 Related Work 

Data filtering is as an important issue in RFID applications. Several researchers 
provided solutions to filter RFID data to save communication cost. [5, 16] proposed 
their approaches to filter duplicate data using sliding-window. Sliding window keeps 
the history of the previous read cycles in buffer and output the data when it increases 
than a certain threshold. These solutions are proposed for server middleware. This 
middleware can be implemented in the readers, but due to the limited memory of 
readers this is not an appropriate solution. Moreover, the performance of this 
approach degrades with the smaller size of the window and filtering redundant data at 
base station do not decrease the transmission overhead on nodes.  

In-network processing is widely researched in WSN in terms of data aggregation 
[10, 17]. In WSN data is highly correlated; therefore, parent nodes or cluster heads 
can aggregate multiple data packets into one. While RFID data is not correlated as 
each EPC tag represents one real world object. However, due to the enormous amount 
of duplication in RFID data, we need to perform in-network data filtering to avoid 
transmitting duplicate data within the network. Following are the duplication types 
that need to be filtered by in-network filtering solutions: 

 

• Data level: Multiple tags with same EPC (Electronic Product Code) are 
attached to the same object in order to reduce missing rate and increase 
reliability [5]. 

• Multiple Read Cycle: Tags in the vicinity of a reader for a long time (in 
multiple reading cycles) are read by the reader multiple times [18] 

• Redundant Reader: Multiple readers are installed to cover a larger area  
or distance, and tags in the overlapped areas are read by multiple readers [19] 
as shown in Fig. 2, where such as tag T3 is read by three readers R2,  
R3 and R4. 
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Fig. 2. Redundant Reader: Duplication due to overlapping of readers 

Data level and multiple read cycle duplication can be eliminated by a simple 
filtering algorithm at the reader. To eliminate duplication generated due to 
overlapping, readers need to collaborate with each other. Such as [19] deals with the 
problem of redundant readers. This solution resolves the problem by temporarily 
deactivating the readers that have a maximum overlapped region with neighboring 
readers. This mechanism reduces the redundant transmission, but in large 
deployments finding which readers to be turned off is an NP-hard problem [21].  

In-network processing also increases the computation overhead on nodes. An 
efficient solution should create a balance between communication and computation 
costs to meet the desired objectives of applications. Kadayif et al. [20] proposed a 
strategy to keep a balance between computation energy and communication energy in 
wireless sensor networks. In many streams-oriented WSN applications such as 
military scenarios, both link bandwidth and node energy are constraint resources. For 
such applications, in-network processing imposes non-negligible computational cost. 
In the last few years, researchers tried to tune the trade-offs among computation and 
communication cost to increase the network lifetime by increasing the lifetime of 
sensor nodes.  

In RFID-WSN, routing RFID data in presence of duplicates waste nodes energies. 
Data should be filtered within the network ideally close to source to avoid redundant 
transmissions to save energy. Existing solutions [11], [12], [13], and [14] filter the 
data with less computation cost. These schemes mainly use two kinds of topologies: 
tree and clustering. Both of these technologies have their own pros and cons as 
explained below. 

Tree based approaches: In the tree approaches [11], [13], node filters its own and 
children’s data. Amount of data being filtered at one node is less. To filter the 
maximum amount of duplicate data, filtering algorithm need to run at every node for 
every incoming data packet which results in high computation cost and delay. INPFM 
[11] was the first in-network filtering approach in RFID-WSN. Dong-Hyun et al. [13] 
proposed in-network filtering scheme in object tracking applications. He assumed that 
data should meet within network, which is a strong assumption.  

Cluster based approaches: To improve performance of filtering, CLIF [12] and 
EIFS [14] used clustering topology. They divided the redundancy into: intra-cluster 
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redundancy and inter-cluster redundancy. Intra-cluster redundancy is being filtered at 
local CH and inter-cluster redundancy at intermediate cluster heads. These schemes 
save computation overhead; on the other hand filters fewer amounts of data in 
comparison with [11]. EIFS [14] adopts a neighbor discovery algorithm for fast 
detection of duplicates. To filter inter-cluster data at neighboring cluster heads, they 
use feedback message. CHs update their routing tables to drop duplications on 
neighboring cluster heads.  

The objective of these approaches was to filter the maximum amount of data to 
reduce communication overhead. On the other hand, huge traffic results in congestion 
and queuing delay. Therefore, it is important to choose an appropriate amount of data 
filtering at one node or number of nodes to filter data without increasing delay. None 
of the existing in-network filtering approaches have considered delay as a 
performance metric.  

3 Preliminaries 

In our scheme, duplication is divided into two: intra-cluster and inter-cluster 
duplication. Nodes that have overlapping with nodes of same cluster are called as 
intra-cluster nodes, whereas, nodes that have overlapping with neighboring nodes of 
another cluster are called inter-cluster nodes.  

3.1 Assumptions 

Following are the assumption of our model. 

• Nodes are homogeneous in nature and static after deployment.  
• Transmission range is double than the reading range and nodes can 

communicate with CH directly. 
• Every sensor node contains a reader module.   
• We assume a simple communication mechanism with a medium access 

control (MAC) protocol that ensures no collision and interference [10]. 
• Cluster heads will send data to the base station via intermediate cluster heads 

(multi-hop). 
• Filtering process will run only at cluster heads. 
• Clusters are static in nature, but the cluster head task can be rotated among 

member nodes. 
• Data loss and possible contention are not considered. 

3.2 Redundancy Definition 

Check for duplication if following three conditions are true.  

• The contents of tags (EPCs) are the same: In this research, we will only 
compare EPC serial numbers using BFF algorithm [22]. 
 



 In-network RFID Data Filtering Scheme in RFID-WSN for RFID Applications 459 

 

• The node IDs or cluster ID is the same in the intra-cluster phase. In an inter-
cluster, if the data is from my neighboring cluster. 

• The difference between the reading times of two data is less than a 
predefined time interval. 

Cluster head will store a copy of tag data in a tag list for a certain time period for 
comparison with upcoming data to drop the duplications. In our research, we compare 
32 bits of EPC Serial numbers. For that we used backward first search algorithm [22]. 
In our previous work EIFS; we compared 36 bits of EPC serial numbers. Therefore, to 
improve the performance of detection in IRDF, we compare 32 bits of Serial Number. 
The time interval can be defined as reporting time for cluster heads to send data. 

3.3 ND Array 

In our approach after cluster formation to distinguish among nodes, each node 
exchanges an ND message with neighboring nodes. The ND message contains node 
ID and cluster ID. A node that receives ND messages from its neighbors keeps the 
cluster ID in an ND array. From the ND array of a node, we can know whether it has 
the ID of any neighboring clusters or not. If the IDs of two or more than two clusters 
exist in a node ND array, it will be considered as an inter - cluster node. ND message 
helps in decreasing computation cost.  

When an intra-cluster node, interrogates a tag x, after tag response, node generates 
an RFID data packet with the value of f (number of remaining filtering operations) as 
1, shown in table 2. The node sends this data packet to its cluster head. If any other 
neighboring node also reports to the cluster head with tag x, the cluster head will filter 
it to avoid duplication. In case of inter-cluster nodes, the value of f is fe. However, in 
this scheme we vary the fe to monitor the network performance. Table 1 shows the 
structure of the RFID data packet in inter-cluster node. Every node sends their data to 
its cluster heads and they decide the type of the sender from the f field. If the value of 
f is 2 or more, the sender is considered an inter-cluster node. If the value of f is 1, the 
sender is intra-cluster node. 

Table 1. The structure of the node generated data packet 

 Tag ID Node ID Time Stamp  f 

Intra-cluster Node x N T  1 

Inter-cluster Node x N T fe 

4 Proposed Algorithms 

IRDF: In-network RFID data filtering scheme is an extension of our previous scheme 
named EIFS: energy efficient in-network RFID data filtering scheme [14] in terms of 
delay. Like EIFS, IRDF also adopts cluster topology. Process of intra-cluster 
duplication is similar like EIFS, however, in inter-cluster EIFS filter data at every 
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node and inform source cluster heads with feedback messages. In IRDF, we do not 
use any feedback mechanism and change routing paths. Feedback messages introduce 
heavy communication overhead that increase latency. Rather we find the optimal 
number of filtering points that provide best delay performance.  

When a cluster head receives an RFID data packet, it decides the type of sender by 
the f field. If the value of f is 1, the sender is an intra-cluster node and local cluster 
head execute the duplicate detection algorithm to check for the duplication. After 
removing the duplication, it sets the f field as 0 and forwards the data to base station. 
Such packets will not be filtered at any intermediate cluster head which saves 
computation costs. At intermediate CH when the value of f of arrival packet is 0, it 
means the data is already filtered. This mechanism significantly reduces the number 
of comparisons. Detailed algorithm is given in fig. 3.  

Intermediate CH’s will check the value of f, if value of f is more than 0, they will 
perform duplicate detection mechanism for inter-cluster duplicates. The value of f 
decreases by 1 with each hop from source cluster head to intermediate cluster heads. 
Detailed inter-cluster duplicate data filtering algorithm is presented in fig. 4.  

In EIFS, we filter data at every intermediate CH. Intermediate heads detects the 
duplication and inform source cluster heads that cause inter-cluster duplication with 
feedback messages. In the next rounds, they can change the routing path of that 
specific tags to drop duplications on neighboring cluster heads. IRDF filters inter-
cluster duplicate data at neighboring cluster heads of a specific hop count. EIFS 
performance also degrades when tag mobility is high in the network. 

 
 

 

 

 
 
 

 

 

 

 

 

 

 

Fig. 3. Intra-cluster filtering algorithm 

Function Intra_cluster_duplicate_data filtering () 
Loop until I am cluster head 
  If incoming data packet comes then 
   If data.number_of_remaining filtering is 1 
    // Intra-cluster duplication// 
     Decrease data.number_of_remaining_filtering by 1. 
     If it is not duplicated data then 
        Update the tag_list. 
        Send the data to the sink. 
     Else  
        Drop the data.  
     End if 
   End if 
  Else if data.number_of_remaining_filtering is ∞ or 0 then 
      // Inter-cluster duplication required to filtering// 
      Call inter_cluster_duplicated_data filtering. 
  Else if data.number_of_remaining_filtering is 0 then. 
     Send the data to the next hop node. 
   End if 
  End if 
  End loop 
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Fig. 4. Inter-cluster filtering algorithm 

5 Simulation Results 

In our previous work [14] we presented and compared our algorithms in detail with 
[11] and [12] in terms of communication cost and computation cost. However in this 
work, we will vary the number of detection points and measure the performance of 
the algorithm in terms of communication cost, computational cost, and delay. 
Computation cost and communication cost have a trade-off and delay is chosen as a 
decisive performance metric. We developed our simulator using C++. The detailed 
simulation environment is given in table 2. 

Table 2. Simulation environment  

Parameters Value 

Field Area 100 x 100 m2 
Number of nodes 361 
Number of clusters 19 
Members in a cluster 19 (including cluster head) 
Reading Range 5 m 
Transmission Range 10 m 
Distance between nodes 7 m  
Reading interval 
Duplication ratio 
Number of tags 

2 sec 
20 %  
100 to 500 

Limit of History Data 300 

 

Function Inter_cluster_duplicate_data_filtering 
  Seek the data.tag_id from the tag_list. 
 If found then 
  Decrease the value of f by 1 
 If the data is duplicated then 
Else  
  Second the data to the next hop. 
End if 
Else   
   Inset the data into tag_list. 
    End if 
Else  
  Send the data to the next hop 
   End if 
End if 
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α is introduced as a variable representing number of intermediate cluster heads 
(detection points/filtering points) from source cluster heads to perform in-network 
filtering. We vary value of α and measure the computation cost, communication cost, 
and delay. Fig. 5 shows the computation cost of our algorithm in terms of number of 
computations. When we filters data at more intermediate CH, we require more 
comparisons to detect duplicates. Logic is very simple, if we filters data at every 
intermediate node for every arriving packet, it requires more comparisons to detect 
and hence increase computation cost.  

 

 

Fig. 5. Computational cost 

In fig. 6, we measured the communication cost in terms of number of relays 
required to send data from source to base station. It is visible that if value of α 
increases, number of relays decreases. Decreasing number of relays clearly means a 
reduction in the amount of packet transfer. In other words, if we filter data at more 
nodes, we can able to filter more duplicate data and can save more transmission 
overhead. In literature, approaches that filter data at more intermediate points have 
better performance in terms of communication cost [11], [13].  It is because, when α 
is 1, nodes have to transmit more packets to forward all read data to the base station in  

 

 

Fig. 6. Communication cost  
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the presence of duplicates. When α increases, the performance of in-network filtering 
algorithms improves in terms of communication cost. 

From figure 5 and 6, it is clear that computation cost increase with increasing 
number of filtering points whereas computation cost decreases. Therefore, this 
tradeoff needs to be considered to use network resources efficiently. However, in 
IRDF we considered delay to be a deciding factor. In simulation, we assume the 
network delay the time it takes to reach the destination from source. The result of the 
delay parameter is quite different than computation and communication costs. When 
value α is 1 and 3, delay is high. When α is 1, communication cost is high as nodes 
have to forward a lot of packets which results in queuing delay at nodes. On the other 
hand, when α is 3, computation cost gets higher and that results in processing delay at 
nodes. Packets have to wait to be processed before being forward. However, in case 
of α as 2, delay is mediate as shown in fig. 7.  

 

 

Fig. 7. Delay in terms of arrival time of packets at base station 

6 Conclusions 

In the integration of RFID-WSN, RFID data contain duplications which need to be 
filtered to avoid redundant transmissions hence to save node energies. Existing in-
network filtering approaches tend to filter maximum duplicate data and results in 
increased computation cost and processing delay. Moreover they have not considered 
delay as a performance metric, whereas, a delay is an important factor in RFID 
applications. In this paper, our approach divides duplication into intra-cluster and 
inter-cluster.  Intra-cluster duplication is being filtered at local CH and inter-cluster 
duplications at neighboring CHs.  In simulation section, we monitored the trade-off 
between computation and communication costs. Moreover, considering delay as 
important parameter, we selected it to be deciding factor for selecting the appropriate 
number of filtering points within the network.  
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